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Abstract

Task-oriented dialogue systems based on Large001
Language Models (LLMs) have gained in-002
creasing attention across various industries003
and achieved significant results. Current ap-004
proaches condense complex procedural work-005
flows into a single agent to achieve satisfac-006
tory performance on large-scale LLMs. How-007
ever, these approaches face challenges to008
achieve comparable performance on fine-tuned009
lightweight LLMs, due to their limited capabili-010
ties in handling multiple complex logic. In this011
work, we design a Domain-Independent Multi-012
Agent Framework (DIMF), which contains In-013
tent Classification Agent, Slot Filling Agent014
and Response Agent. This approach simpli-015
fies the learning complexity and enhances the016
generalization ability by separating the tasks017
into domain-independent components. In this018
framework, we enhance the capabilities in con-019
textual understanding using the Direct Prefer-020
ence Optimisation (DPO) method, and propose021
a simple and effective Data Distribution Adap-022
tation (DDA) method to mitigate degradation023
issues during DPO training. Experiments con-024
ducted on the MultiWOZ datasets show that our025
proposed method achieves a better average per-026
formance among all the baselines. Extensive027
analysis also demonstrates that our proposed028
framework exhibits excellent generalizability029
and zero-shot capability.030

1 Introduction031

Task-oriented dialogue (TOD) systems play a sig-032

nificant role in both academic research and in-033

dustry.(Peng et al., 2022; Xu et al., 2024). Re-034

searchers have divided the traditional TOD sys-035

tems into the following several key components036

(Zhang et al., 2020): 1) Natural Language Under-037

standing (NLU) (Karanikolas et al., 2023; Cambria,038

2024). 2) Dialogue State Tracking (DST) (Feng039

et al., 2023; Heck et al., 2023). 3) Dialogue Policy.040

4) Natural Language Generation (NLG) (Li et al.,041

Task Agent

User: Where is a 4 star hotel located in North Cambridge?
System: I have several options. I have one cheap one, too. Would you like to book?
User: Sure , that could be nice
System: OK, how many are in your party, what day will you arrive, and how many nights will you be staying?
User: I actually don't need reservations I just need the phone number, price range.
System: As I mentioned it is cheap and the phone number is 01223316074.
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System: There are 3 cheap restaurants in the 
north area. What type of food would you like?

NLU: Intent Extraction Strategy:
a. Intent classification
b. Inheritance of last round
e. Dialog ending

Dialog History

User: Could you help me find a restaurant in the expensive price range that is in the same area as the hotel?

NLG: Choose a Response Strategy
a. Make a conclusion
b. Ask user for more detail
c. Respond the specific information

DST: Slot Filling Strategy
a. Extract slot with its value
b. Extract no-value slot
c. Inherit or modify historical slots

System: There are 5 restaurants in the north
area. What type of food would you like?

Dialogue State
Agent

Figure 1: Different architectures of our proposed sys-
tem and other LLM-based systems. The left part is
other LLM-based systems and the right is ours. The
information in the orange box indicates the strategies in
different sub-tasks that the agent needs to follow.

2020). With the development of the Large Lan- 042

guage Model (LLM), recent research has mainly 043

focused on leveraging the strong capabilities and 044

generalization of LLMs to solve the complex task 045

of TOD (Qin et al., 2023a; Algherairy and Ahmed, 046

2024; Chung et al., 2023). The LLM-based multi- 047

agent approach has been proven to be effective in 048

multi-domain TOD systems (Gupta et al., 2024). 049

Existing methodologies often attempt to con- 050

dense complex procedural workflows of TOD sys- 051

tems into a single LLM-based agent. However, 052

such implementations typically rely on exception- 053

ally large-scale models, such as GPT-4 (Achiam 054

et al., 2023) and Claude, to achieve satisfactory per- 055

formance (Xu et al., 2024; Gupta et al., 2024). In 056

contrast, smaller open-source models, even when 057

fine-tuned for specific tasks, struggle to attain com- 058

parable completion quality (Xu et al., 2024; Gupta 059

et al., 2024). This discrepancy contrasts sharply 060

with their competitive performance in other NLP 061

tasks (e.g., LLama (Touvron et al., 2023) or Qwen 062

(Yang et al., 2024) models post-fine-tuning), sug- 063

gesting that the inherent complexity of TOD ne- 064
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cessitates specialized approaches. We posit that065

effective modeling of multi-step procedural logic066

and developing targeted learning strategies are crit-067

ical to bridging this performance gap.068

To address this challenge, we propose a Domain-069

Independent Multi-Agent Framework (DIMF),070

which contains Intent Classification Agent, Slot071

Filling Agent and Response Agent. Unlike the072

current methods, which obtain the dialogue state073

by a single agent, DIMF decouples the workflow074

into several components. As illustrated in Figure075

1, both phases require contextual reasoning and076

policy-guided decision-making capabilities, easily077

conflated in monolithic agent architectures. The078

task separation design stems from our observation079

of domain relevance and challenges in slot inte-080

gration from history dialogue during slot filling081

process. This approach guarantees that the agent082

considers the slot that matches the current specific083

domain. Furthermore, this modular decomposition084

facilitates the enhancement of targeted capability085

through reinforcement learning techniques (e.g.,086

DPO/PPO (Rafailov et al., 2023; Schulman et al.,087

2017)), enabling specialized optimization while088

maintaining domain adaptability. We therefore pro-089

pose a Data Distribution Adaptation (DDA) method090

designed to mitigate the degradation of DPO train-091

ing attributable to the diversity of domain types.092

The experimental results indicate that the frame-093

work and training methodology significantly en-094

hance the performance of the fine-tuned models.095

Additionally, it was observed that the domain-096

independent design exhibits a robust zero-shot ca-097

pability. In conclusion, this paper offers the follow-098

ing contributions:099

• We design a novel Domain-Independent Multi-100

Agent Framework for TOD systems based on101

LLMs. Our approach separates the complex102

task into three sub-tasks which better lever-103

ages the generalization capabilities of LLMs.104

• We utilize DPO during the training process,105

and innovatively propose a Data Distribution106

Adaptation method to alleviate the DPO’s107

training degradation problem during the DPO108

training process.109

• Our new framework and training strategy for110

the TOD system have enhanced the system’s111

scalability and zero-shot capabilities, allowing112

the system to maintain good performance even113

on domains it has not seen before.114

2 Background 115

2.1 Large Language Models as Agents 116

Recently, many efforts have been made to build sys- 117

tems through LLMs acting as agents for planning, 118

decision-making, and acting tasks between various 119

specialized APIs, dialogue, or other simpler tools 120

to perform complex tasks (Liu et al., 2023; Liang 121

et al., 2023; Deng et al., 2024). ReAct (Yao et al., 122

2023) method is a prompt framework that has been 123

widely used for fine-tuning the LLMs with the abil- 124

ity of reasoning and action based on text. Various 125

tasks such as logical reasoning (Du et al., 2023; 126

Tang et al., 2023), societal simulations (Zhou et al., 127

2023), tool learning (Qin et al., 2023b; Shen et al., 128

2024) have achieved significant improvement in 129

performance using LLMs as agents. 130

However, most research focuses on task-specific 131

scenarios with poor scalability. The challenge of 132

LLMs working as agents that can generalize better 133

and adapt to different tasks needs more research. 134

2.2 Direct Preference Optimisation (DPO) 135

Direct Preference Optimisation (DPO) (Rafailov 136

et al., 2024) is a popular method for learning from 137

human-preference data, and it has been widely 138

leveraged to improve the performance of pre- 139

trained LLMs on downstream tasks (Wang et al., 140

2023; Tunstall et al., 2023). DPO directly uses pair- 141

wise preference data for model optimization. In 142

this way, we can directly train the language model 143

through the reward learning pipeline, eliminating 144

the need for the reinforcement learning stage. 145

Although the DPO method facilitates model 146

training, experiments demonstrate that the DPO 147

loss has flaws: Compared to learning to generate 148

responses preferred by humans, the DPO loss func- 149

tion demonstrates a tendency for LLMs to readily 150

learn to avoid generating responses that humans 151

disprefer (Feng et al., 2024). Based on this conclu- 152

sion, DPO exhibits significant degradation issues 153

on data where the Levenshtein Distance between 154

positive and negative examples is small. The rea- 155

son is that with highly similar positive and negative 156

examples, the DPO process tends to reject the nega- 157

tive examples, which in turn reduces the generation 158

probability for the corresponding positive exam- 159

ples (Pal et al., 2024). Thus, the DPO process 160

can lead to a simultaneous decrease in the reward 161

functions for both positive and negative examples, 162

which leads to degradation. 163
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Figure 2: The main framework of our proposed method. Our method contains two parts. The left part is the
framework of our proposed DIMF. We train three agents to collaboratively solve users’ questions and provide
responses. Each agent can fulfill different user needs through different prompts, instead of training domain-specific
agents (as indicated by the agents in the left part such as "Restaurant"). The right part is the framework of our
training process for each agent. We first fine-tune the model with the training set, and then leverage the validation
dataset to complete the DPO process.

3 Domain-Independent Multi-Agent164

Framework165

In this section, we introduce our proposed Domain-166

Independent Multi-Agent Framework (DIMF) for167

the TOD task. We give an introduction to the In-168

tent Classification Agent , Slot Filling Agent and169

Response Agent separately. We will provide a de-170

tailed introduction to the division of labor between171

each agent.172

3.1 Intent Classification Agent173

The Intent Classification Agent aims to extract the174

intent of the user’s question and serves as the foun-175

dation for the subsequent agents. Specifically, this176

agent is provided with the user’s question and the177

descriptions of each domain, then outputs in the Re-178

ACT format. Besides, this task involves the user’s179

follow-up questions regarding historical dialogue.180

Therefore, we have designed a logic module in the181

prompt that provides the logical rules in the current182

round of dialogue based on the intent of the last183

round. Moreover, we design an "other" domain to184

implement the dialogue-ending intent . The details185

of the prompt are appended in Appendix A.1.186

3.2 Slot Filling Agent187

After obtaining the intent of the user’s question188

from the Intent Classification Agent, we train a189

Slot Filling Agent to extract slots for the specific 190

domain from the query, which is required for ex- 191

tracting information from the database. This agent 192

can be adapted to various domains through con- 193

ducting domain-specific prompts. In this way, we 194

can obtain a generalized Slot Filling Agent instead 195

of training different models for different domains. 196

For the user’s questions, there are two different 197

types of slots: 1) The slot with its corresponding 198

value, such as I need train reservations from Nor- 199

wich to Cambridge. which contains the name of 200

the departure and destination. 2) The slot without 201

value, such as I would also like to know the travel 202

time, price, and departure time please. which needs 203

to respond the value to the user. We design two 204

modules to respond to these two types of informa- 205

tion separately, and provide a logical rules module 206

in the prompt to distinguish between them. 207

Besides, to address the issue of slot inheritance 208

based on dialogue history, we have also designed 209

a module for the Slot Filling Agent in the prompt 210

that includes historical dialogue slots, allowing the 211

agent to better implement this capability by inte- 212

grating this information with the dialogue history. 213

Later, according to the generated slot information 214

by the Slot Filling Agent, we can extract the en- 215

tries in the database that match the user’s query. In 216

this work, we use a rule-based approach for extrac- 217
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tion. The detail of the prompt is attached in the218

Appendix A.2.219

3.3 Response Agent220

Different dialogue histories and states dictate var-221

ious strategies, such as asking the user to fill in222

the required slots, allowing the user to refine re-223

sults, letting the user confirm or cancel, and so on.224

The Response Agent aims to respond to the user225

based on the dialogue history and states. Since the226

database’s results of each query vary, we develop227

the following strategies for the Response Agent to228

assist the user in obtaining information about the229

outcome during conversations.230

After calling database, the response strategy de-231

pends on the number of database results that meet232

the user’s question. If there is only one option, the233

agent should respond to the information of a spe-234

cific item that the user asks directly. Otherwise,235

the response’s content should contain the follow-236

ing information: 1) The total number of available237

options. 2) The conclusion of all options. 3) The238

question asking users for more specific information239

to narrow the range of available options (we have240

provided these selectable slots in the prompt). The241

detail of the prompt is attached in the Appendix242

A.3.243

4 Improving DPO Training by Data244

Distribution Adaptation Method245

Since multiple sub-tasks of TOD are executed un-246

der limited states, we conducted DPO training after247

SFT which is more conducive to leveraging the ad-248

vantages of DPO. However, due to the uncertainty249

in the distribution of domains in the bad cases, we250

encountered the degradation issue of DPO men-251

tioned in Section 2.2. We propose a Data Distri-252

bution Adaptation (DDA) method to improve the253

issue simply and effectively.254

For the first two agents, their results for one255

real question are all on a specific domain in for-256

matted structures. Therefore, the DPO method is257

well-suited to leverage its strengths in this scenario.258

Besides, both of the agents in our method need259

to complete the complex logical instructions in260

the prompt, which faces challenges on lightweight261

LLMs. The DPO method can further improve the262

weaknesses in training on these instructions during263

the SFT phase.264

When we directly leverage the DPO method to265

train on the bad cases in the validation set, we also266

encountered the issue of model degradation after 267

DPO training, which is mentioned in Section 2.2. 268

We analyze the bad cases and find that, compared 269

to the SFT training data, the rejected data used by 270

DPO had a very uneven distribution in terms of 271

domains. Based on the conclusion that "the DPO 272

loss function demonstrates a tendency for LLMs 273

to readily learn to avoid generating responses that 274

humans disprefer" (Feng et al., 2024), we believe 275

that if the category of the rejected data in the DPO 276

phase is concentrated in a certain category, it will 277

significantly reduce the generation probability for 278

that category after training, which leads to model 279

degradation in that category. Therefore, we gen- 280

erate bad cases for other categories to match the 281

distribution of rejected data across all categories 282

with the data from the SFT phase. In this way, we 283

have effectively alleviated the degradation problem 284

caused by DPO. 285

5 Experimental Setup 286

5.1 Dataset & Evaluation Metrics 287

We evaluate our proposed method on the Multi- 288

WOZ 2.2 dataset (Zang et al., 2020). The dataset is 289

a large-scale multi-domain TOD dataset which con- 290

tains 10437 conversations and is divided into train- 291

ing, validation, and test sets. The dataset comprises 292

7 domains and contains a database for querying the 293

information of a specific domain. 294

We leverage the traditional evaluation method of 295

the MultiWOZ 2.2 dataset, Inform, Success, and 296

BLEU scores, to evaluate our proposed method. 297

The Inform rate is to check whether the system 298

finds the right entity for the user. The Success 299

rate is to check whether the system provides all 300

the required entity attributes for the user. The 301

BLEU measures the fluency compared to the ref- 302

erences, which are delexicalized. Finally, the 303

Combine score is a comprehensive metric to indi- 304

cate the overall performance, which is formulated 305

as: Combine = Inform+Success
2 + BLEU . Be- 306

sides, we leverage the Conditional Bigram Entropy 307

(CBE), #unique words and #unique 3-grams to eval- 308

uate the richness of the response. 309

5.2 Baselines 310

We compare our proposed method with the tra- 311

ditional system and the LLM-based system. We 312

choose several strong baselines fine-tuned on the 313

traditional language models, including GALAXY 314

(He et al., 2022), TOATOD (Bang et al., 2023), 315
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Model BLEU Inform Success Combined CBE #uniq. words #uniq. 3-grams

Traditional model:
GALAXY (He et al., 2022) 19.6 85.4 75.7 100.2 1.75 295 2275
TOATOD (Bang et al., 2023) 17.0 90.0 79.8 101.9 - - -
Mars-G (Sun et al., 2023) 19.9 88.9 78.0 103.4 1.65 288 2264
KRLS (Yu et al., 2023) 19.0 89.2 80.3 103.8 1.90 494 3884
DiactTOD (Wu et al., 2023) 17.5 89.5 84.2 104.4 2.00 418 4477

Large Language Model (LLM):
Mistral-7B DARD (Gupta et al., 2024) 15.2 78.8 61.2 85.2 2.79 993 13317
Qwen2.5-7B DARD 14.9 80.1 61.5 85.7 2.14 902 12974
SGP-TOD-GPT3.5 (Zhang et al., 2023) 9.2 82.0 72.5 86.5 - - -
Claude Sonnet 3.0 DARD (Gupta et al., 2024) 9.5 95.6 88.0 101.3 2.37 1197 13742

Ours:
Qwen2.5-7B DIMF w/o DPO 14.8 90.3 75.4 97.7 2.73 1139 14305
Qwen2.5-7B DIMF 18.7 92.4 82.8 106.3 2.81 1231 14328

Table 1: End-to-end response generation evaluation results on MultiWOZ 2.2 dataset. All results of traditional
models are cited from the official leaderboard. We execute the publicly accessible results of the LLM-based model.
The "bold" indicates the best score among all the systems of each language pair.

Mars-G (Sun et al., 2023), KRLS (Yu et al., 2023),316

DiactTOD (Wu et al., 2023). For the LLM-based317

system, we evaluate the SGP-TOD (Zhang et al.,318

2023) method which leverages the symbolic knowl-319

edge to build a TOD system with GPT3.5. Besides,320

we compare our method with the state-of-the-art321

LLM-based method, DARD (Gupta et al., 2024).322

Since the code was not provided of DARD, we323

independently replicate the results of the DARD324

method on the Qwen2.5-7B model.325

5.3 Setup326

We select Qwen2.5-7B-Instruct1 (Yang et al.,327

2024), a representative and common open source328

LLM as our foundation model. We generate the329

training dataset tailored to each agent. All the330

agents are fully fine-tuned and conducted on 8331

A100 GPUs with 40GB of RAM for 2 epochs.332

6 Experiments333

6.1 Main Results334

We present the results of our proposed DIMF and335

other baselines in Table 1. Specifically, each agent336

in DIMF is first fine-tuned on the entire training set337

under supervision and then trained using the DPO338

method on the validation set. The results show that339

our proposed method achieves the best Combined340

score among all the baselines.341

Compared with the traditional models, DIMF342

has become more powerful in slot extraction which343

corresponds to the scores of Inform and Success.344

1https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

Model BLEU Inform Success Combined

Qwen2.5-7B DIMF 18.7 92.4 82.8 106.3
w/o R. DPO 16.8 91.2 81.3 103.1
w/o R. & S. DPO 14.6 91.2 76.8 98.6
w/o R. & S. & I. DPO 14.8 90.3 75.4 97.7

Table 2: Ablation studies results on our proposed DDA-
based DPO method. The R., S. and I. represent Re-
sponse Agent, Slot Filling Agent and Intent Classifica-
tion Agent separately. Each row in the table is based on
the last row with the DPO method removed.

This also demonstrates that the method of separat- 345

ing the complex tasks in our DIMF can effectively 346

enhance the system’s capability. As for the Large 347

Language Model, our model has outperformed the 348

same size model on all evaluation metrics. The 349

results of the DARD method on the Qwen model 350

prove the advancement of our method. Besides, 351

compared to the large-scale LLMs, our method has 352

a significant improvement on the BLEU. Moreover, 353

unlike the DARD method, we use a single model 354

for all domains which demonstrates a better gener- 355

alization of our method. 356

The last three metrics evaluate the textual rich- 357

ness of the model response. The results show 358

that our method significantly outperformed other 359

models. This also demonstrates the advantages of 360

LLMs compared to the traditional models: the di- 361

versity of responses can provide users with a better 362

interactive experience in real-world scenarios. 363

6.2 The Impact of DPO Method 364

In this section, we will evaluate the benefits that the 365

DPO brings to the framework. We first do the abla- 366
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Model
Attraction Hotel Restaurant Taxi Tarin

BLEU Info. Succ. BLEU Info. Succ. BLEU Info. Succ. BLEU Info. Succ. BLEU Info. Succ.

Base System (All agents trained with SFT)
DIMF-base 14.8 98.7 83.2 14.2 89.6 74.8 13.7 96.2 85.3 15.2 100.0 85.1 15.0 90.1 78.1

w/ Intent Classification Agent DPO
DPO-Ori 11.9 86.3 71.0 13.1 90.0 75.2 12.2 90.2 79.1 12.7 100.0 73.3 15.0 90.5 80.0
DPO-DDA 14.8 99.1 83.7 13.7 90.3 76.7 13.6 96.2 85.3 15.6 100.0 86.0 14.9 91.4 78.4

w/ Intent Classification Agent DPO-DDA & Slot Filling Agent DPO
DPO-Ori 11.0 81.7 69.4 12.7 80.5 73.1 12.9 83.4 73.3 14.8 100.0 79.1 12.5 79.6 71.9
DPO-DDA 17.1 99.1 90.2 16.2 90.6 83.6 15.9 96.2 89.7 17.1 100.0 88.2 16.7 90.8 83.2

w/ Intent Classification Agent DPO-DDA & Slot Filling Agent DPO-DDA & Response Agent DPO
DPO-Ori 19.6 99.1 90.2 17.3 91.0 83.1 16.0 96.2 89.0 18.8 100.0 89.6 19.2 92.3 82.7
DPO-DDA 19.4 99.1 90.2 17.7 91.3 84.0 16.3 96.5 89.7 18.6 100.0 89.6 19.5 92.3 83.2

Table 3: Results of different DPO training method on each agent of DIMF. The gray data indicates the degradation
data. The DPO-Ori represents the original DPO training method which directly leverage the bad cases for training.
The DPO-DDA represents our proposed Data Distribution Adaptation method.

tion tests. Then, we demonstrate the effectiveness367

of our proposed DDA-based DPO method.368

6.2.1 Ablation Studies on DPO369

In order to better understand the effect of the DPO370

training method on each agent , we perform an ab-371

lation test and present the results in Table 2. All the372

results in this section are obtained using our pro-373

posed DDA training strategy for DPO. The results374

show that DPO training improves the accuracy of375

each stage in the system, thereby alleviating the376

problem of error accumulation.377

As we can see in Table 2, compared to the other378

two agents, the improvement of DPO in the Intent379

Classification Agent is limited. We believe this is380

because the model trained after SFT already pos-381

sesses relatively good capabilities. However, the382

Slot Filling Agent and the Response Agent still383

show significant improvement in the BLEU and384

Success metrics after our DDA-based DPO train-385

ing. The experimental results also demonstrate that,386

compared to other methods, our DIMF approach,387

which trains the Slot Filling Agent separately and388

isolates the Response Agent, is very effective in389

enhancing performance in the TOD system.390

6.2.2 Results of Data Distribution Adaptation391

Method for DPO Training392

In this section, we aim to demonstrate that our393

Data Distribution Adaptation method can effec-394

tively mitigate the issue of DPO degradation. The395

test set contains 5 domains with different numbers396

(Attraction (396), Hotel (394), Restaurant (437),397

Taxi (195) and Train (495)). We present the results398

of each domain in Table 3. We define that if the399

performance of a specific domain drops below the400
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Figure 3: The rewards of the chosen data and rejected
data during the Slot Filling Agent DPO training. The
left figure is the original DPO method and the right one
is our proposed DDA method. The red line represents
the reward of 0.

average accuracy, then the model has a degradation 401

issue in that domain. Due to testing issues, the In- 402

form for the Taxi did not change. The distribution 403

of bad cases on the test set is similar to the valida- 404

tion set, so we will directly analyze the results on 405

the test set between the two DPO methods. 406

Intent Classification Agent: Most of the errors 407

are concentrated in the Hotel and Train domains 408

after SFT training. Therefore, these two domains 409

tend to appear more frequently in the chosen data 410

of the original DPO method. Most of the data in the 411

rejected data set belongs to the other three domains. 412

The results show that the data distribution on the 413

rejected data of the original DPO training method 414

leads to a decrease in the generation probability of 415

other domains. Therefore, we generate bad cases 416

for the other three domains to align with the data 417

distribution of the SFT process. 418

Slot Filling Agent: During the DPO training 419

phase of Slot Filling Agent, the degradation issue 420

appeared in more domains. We find that many bad 421

cases at this stage occurred when information from 422

multiple rounds of dialogue needed to be inherited. 423
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Figure 4: The Results of the DIMF after removing training data from a specific domain. The first sub-figure shows
the results of the system after removing different domains. The other sub-figures shows the performance of each
domain after removing a specific domain respectively.

These bad cases were very unevenly distributed424

across different slot categories, such as area, lead-425

ing to degradation in various domains. Therefore,426

we generate bad cases for different slots to imple-427

ment our proposed method.428

Response Agent: The degradation issue of DPO429

is not significant in Response Agent. We select bad430

cases based on a certain threshold of BLEU and431

generate bad cases according to the distribution of432

domains.433

Training Rewards: We show the training rewards434

of the chosen data and rejected data during the435

DPO training process of the Slot Filling Agent in436

Figure 3. In an ideal situation, "reward_chosen"437

should be greater than 0 and increase as training438

progresses, while "reward_rejected" should be less439

than 0 and decline. As we can see, the original440

DPO method encountered issues with the chosen441

reward decreasing and becoming less than 0. This442

issue leads to the degradation of the DPO training443

process, which demonstrates our analysis above.444

Our proposed DDA method can efficiently address445

this problem which is shown in the right figure. The446

experimental results demonstrate the effectiveness447

of our DDA-based DPO method. The other agents’448

results are appended in Appendix B.449

6.3 Zero-shot Evaluation450

We evaluate the zero-shot capabilities of our pro-451

posed framework in this section. For each agent452

in our method, we remove the data of one domain 453

during the training process. We show the perfor- 454

mance of the total system and each domain after 455

removing the specific domain in Figure 4. 456

The first sub-figure presents the results of the 457

system. The x-axis represents the results of the 458

original system and the results after removing the 459

training data of different domains. The results indi- 460

cate that, except for the Hotel and Train domains, 461

the performance of the system does not have a sig- 462

nificant decrease compared to the original system 463

after removing other domains. As for the Hotel 464

and Train, the results in Table 3 show that these 465

two domains are more challenging, and our system 466

performs relatively poorly on them. We believe this 467

is the reason for the decline of performance. Nev- 468

ertheless, the performance of our proposed method 469

still exceeds the same size LLM in Table 1 in these 470

two experiments. The result demonstrates that our 471

method enhances the generalization ability of the 472

TOD system by refining tasks within the system. 473

The other sub-figures present the results on each 474

domain after removing different domains. The re- 475

sults indicate that the accuracy of the specific do- 476

main decreased after removing its corresponding 477

data, particularly in the Hotel and Train domains, 478

which confirms the analysis in the last paragraph. 479

Besides, we also observed a phenomenon in the 480

experiment that the performance of some other do- 481

mains declined after removing one domain. We 482
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Dialog History

User: Okay. now could you help me find a restaurant in the expensive price range that is in the same area as the hotel?

Input:
    You are an agent that ... Begin!
    Last Tool: … as the hotel?
Output:
    Action: find_restaurant

Intent Classification
Agent

Slot Filling
Agent

Response Agent

Input:
    Hello, Where is … North Cambridge … cheap one ...
    You are an agent whose goal ... Begin!
    Question: … same area as the hotel?
Output:
    Parameters: {”pricerange“: [”cheap“],
    {“area”:[“north”]}
    Information: []

Input:
    You act as an AI assistant … 
    The Question is: … 
    Your Response:
Output:
    There are [choice] [type] in the area. What type of

food would you like?

Input:
    You are an agent that ... Begin!
    Last Tool: … as the hotel?
Output:
    Action: find_restaurant

Intent Classification
Agent

Slot Filling
Agent

Response Agent

Input:
    Hello, Where is … located in North Cambridge.
    You are an agent whose goal ... Begin!
    Question: … same area as the hotel?
Output:
    Parameters: {“pricerange”: [“expensive”],
    {“area”:[“north”]}
    Information: []

Input:
    You act as an AI assistant … 
    The Question is: … 
    Your Response:
Output:
    There are [choice] [type] in the area. What type of

food would you like?

DPOSFT

User: Where is a 4 star hotel located in North Cambridge?
System: I have several options. I have one cheap one, too. Would you like to book a room?
User: Sure , that could be nice
System: OK, how many are in your party, what day will you arrive, and how many nights will you be staying?
User: I actually don't need reservations I just need the phone number, price range.
System: As I mentioned it is cheap and the phone number is 01223316074.

Figure 5: An example of one round of the conversation between user and our DIMF. This case contains the history
of the conversation, the question of the user and the generation process of DIMF trained with different methods.
The red word represents incorrect information and responses, and green represents correct ones.

think that this may be caused by the reduction in483

data diversity. Moreover, we find that the zero-shot484

setting has little impact on the BLEU metric.485

6.4 Case Study486

To further understand the detailed process of our487

method, we provide a case study that contains the488

output of each agent for a specific user’s question.489

We select a more challenging case that requires490

inheriting information from the historical dialogue.491

As shown in Figure 5, when our system receives492

a user’s question, the question first be directly trans-493

ferred into the Intent Classification Agent without494

dialogue history to obtain the user’s intent. Next,495

the slot prompt of this specific domain with the496

dialogue history is input into the Slot Filling Agent497

to obtain the specific information in this domain498

that the user needs to inquire about. Finally, the499

results queried from the database are input into the500

Response Agent to obtain the response for the user.501

In this case, we can see that the user does not502

specify the specific information in the "area" slot di-503

rectly. The system needs to inherit this information504

and remove another irrelevant slot "cheap" from505

the last intent. The Slot Filling Agent implements506

this ability by adding the logic rule about inherit-507

ing historical dialogue information in the prompt.508

However, as shown in this case, the lightweight509

LLMs trained with the SFT method cannot fully 510

learn this capability and sometimes make mistakes 511

on this issue. The DPO method provides targeted 512

training for this capability, effectively improving 513

the shortcomings of the SFT method and improving 514

the system’s performance. 515

7 Conclusion 516

In this work, we propose a new framework, 517

Domain-Independent Multi-Agent Framework 518

(DIMF), for TOD systems. We separate the original 519

complex task into three sub-tasks, Intent Classifi- 520

cation Agent, Slot Filling Agent, and Response 521

Agent, which reduces the complexity of each agent 522

and makes the performance of lightweight LLMs 523

more reliable. Our framework trained on the 524

Qwen2.5-7B achieves better performance com- 525

pared with all the baselines. Besides, during the 526

training process, we leverage the advantages of the 527

DPO method on this task to address the deficiencies 528

in understanding logical rules in prompts during 529

the SFT process. We propose a Data Distribution 530

Adaptation (DDA) method to mitigate the degra- 531

dation issues of DPO. The results prove that our 532

method is easy to implement and effective. More- 533

over, we demonstrate that our system can better 534

utilize the generalization capabilities of LLMs and 535

has a good zero-shot ability. 536
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8 Limitations537

In this work, with a carefully designed TOD frame-538

work, we have revealed that current systems on539

TOD tasks severely suffer from insufficient task540

independence and model scalability. We further541

propose the DIMF and DDA training method to542

mitigate the phenomenon. However, our work still543

has limitations. Firstly, during the tool invocation544

stage, we directly access the database based on the545

results of the Slot Filling Agent. When facing more546

diverse, complex, or real tools, it may be necessary547

for the model to generate a unified invocation state-548

ment to address this issue. Secondly, our current549

experiment of zero-shot capabilities mainly evalu-550

ates the unseen domain in the same dataset with the551

training data. It would be better to further test this552

capability on other datasets in subsequent work.553
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A Prompt754

A.1 Prompt of Intent Classification Agent755

We show an example of the Intent Classification756

Agent at the second-round of the conversation in757

Table A.1.758

A.2 Prompt of Slot Filling Agent759

We show an example of the Slot Filling Agent of760

the restaurant domain at the second-round of the761

conversation in Table A.2.762

A.3 Prompt of Response Agent763

We show an example of the Response Agent in764

Table A.3.765

B DPO Training Loss766

We present the results of the reward loss of the767

Intent Classification Agent and Response Agent768

in Figure 6 and Figure 7. Compared to Slot Fill-769

ing Agent, the degradation issues on the original770

DPO method are not as severe for these two mod-771

els. The Intent Classification Agent experienced a772

reduction in chosen reward, while the training of773

the Response Agent was relatively normal.774

2 4 6 8 10
Training Steps

-6

-4

-2

0

2

4

R
ew

ar
ds

Original DPO Training Rewards

rewards_chosen
rewards_rejected

2 4 6 8 10
Training Steps

-4

-2

0

2

4

6

R
ew

ar
ds

DPO-DDT Training Rewards

rewards_chosen
rewards_rejected

Figure 6: The rewards of the chosen data and rejected
data during the Intent Classification Agent DPO train-
ing.
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Figure 7: The rewards of the chosen data and rejected
data during the Response Agent DPO training.
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Table 4: Intent Classification Agent prompt

You are an agent that helps users choose the right tool or tools from the given tools list to solve their problems.

For each tool, you are first given its description and required parameters. Then, a logic module specifically explains the
logical information needed for this tool to handle multi-turn conversation issues.

## Tool APIs

find_hotel: search for a hotel to stay in
book_hotel: book a hotel to stay in
find_train: search for trains that take you places
book_train: book train tickets
find_attraction: search for places to see for leisure
find_restaurant: search for places to wine and dine
book_restaurant: book a table at a restaurant
find_hospital: search for a medical facility or a doctor
find_taxi: find or book taxis to travel between places
find_bus: search for a bus
find_police: search for police station
other: This tool is used to handle problems that cannot be addressed by any other tools.

## Task Logic
If last query is find_restaurant, the user can use the same tool for the following types of query:
- restaurant-pricerange: price budget for the restaurant. only allowed values: [cheap, expensive, moderate]
- restaurant-area: area or place of the restaurant. only allowed values: [centre, east, north, south, west]
- restaurant-food: the cuisine of the restaurant you are looking for.
- restaurant-name: name of the restaurant.
- restaurant-bookday: day of the restaurant booking. only allowed values:

[monday, tuesday, wednesday, thursday, friday, saturday, sunday]
- restaurant-bookpeople: how many people for the restaurant reservation. only allowed values: [1, 2, 3, 4, 5, 6, 7, 8]
- restaurant-booktime: time of the restaurant booking.

## Output Format

Use the following format:

Last Tool: the tool used in last query
Question: the input question you must answer
Action: the action to take
Finish!

Begin!

Last Tool: find_restaurant
Question: Any sort of food would be fine. Could I get the phone number for your recommendation?
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Table 5: Slot Filling Agent Filling prompt

You are an agent whose goal is to extract the required tool parameters and the content the user wants to query from their questions.

For a specific query, you are first given the parameters corresponding to the restaurant tool. Besides, you have also been informed the information
that the specific information this tool can query. Finally, you are given the logic distinguish between Tool Parameters and Tool Information.

## Tool Parameters

restaurant-pricerange: price budget for the restaurant. only allowed values: [cheap, expensive, moderate]
restaurant-area: area or place of the restaurant. only allowed values: [centre, east, north, south, west]
restaurant-food: the cuisine of the restaurant you are looking for.
restaurant-name: name of the restaurant.
restaurant-bookday: day of the restaurant booking. only allowed values: [monday, tuesday, wednesday, thursday, friday, saturday, sunday]
restaurant-bookpeople: how many people for the restaurant reservation. only allowed values: [1, 2, 3, 4, 5, 6, 7, 8]
restaurant-booktime: time of the restaurant booking.

## Tool Information

The user can use restaurant tool to query the following questions:
address: the address of the restaurant.
area: the location information of the restaurant can be selected from the following options: [east, south, west, north].
food: the food of the restaurant.
id: the id number of the restaurant.
introduction: the introduction of the restaurant.
location: the coordinates of the restaurant.
name: the name of the restaurant.
phone: the phone of the.
postcode: the postcode of the restaurant.
pricerange: the level of the price of the restaurant.
type: .

## Task Logic

- If the user’s question includes a slot name and the slot value, then this query information
belongs to the tool Parameters, and output must in a JSON type.

- If the user’s question only includes a slot name without value, then this query information belongs to the tool Information.
- If the user needs information from the historical conversation, you can obtain it from the History Conversation slot.

## History Conversation slot

restaurant:
"area": ["centre"], "pricerange": ["expensive"]

## Output Format

Use the following format:

Question: the input question you must answer
Action: the tool that user used
Parameters: must a JSON object of the slot with its value
Information: the tool information in a list object
Finish!

Begin!

Question: Any sort of food would be fine, as long as it is a bit expensive. Could I get the phone number for your recommendation?
Action: restaurant
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Table 6: Response Agent prompt

You act as an AI assistant to reponse user’s question relied some given informations.
You should always communicate with the user in the first person and respond in a personified manner.
The Question is: I need train reservations from norwich to cambridge

## Responce Rules

You should respond according to the following rules:

Make a conclusion based on the the user’s question, Observation and conversation history. If there are several options,
you can first respond the total number of the option, make a conclusion of the "conclusion informations" and then ask the
question about the informations in "question content"
- example: "I have xxx options matching your request. Waht’s the xxx you want to xxx"
- example with conclusion informations: "I have xxx options matching your request. The range of xxx in these options is xxx.
Waht’s the xxx you want to xxx"
If there is only one options, you can make a conclusion if it and respond to the user.
All the specific information in the response should be in this format: [type_name]

## Observation

train information:
option number: 133
question content: arriveby, leaveat, trainid, day, price
conclusion informations:
arriveby: 06:35, 07:35, 08:35, 09:35, 21:35, 22:35, 23:35, 24:35
leaveat: 05:16, 06:16, 07:16, 08:16, 20:16, 21:16, 22:16, 23:16

## Note

You should respond with more varied expressions.
Your respond should contain all the information in Observation, and your reply should no more than 25 words.

Your Response:
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