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Abstract

Solving inverse problems—recovering signals from incomplete or noisy mea-
surements—is fundamental in science and engineering. Score-based generative
models (SGMs) have recently emerged as a powerful framework for this task.
Two main paradigms have formed: unsupervised approaches that adapt pretrained
generative models to inverse problems, and supervised bridge methods that train
stochastic processes conditioned on paired clean and corrupted data. While the
former typically assume knowledge of the measurement model, the latter have
largely overlooked this structural information. We introduce System-embedded
Diffusion Bridge Models (SDBs), a new class of supervised bridge methods that
explicitly embed the known linear measurement system into the coefficients of a
matrix-valued SDE. This principled integration yields consistent improvements
across diverse linear inverse problems and demonstrates robust generalization under
system misspecification between training and deployment, offering a promising
solution to real-world applications.

1 Introduction

Restoring data from corrupted or incomplete measurements is a fundamental task in science and
engineering [Abbott et al., 2016, Akiyama et al., 2019], commonly referred to as an inverse problem.
Its linear formulation plays a central role in practical domains such as signal processing and medical
imaging [Bertero et al., 1985, Candes et al., 2006]. The emergence of deep learning has significantly
advanced this field, enabling major scientific breakthroughs [Ongie et al., 2020]. Since the work
of Song et al. [2021b], the scientific community has increasingly adopted score-based generative
models (SGMs), also known as diffusion models, to tackle inverse problems. Two key directions have
emerged: one adapts models pretrained for image synthesis to conditional generation; the other, often
called bridge methods, trains problem-specific models grounded in stochastic differential equations
(SDEs), assuming access to paired samples of clean data and corresponding measurements.

While pretrained models often assume access to a known linear measurement system, bridge methods
have primarily focused on developing general-purpose approaches without leveraging such structural
information. However, in many real-world settings—such as CT or MRI reconstruction—the linear
measurement process is known a priori, and datasets frequently contain paired examples of clean and
degraded data.

To address this gap, we propose System-embedded Diffusion Bridge Models (SDBs), a novel method
that incorporates the system response and noise covariance directly into the coefficients of a matrix-
valued SDE. By embedding this measurement-system knowledge, SDB achieves considerable perfor-
mance gains across diverse linear systems of varying complexity, demonstrated through three distinct
instantiations. Furthermore, we conduct an extensive study of SDB’s generalization under system
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Figure 1: SDB learns a diffusion bridge between pseudoinverse reconstructions and clean samples by
embedding the measurement system into the coefficients of the linear SDE, allowing the score model
to distinguish between the range and null spaces of the task.

misspecification between training and deployment, showing that SDB consistently outperforms
baselines and remains robust in the face of parameter shifts, making it well-suited for real-world
deployment.

In addition, our work advocates for more expressive formulations of diffusion processes in generative
modeling, opening avenues for future research into system-aware and structure-driven stochastic
modeling frameworks.3

2 Related works

Our work offers a new perspective on constructing task-specific diffusion bridges (supervised), while
drawing inspiration from diffusion-based plug-and-play methods (unsupervised). Both directions
address the topic of image restoration and inverse problems from different viewpoints. Below, we
briefly cover these directions, with a much more detailed overview included in the Appendix.

Diffusion models for inverse problems. As shown in the work of Song et al. [2021b], pretrained
unconditional diffusion models can be easily adapted to conditional synthesis with a simple application
of Bayes’ Theorem. The resulting likelihood term has been extensively utilized for guided generation
[Dhariwal and Nichol, 2021], especially for image restoration problems [Daras et al., 2024]. These
methods range from generic ones [Song et al., 2021b, Chung et al., 2022] to those that incorporate
additional assumptions and constraints to the generation process, such as DPS [Chung et al., 2023a],
DDNM [Wang et al., 2023], ΠGDM [Song et al., 2023a], DDPG [Garber and Tirer, 2024], and others
[Kawar et al., 2022, Chung et al., 2022, 2023a, Song et al., 2023a, Mardani et al., 2024, Chung et al.,
2024].

Diffusion bridges. One may also extend the SGM framework to arrive at mappings between
arbitrary probability distributions given paired data [Särkkä and Solin, 2019]. Among many seminal
works in this area [Heng et al., 2021, Somnath et al., 2023, Peluchetti, 2022, Delbracio and Milanfar,
2023, De Bortoli et al., 2021], Liu et al. [2023] (I2SB) propose a simulation-free algorithm that solves
the Schrödinger Bridge (SB) problem, Luo et al. [2023a] (IR-SDE) construct a conditional stochastic
differential equation (SDE) that maps noisy degradations to clean samples, while Yue et al. [2024]
(GOUB) generalize it with the Doob’s h-transform [Doob, 1984], which is also used by Zhou et al.
[2024] (DDBM) to generalize the entire SGM framework.

3 Background

Diffusion models. Generative modeling of visual data has advanced rapidly with the introduction
of diffusion models [Sohl-Dickstein et al., 2015, Ho et al., 2020, Dhariwal and Nichol, 2021], which

3We include the source code at https://github.com/sobieskibj/sdb.
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generate images by sequential denoising. Initially formulated as a discrete Markov chain with
Gaussian kernels, diffusion models were later unified with score matching [Song and Ermon, 2019]
under the framework of SDEs [Song et al., 2021b], establishing the continuous-time formulation
known as SGM.

Let p(xt) denote the probability distribution of xt ∈ Rd parameterized by time t ∈ [0, 1], where p(x0)
represents the data distribution and p(x1) the prior. In this work, we highlight the often-overlooked
linear formulation of SGM. The forward SDE, which maps p(x0) to p(x1), is defined as

dxt = Ftxtdt+Gtdwt, (1)

where Ftxt is a linear drift term with time-dependent matrix Ft ∈ Rd×d, and Gt is a matrix-valued
diffusion coefficient. Following Anderson [1982], the reverse SDE, which maps p(x1) to p(x0), is
given by

dxt = [Ftxt −GtG
⊤
t ∇xt log p(xt)]dt+Gtdwt, (2)

where ∇xt log p(xt) is the score function and wt is the Wiener process with reversed time. The
forward-reverse relationship ensures that the marginal distributions p(xt), defined by eq. (1) and
eq. (2), remain consistent.

In standard SGM for image synthesis, p(x1) is typically chosen as an isotropic Gaussian. To generate
samples from p(x0), one samples from p(x1) and solves eq. (2) using a time discretization scheme.
This requires the unknown score function∇xt

log p(xt), which is generally approximated by a neural
network sθ(xt, t) trained with the score-matching loss [Song et al., 2021b]:

E[|sθ(xt, t)−∇xt
log p(xt | x0)|22], (3)

where the expectation is taken over x0 ∼ p(x0), t ∼ U([0, 1]), and xt ∼ p(xt | x0).

The linear formulation in eq. (1) and eq. (2) is a special case of the broader SGM framework
introduced by Song et al. [2021b], where drift and diffusion coefficients can be arbitrarily complex
functions of xt and t. This linear formulation, however, generalizes the well-established scalar case.
Specifically, the Variance-Preserving (VP) SDE, which maintains constant variance for xt across
time, can be recovered with Ft = − 1

2βtI and Gt =
√
βtI. The Variance-Exploding (VE) SDE,

which induces unbounded growth in the variance of p(x1) as t → 1, is obtained with Ft = 0 and

Gt =

√
dσ2

t

dt I. While these scalar matrices offer simplicity, they also raise the question of whether
more sophisticated designs could yield additional benefits.

Inverse problems. For a signal sample x ∈ Rd, we define the linear measurement system as

y = Ax+Σ
1
2 ϵ, (4)

where y ∈ Rm is the measurement, A ∈ Rm×d is the system response matrix, ϵ ∼N (0m, Im×m)
is the measurement noise with covariance matrix Σ ∈ Rm×m and p(y | x) = N (Ax,Σ) is the
forward model. We refer to finding the unknown x based on the provided y as solving a linear
inverse problem with additive Gaussian noise [Tarantola, 2005]. This formulation is central to many
practical applications, such as signal processing, medical imaging, and remote sensing [Mueller and
Siltanen, 2012], particularly in the case of noninvertible linear systems, where either m ̸= d or A is
rank-deficient.

Matrix pseudoinverse. Consider the simplest noiseless (Σ = 0m×m) setting of eq. (4) with
invertible A. In this case, the original signal x can be fully recovered by simply using the inverse of
A, i.e., x = A−1y. However, this is only possible when m = d and A is full-rank, which greatly
limits the scope of potential inverse problems. In practice, the matrix A is typically not invertible,
and noise arises naturally due to, e.g., imperfections in the measurement process.

In the case of non-invertible A, one may utilize its Moore-Penrose inverse, often called the pseu-
doinverse, denoted as A+. It generalizes the notion of standard inverse of square matrices to those
of arbitrary shape and rank. Consider the singular value decomposition (SVD) A = UDV∗ of A
for matrices U,D,V, where U and V are unitary, and D is diagonal with non-negative real entries.
Then, its pseudoinverse is computed via A+ = VD+U∗, where D+ is obtained by replacing all of
its non-zero singular values with their reciprocals.
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Range-nullspace decomposition. A particularly useful property of the matrix pseudoinverse is its
role in the well-known range-nullspace decomposition [Strang, 2022]. Specifically, any signal x can
be decomposed as

x = A+Ax︸ ︷︷ ︸
range space

+(I−A+A)x︸ ︷︷ ︸
null space

, (5)

where the first term lies in the range (image) of A, and the second in its null space (kernel), i.e., it
is annihilated by A. This decomposition is particularly relevant in inverse problems: applying A
to x eliminates the null space component, while preserving the range component. Consequently,
solving an inverse problem can be viewed as denoising in the range space and synthesizing missing
information in the null space.

Pseudoinverse reconstruction. A matrix pseudoinverse can also be used to compute the pseu-
doinverse reconstruction (PR) x̂ of x via x̂ = A+y. Crucially, this reconstruction always lies in
Rd, regardless of the shape of y. This property addresses a common limitation of prior bridge
methods, i.e., their default operation in fixed-dimensional spaces. When m ̸= d, such methods
require additional effort to remain well-defined. For more challenging inverse problems, such as
those in medical imaging, PR provides a principled mechanism for resolving this issue.

From a theoretical perspective, assuming access to A+ also simplifies the relationship between
x and y [Strang, 2022]. When m < d, the PR is the unique minimizer of ∥Ax∗ − y∥2 over all
x∗ ∈ Rd. When m > d, it yields the minimum ℓ2-norm solution among those satisfying Ax∗ = y,
i.e., minx∗ ∥x∗∥2 subject to Ax∗ = y. These optimality properties further motivate the use of
PR when A is known and its pseudoinverse is tractable.

Problem-specific diffusion bridges. Many unsupervised approaches, assuming access to a specific
noisy linear system (eq. (4)), offer tailored solutions that improve performance under additional
assumptions [Song et al., 2023a, Wang et al., 2023, Chung et al., 2023a, Garber and Tirer, 2024]. In
contrast, state-of-the-art (SOTA) diffusion bridges [Liu et al., 2023, Luo et al., 2023a, Yue et al., 2024,
Zhou et al., 2024] make no assumptions about the underlying system during training, focusing on
general mappings between arbitrary distributions. This can be suboptimal when the system is (even
approximately) known. For instance, in image inpainting, these methods do not distinguish between
the known range (unmasked) and the missing null part (masked), resulting in redundant noise in
the range space, which is expected to be noiseless. In more complex scenarios, such redundancy
could reduce efficiency, while ignoring system-specific information may hinder generalization. Thus,
developing a supervised diffusion bridge tailored to a specific system remains an important yet
unresolved challenge.

4 Method

In this section, we seek to construct a bridge diffusion process that directly incorporates the infor-
mation about the assumed measurement system. By that, we understand a process which i) maps
the PRs to the respective signal samples, ii) synthesizes the missing information directly in the null
space and iii) optionally denoises the range space part. We begin by noticing a specific connection
between how intermediate steps of a general linear diffusion process are obtained and how noisy
linear measurement systems map clean samples to observations. As our key contribution, we propose
a specific design of matrix-valued SDEs, which fulfill the initially desired properties.

Connecting systems to SDEs. Following eq. (4), it is clear that y | x ∼ N (Ax,Σ), i.e., for a
given signal x, a noisy linear system applies a linear transformation A and adds (possibly correlated)
Gaussian noise to sample a measurement. On the other hand, given a clean sample x0, eq. (1)
transforms it to xt by applying a cascade of such noisy linear systems, which is a noisy linear system
itself. That is, xt | x0 ∼N (Htx0,Σt) for some time-dependent matrices Ht,Σt. Hence, one may
equivalently arrive at y | x (or some linear transformation of y) through an application of a series of
noisy linear systems to x instead of just a single one. In the limit, this would imply the existence of a
general linear SDE that performs such mapping.

The above considerations suggest that the measurement system could be directly embedded into
Ht and Σt to arrive at such SDE. While the relationship between these and the drift and diffusion
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coefficients of the corresponding stochastic process is not immediately clear, a recent theoretical
result derived by Tivnan et al. [2025] provides a convenient way of mapping from one to the other
under mild assumptions. We restate it below for clarity.

Theorem 1 [Tivnan et al., 2025] Assume that xt | x0 evolves according to the linear forward process
from eq. (1). Then, xt | x0 ∼ N (Htx0,Σt), where

Ht = exp (Ωt(Ft)) ≈ exp

(∫ t

0

Fsds
)
,Σt = Ht

(∫ t

0

H−1
s GsG

⊤
s H

−1⊤

s ds
)
H⊤

t , (6)

where Ωt is the Magnus expansion and the approximation becomes equality if, for all s, s′ ∈ [0, t],
[Fs,Fs′ ] = 0, i.e., Fs and Fs′ commute. Conversely, given Ht and Σt, the drift and diffusion
coefficients can be obtained via:

Ft =
dHt

dt
H−1

t ,GtG
⊤
t =

dΣt

dt
− FtΣt −ΣtF

⊤
t . (7)

Therefore, theorem 1 allows one to obtain the linear diffusion process governing the evolution of
xt | x0 defined through Ht and Σt, which in turn makes training and sampling from continuous-time
models possible.

Embedding the measurement system. Equipped with the necessary tools, we propose to embed
the measurement system into the linear diffusion process by using

Ht = A+A+ αt(I−A+A), (8a)

Σt = γtA
+ΣA+⊤

+ βt(I−A+A). (8b)
for αt, βt, γt being the null space drift, null space diffusion and range space diffusion coefficients
respectively. We refer to the process resulting from eqs. (8a) and (8b) as the System-embedded
Diffusion Bridge Model (SDB).

To better understand the rationale behind this specific design, it is worth considering the range and
null space components of the resulting xt separately. Specifically,

A+Axt = A+(Ax0 + γtΣ
1
2 ϵ) = A+Ax0 +

√
γtA

+Σ
1
2 ϵ, (9a)

(I−A+A)xt = αt(I−A+A)x0 +
√

βt(I−A+A)ϵ′, (9b)
where ϵ ∼ N (0m,Σm×m), ϵ′ ∼ N (0d,Σd×d). The range space part contains the original signal
A+Ax0 and the stochastic component γtA+Σ

1
2 ϵ, which directly models the range space noise. If

Σ = 0, the true signal is fully recovered at every timestep t. The null space part is a mixture of
the null component of the true signal αt(I − A+A)x0 and null-space-projected Gaussian noise
βt(I −A+A)ϵ′. Notably, SDB links two stochastic processes that evolve simultaneously within
the range and null spaces, each modeled with independent noise variables, ϵ and ϵ′. Moreover, it
is evident that proper choices for αt, βt and γt lead to a mapping between the PRs at t = 1 to their
respective clean samples at t = 0.

SDE perspective. Applying theorem 1 to the coefficients from eq. (8) leads to the following drift
and diffusion coefficients for SDB:

Ft =
d
dt

logαt(I−A+A), (10a)

GtG
⊤
t =

dγt
dt

A+ΣA+⊤
+

(
dβt

dt
− 2βt

d
dt

logαt

)
(I−A+A). (10b)

With this formulation at hand, we now propose a specific setting of the scalar functions αt and
βt, which extend the result of Liu et al. [2023] and make direct connection of SDB to the optimal
transport (OT) plan [Mikami, 2004].

Theorem 2 For the linear SDE defined in eq. (1) with Ft and Gt given by eqs. (10a) and (10b)
respectively, let αt =

σ̄2
t

σ̄2
t+σ2

t
, βt =

σ2
t σ̄

2
t

σ̄2
t+σ2

t
for σ2

t =
∫ t

0
g2(τ)dτ, σ̄2

t =
∫ 1

t
g2(τ)dτ for some non-

negative function g(t). Assuming that g(t)→ 0 uniformly for all t, the null space part of this SDE
reduces to an OT-ODE:

d(I−A+A)xt = vt(xt | x0)dt, (11)

where vt(xt | x0) =
(
limg(t)→0

g2(t)
σ2
t

)
(I−A+A)(xt − x0).
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We include the proof in the Appendix. To align the dynamics between the range and null space, we
also use γt =

σ2
t

σ̄2
t+σ2

t
. In practice, we do not set g(t) = 0, but rather keep it at sufficiently low values.

Because of the relationship to the SB problem, we term this variant as SDB (SB).

Novel processes. To showcase the versatility of our framework, we introduce two additional variants
of SDB that reinterpret the VP and VE diffusion processes of Song et al. [2021b]:

SDB (VP): αt = 1− t, βt =
√
1− αt, γt = βt,

SDB (VE): αt = 1, βt = σmax

√
t, γt =

√
t, where σmax ≫ 1.

In both cases, the original VP or VE process is applied in the null space, while the range space
coefficient γt is related to βt to simplify the dynamics. Unlike methods such as DDBM, which
symmetrize the variance schedule around t = 0.5, these variants explicitly control how the original
signal is erased in the null space. There, SDB (VP) performs a convex interpolation between the
clean input and Gaussian noise, while SDB (VE) converges to an isotropic Gaussian N (0, σ2

maxI)
as t → 1. As such, both more closely resemble approaches like IR-SDE that retain non-singular
marginals at the endpoint. For simplicity, we parameterize SDB (VP) and SDB (VE) processes with
linear scheduling, leaving more sophisticated designs as future work.

Principled posterior sampling. In the asymptotic limit of infinite data and model capacity, it
is natural to ask whether SDB constitutes an exact probabilistic model of the underlying inverse
problem—that is, whether it produces principled posterior samples from p(x|y). The following
result provides a positive answer under mild conditions on the forward process coefficients, with the
proof deferred to the Appendix.

Theorem 3 Let the forward measurement model be p(y|x) = N (Ax,Σ). Then, under the SDB
dynamics defined by eq. (1), eq. (7), and eq. (8), with time-dependent scalar coefficients αt, βt, and
γt satisfying

lim
t→1

γt = 1, lim
t→1

α2
t

βt
= 0,

the corresponding reverse-time SDE generates asymptotically exact samples from the Bayesian
posterior distribution p(x|y).

Table 1: Comparison of prior SOTA diffusion bridge methods with SDB. Subsequent rows denote the
drift (Ft) and diffusion (Gt) coefficients of the forward process, while µt,Σt are its respective mean
and covariance at timestep t. Each column follows the original notation of each paper.

Method I2SB IR-SDE GOUB DDBM (VP) SDB (SB)

Ft

βt
σ̄t2+σ

t
2
(x1 − x0)−

βt
σ̄t2−σ

t
2

σ2t σ̄
t
2
(xt − µt) θt(x1 − xt) (θt + g2(t)e

−2θ̄t:1
σ̄2t:1

)(x1 − xt)

( d
dt logαt)xt+

g2(t)

(
αt
α1

x1−xt
)

σ2t

(
SNRt
SNR1

−1
) d

dt logαt(I−A+A)

GtG
⊤
t βtI σ2(t)I g2(t)I g2(t)I

dγt
dt A

+ΣA+⊤+(dβt
dt − 2βt

d
dt logαt

)
(I−A+A)

µt

σ̄2t
σ̄2t+σ

2
t
x0+

σ2t
σ2t+σ

2
t
x1

x1+
(x0 − x1)e

−θ̄0:t

e−θ̄0:t
σ̄2t:1
σ̄20:1

x0+

[(1− e−θ̄0:t)
σ̄2t:1
σ̄20:1

+

e−2θ̄t:1
σ̄20:t
σ̄20:1

]x1

SNR1
SNRt

αt
α1
x1+

αt(1− SNR1
SNRt

)x0 A+Ax0 + αt(I−A+A)x0

Σt
σ̄2t σ

2
t

σ̄2t+σ
2
t
I λ2(1− e−2θ̄t)I

σ̄20:tσ
2
t:1

σ̄20:1
I σ2

t (1−
SNR1
SNRt

)I
γtA

+ΣA+⊤+
βt(I−A+A)

Markovian ✗ ✗ ✗ ✗ ✓

Hyperparameters

βt,

σ2
t =
∫ t

0
g2(τ )dτ ,

σ̄2
t =
∫ 1

t
g2(τ )dτ

θt =
σ2t
λ2
,

θ̄t =
∫ t

0
θτdτ

θt =
g2(t)

2λ2
,

θ̄s:t =
∫ t

s
θτdτ,

σ̄2
s:t =

g2(t)
2θt

(1− e−2θ̄s:t)

SNRt =
α2t
σ2t
,

αt = exp
(
−1

2

∫ t

0
g2(τ )dτ

)
,

σ2
t = 1− α2

t

αt, βt, γt
follow from theorem 2
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Algorithm 1 SDB Training

Require: p(x0), p(t),A,A+,Σ1/2, αt, βt, γt,Dθ

1: for each iteration do
2: x ∼ p(x0) ▷ sample clean data x
3: t ∼ p(t) ▷ sample diffusion timestep t
4: ϵ ∼ N (0, I) ∈ Rm ▷ sample range-space Gaussian noise ϵ
5: ϵ′ ∼ N (0, I) ∈ Rd ▷ sample null-space Gaussian noise ϵ′

6: xt ← [A+A+ αt(I−A+A)]x+ γ
1
2
t A

+Σ
1
2 ϵ+ β

1
2
t (I−A+A)ϵ′ ▷ forward step

7: Lθ ← ∥Dθ(xt, t)− x∥1 ▷ compute reconstruction loss for x
8: θ ← optimizer(∇θLθ) ▷ update network parameters θ
9: end for

10: return θ

Algorithm 2 SDB Sampling (Euler-Maruyama)

Require: N,A,A+,Σ1/2, αt, βt, γt,Ht,Ft,Dθ,y
1: t← 1 ▷ initialize time
2: ∆t← 1/N ▷ set timestep
3: ϵ′ ∼ N (0, I) ∈ Rd ▷ sample null-space noise
4: x̂← A+y ▷ pseudoinverse reconstruction
5: xt ← x̂+ β

1
2
t (I−A+A)ϵ′ ▷ initializer

6: for i ∈ {1, . . . , N} do
7: ϵ ∼ N (0, I) ∈ Rm ▷ sample range-space noise
8: ϵ′ ∼ N (0, I) ∈ Rd ▷ sample null-space noise

9:

xt−∆t ← xt +∆t [(ftI− 2Ft)(HtDθ(xt, t)− xt)− Ftxt] +

∆t1/2
[(

dγt

dt

) 1
2

A+Σ
1
2 ϵ+

(
dβt

dt − 2βt
d
dt logαt

) 1
2

(I−A+A)ϵ′
]

▷ update

10: t← t−∆t ▷ decrement time
11: end for
12: return x0 ▷ final sample

5 Experiments

Baselines. We compare SDB with both supervised bridge methods and unsupervised plug-and-play
diffusion-based baselines. For the former, we include I2SB [Liu et al., 2023], IR-SDE [Luo et al.,
2023a], GOUB [Yue et al., 2024], and DDBM [Zhou et al., 2024]. For the latter, we pick DPS [Chung
et al., 2023a], ΠGDM [Song et al., 2023a], and DDNM [Wang et al., 2023], all of which rely on the
assumption of a noisy linear measurement model. Detailed descriptions of all baselines and other
technical details are provided in the Appendix. Unlike these methods, which rely on scalar SDEs,
SDB introduces a more general matrix-valued formulation that allows structured control over range
and null space components. We summarize the resulting conceptual differences to baseline bridge
methods in table 1, together with SDB’s training and sampling procedures in algorithms 1 and 2.
Following standard evaluation practice [Luo et al., 2023a, Yue et al., 2024], we report perceptual
scores (FID [Heusel et al., 2017], LPIPS [Zhang et al., 2018]) and reconstruction metrics (PSNR,
SSIM).

Experimental design. To isolate the contribution of SDB as a diffusion process, we standardize
key implementation details across all methods. Specifically: (i) for both supervised and unsupervised
approaches, we train score networks from scratch using the training hyperparameters and architecture
of Luo et al. [2023a], with 256 training epochs for supervised methods and 512 for unsupervised
ones; (ii) each supervised method learns a mapping between signal samples and their PRs, ensuring
that SDB does not benefit from a favorable parameterization, particularly in settings where m ̸= d;
(iii) during evaluation, supervised methods use 100 discretization steps, while unsupervised methods
use 200, along with a standard Euler–Maruyama solver and their optimal noise schedule (e.g., VP for
DDBM). To ensure consistent evaluation, we reimplement all methods within a unified framework,
allowing for the separation of algorithmic advancements from the proposed stochastic process.
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Table 2: Quantitative comparison of SDB with the baselines across four inverse problems. Bold
indicates best and underline second-best values for each metric.

Inpainting - CelebA-HQ Superresolution - DIV2K CT Reconstruction - RSNA MRI Reconstruction - Br35H

Method FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑
Unsupervised
DPS 12.3 0.213 18.59 0.684 101.2 0.295 19.04 0.492 29.25 0.160 32.870 0.709 40.73 0.187 21.336 0.549
ΠGDM 10.2 0.146 19.02 0.762 97.09 0.311 18.84 0.530 32.29 0.165 31.272 0.757 41.14 0.211 19.830 0.665
DDNM 10.7 0.112 18.90 0.791 99.21 0.302 17.13 0.513 30.41 0.238 27.226 0.783 42.23 0.196 18.122 0.636
Supervised
I2SB 5.56 0.047 27.41 0.889 83.73 0.176 25.21 0.686 24.81 0.107 41.886 0.924 31.54 0.065 28.750 0.849
IR-SDE 4.68 0.031 29.92 0.912 96.22 0.185 23.51 0.603 18.88 0.028 43.438 0.964 30.14 0.065 28.878 0.871
GOUB 4.69 0.031 29.89 0.912 98.89 0.178 24.39 0.649 19.90 0.024 43.878 0.967 30.63 0.058 28.590 0.863
DDBM 6.03 0.047 28.15 0.906 90.16 0.233 25.79 0.720 23.36 0.040 44.415 0.964 32.42 0.074 28.971 0.872
Ours
SDB (VP) 4.90 0.030 30.51 0.914 87.08 0.228 25.91 0.724 15.43 0.019 46.365 0.981 32.88 0.068 29.255 0.881
SDB (VE) 5.97 0.042 32.12 0.944 94.73 0.226 25.90 0.718 14.17 0.020 46.325 0.981 33.90 0.083 29.098 0.876
SDB (SB) 4.63 0.031 30.40 0.930 81.56 0.226 26.10 0.724 15.02 0.018 46.672 0.982 29.85 0.053 29.812 0.893

Benchmarks. We evaluate SDB on four inverse problems with varying measurement system
complexities, using original images at a resolution of 256× 256. Building on prior work [Luo et al.,
2023a, Yue et al., 2024], we first consider inpainting on CelebA-HQ [Karras et al., 2018], where A
is a masking operator and Σ = 0m×m (noiseless). The measurements consist of the masked original
images (m = d), which are equivalent to the PRs (A+ = I). Additionally, we follow previous studies
by examining superresolution on DIV2K [Agustsson and Timofte, 2017, Timofte et al., 2017],
where A represents a 4× downsampling operator (d = 4m), implemented through average pooling.
For this task, A+ reconstructs the images using nearest-neighbor interpolation. To evaluate more
complex and practical inverse problems, we additionally propose two medical imaging tasks: CT
reconstruction on the RSNA Intracranial Hemorrhage dataset [Anouk Stein et al., 2019] and
MRI reconstruction on the Br35H dataset [Merlin, 2022], both using 2D axial brain scan slices.

For CT reconstruction, the sinogram y represents line integrals of the object’s attenuation coefficient,
with the system matrix A describing detector-specific integrations along X-ray trajectories. We
implement A using its SVD decomposition, A = UDV∗. To make the problem more realistic and
introduce domain-specific artifacts, we zero the singular values of D below a threshold τ = 3.2 and
use a noisy setting with scalar covariance Σ = σ2

1I, where σ2
1 = 0.0001.

For MRI reconstruction, y consists of undersampled Fourier-domain measurements. The system
matrix is modeled as A = MF , where F is the Fourier transform and M is a masking matrix. We
sample M such that λ1 controls the percentage of the lowest frequencies to be kept (a deterministic
operation), while λ2 specifies the percentage of frequencies to sample from the remaining ones
(a stochastic operation). The noisy setting is similarly modeled with a scalar covariance matrix
Σ = σ2

2I, where σ2
2 = 5.0. We pick λ1 = 16 and λ2 = 30 as defaults.

5.1 General evaluation

The results summarized in table 2 show that SDB (SB) outperforms all baseline methods across every
metric, with the exception of LPIPS on DIV2K. Notably, SDB (SB) demonstrates a clear advantage
over I2SB, which shares the most similar stochastic process, highlighting how SDB (SB) effectively
leverages additional information from the measurement system. Overall, it also provides empirical
justification for the null space OT plan mentioned in theorem 2. Moreover, SDB (SB) displays
superior stability, as the performance rankings of the baseline bridge methods exhibit more variability
across tasks. These advantages are also evident qualitatively (fig. 2).

SDB (VE) and SDB (VP) strike a different balance between perceptual and reconstruction metrics
compared to SDB (SB). In inpainting, they often outperform all other methods, with a noticeable
emphasis on reconstruction quality. This trend is even more pronounced in the superresolution and
MRI reconstruction tasks. In CT reconstruction, their performance is nearly on par with SDB (SB).
Although they occasionally underperform relative to baseline bridge methods, this is not unexpected
given the nature of their stochastic process. Along with IR-SDE, these methods are unique in not
treating p(x1) as a sum of Dirac deltas, which means they start the reverse process from a noisy
sample. This additional noise may make the problem more challenging, but when directly comparing
SDB (VE) and SDB (VP) to IR-SDE, the performance improvements become evident.

Finally, under our unified setting, prior bridge methods demonstrate comparable performance with
significantly reduced variability compared to what previous works report [Luo et al., 2023a, Yue
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Figure 2: Qualitative comparison of SDB (SB) with the best-performing baselines (bridge methods).
Rows depict the results for inpainting, superresolution, CT and MRI reconstruction respectively.

et al., 2024]. For instance, their PSNR on the MRI reconstruction task falls within the range of
[28.590, 28.971], meaning that performance gains on the order of ≈ 0.2 can be considered significant
in this context. Notably, the unsupervised baselines exhibit visibly lower performance compared to
bridge methods. While this is expected due to the lack of training with paired data, we note that our
setup allocates only twice the training budget to the unconditional models compared to the bridge
methods, suggesting that their performance has not yet saturated. We consider improving these
models as future work.

5.2 Evaluation under a misspecified model

In practice, while the general form of the measurement system in an inverse problem may be
known, the specific parameter values often differ between training and deployment. This creates a
generalization challenge, where the model must learn the underlying dynamics rather than relying
on shortcuts. For example, in CT reconstruction, a well-trained model should perform stably near
the original parameter τ . A larger τ ′, which reduces low-frequency information, makes the task
more difficult. However, a generalized model should maintain most of its performance as long as τ ′
remains reasonably close to τ .

This issue is particularly critical for SDB, where the measurement system’s parameters are embedded
directly into the coefficients of its stochastic process. While results in section 5.1 indicate performance
gains, deploying SDB in practice could be risky if it overfits to specific parameter values. Therefore,
the following experiment tests whether SDB can generalize when evaluated under a misspecified
model. For this evaluation, we focus on the best-performing methods from section 5.1, namely the
baseline bridge methods and the SB variant of SDB.

Improved generalization. We begin with the MRI reconstruction task, where the system response
matrix preserves a portion of the original signal by keeping λ1 of the frequencies, starting from the
lowest. This maintains the general structure of the true image, and as λ1 is gradually decreased,
more information is lost, making the task increasingly difficult. This scenario also mirrors real-world
situations where a detector captures fewer measurements.

In what follows, we evaluate the checkpoints of bridge methods trained under a default setting
(λ1 = 16, λ2 = 30, σ2

2 = 5.0) on measurements generated from a system with modified parameters.
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Figure 3: Quantitative comparison of SDB (SB) with other bridge methods in a misspecified MRI
reconstruction setting. The top row evaluates bridges trained with λ1 = 16, σ2

2 = 5 on data generated
from systems with decreasing λ1. The bottom row evaluates performance on data with λ1 = 14 and
increasing σ2

2 . Perturbing the original system makes the problem harder in both cases.

Figure 3 (top) shows the performance of the methods as λ1 is gradually decreased. Notably, the
performance gap between SDB and the baseline methods widens as early as λ1 = 14, and this
advantage is sustained even at lower values. SDB continues to better utilize the available measurement
information, indicating much greater robustness to reductions in λ1.

To make the setting even more challenging, we set λ1 = 14 and gradually increase the measurement
noise variance σ2

2 to up to twice its training-time value, simulating a more realistic scenario. Figure 3
(bottom) shows that, even under this perturbation, SDB maintains a significant performance advantage
over the baseline methods. Unsurprisingly, all methods exhibit greater robustness to changes in σ2

2 ,
which is expected due to their denoising nature.

An analogous analysis for the CT reconstruction task is provided in the Appendix, yielding similar
observations. Both experiments, closely aligned with the practical applications of inverse prob-
lem solvers, underscore the generalization capabilities of SDB across a broad range of system
perturbations, positioning it as a promising solution for real-world scenarios.

Extended evaluation. Additional experimental results are presented in the Appendix. These include
evaluations on more challenging misspecified models, analyses of the influence of ill-conditioned
system operators, and detailed assessments of computational complexity and runtime. We also
include a series of ablation studies. Finally, we outline a conceptual extension of SDB to nonlinear
measurement systems and demonstrate its empirical advantages over baseline bridge methods in a
small-scale study. Extending SDB to a broader class of problems remains an interesting direction for
future work.

6 Discussion and limitations

SDB offers a principled framework for constructing measurement-system-specific diffusion bridges
tailored to inverse problems under a linear Gaussian model. By explicitly incorporating information
about the measurement system into the generative process, it achieves improved reconstruction quality
and exhibits strong generalization under system perturbations. However, the method also comes with
natural limitations. Notably, extending SDB to nonlinear measurement systems remains an open
challenge. We provide only a preliminary, proof-of-concept treatment based on local linearization,
which is limited to differentiable systems. In addition, our work adopts simple variance schedules
for both the range and null space components; the interplay between these two processes warrants
further theoretical and empirical investigation to identify optimal scheduling strategies. From a
real-world application perspective, tasks such as CT and MRI reconstruction are typically performed
in three dimensions—evaluating our method in such settings remains an open direction for future
work. Despite these limitations, we view SDB as a valuable contribution to the growing literature on
diffusion-based inverse problem solvers and a promising foundation for future research.
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Justification: The claims are supported with experimental and theoretical results.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
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to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The data and code are provided as open-source.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All training and evaluation details are provided in the main paper and the
Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Repeating the experimental evaluation many times entails a significant compu-
tational burden. Care was taken to ensure that the performance of each method is reported
in a fair and representative manner.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Computational details are included in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All conducted research conforms to the Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Impacts are discussed in the introduction and the Appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [No]

Justification: The method was applied to open-source data and poses a low risk of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Datasets and code are credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: No new assets were provided.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subjects were involved.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Not related to the conducted research.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs are only used for editing and formatting purposes.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical results, proofs and derivations

A.1 Derivation of drift and diffusion coefficients for SDB

We begin with deriving the drift and diffusion coefficients Ft,Gt of SDB (eqs. (10a) and (10b)) by
using theorem 1 with the mean and covariance matrices Ht,Σt (eqs. (8a) and (8b)) of its forward
process. Recall that Ht = A+A+ αt(I−A+A),Σt = γtA

+ΣA+⊤
+ βt(I−A+A). Following

theorem 1, we obtain

A+AFt =
d
dt
A+A logHt =

d
dt
A+A = 0, (12a)

(I−A+A)Ft =
d
dt

logαt(I−A+A), (12b)

d
dt
A+AΣt =

dγt
dt

A+ΣA+⊤
, (12c)

d
dt
(I−A+A)Σt =

dβt

dt
(I−A+A). (12d)

Moreover, note that F⊤
t = Ft,Σ

⊤
t = Σt due to the symmetry of the range and null space projections,

and FtΣt = ΣtFt since Ft only affects the null space and (I−A+A)2 = (I−A+A) (idempotent).
Following theorem 1,

Ft =
d
dt

logαt(I−A+A), (13a)

GtGt =
dΣt

dt
− FtΣt −ΣtF

⊤
t (13b)

=
dΣt

dt
− 2FtΣt (13c)

=
dγt
dt

A+ΣA+⊤
+

(
dβt

dt
− 2βt

d
dt

logαt

)
(I−A+A). (13d)

A.2 Proof of theorem 2

We begin by recalling two propositions of Liu et al. [2023] using our notation, which will serve as
the basis of the proof.

Proposition 1 (Analytic posterior given boundary pair) [Liu et al., 2023] The posterior of eq. (1)
given some boundary pair (x0,x1) admits an analytic form:

p(xt | x0,x1) = N (µt(x0,x1),Σt), (14)

where µt =
σ̄2
t

σ̄2
t+σ2

t
x0 +

σ2
t

σ̄2
t+σ2

t
x1,Σt =

σ2
t σ̄

2
t

σ̄2
t+σ2

t
I and σ2

t =
∫ t

0
g2(τ)dτ, σ̄2

t =
∫ 1

t
= g2(τ)dτ with

Gt = g(t)I.

Proposition 2 (Optimal Transport ODE; OT-ODE) [Liu et al., 2023] When g2(t) → 0, the SDE
between (x0,x1) reduces to an ODE:

dxt = vt(xt | x0)dt, (15)

where vt(xt | x0) =
g2(t)
σ2
t
(xt − x0) whose solution is the posterior mean of eq. (14).

Consider the null space part of xt given by mean and covariance matrices from eqs. (8a) and (8b)
with αt =

σ̄2
t

σ̄2
t+σ2

t
, βt =

σ2
t σ̄

2
t

σ̄2
t+σ2

t
for σ2

t =
∫ t

0
g2(τ)dτ, σ̄2

t =
∫ 1

t
g2(τ)dτ , where g(t) is the null space

diffusion coefficient given by eq. (10b), i.e., g(t) =
(

dβt

dt − 2βt
d
dt logαt

) 1
2

:

(I−A+A)xt =
σ̄2
t

σ̄2
t + σ2

t

(I−A+A)x0 +

(
σ2
t σ̄

2
t

σ̄2
t + σ2

t

) 1
2

(I−A+A)ϵ (16)
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for ϵ ∼ N (0d, Id×d). Note that the null space part of x1, being the PR of x0, is zeroed out, i.e.,
(I−A+A)x1 = (I−A+A)0d×d. This allows us to artificially rewrite xt as

(I−A+A)xt = (I−A+A)

(
σ̄2
t

σ̄2
t + σ2

t

x0 +
σ2
t

σ̄2
t + σ2

t

0d×d

)
+

(
σ2
t σ̄

2
t

σ̄2
t + σ2

t

) 1
2

(I−A+A)ϵ. (17)

Equivalently, (I−A+A)xt ∼N ((I−A+A)
(

σ̄2
t

σ̄2
t+σ2

t
x0 +

σ2
t

σ̄2
t+σ2

t
x1

)
,

σ2
t σ̄

2
t

σ̄2
t+σ2

t
(I−A+A)). Hence,

the posterior mean of SDB (SB) takes the form stated in proposition 1 and proposition 2 can be
applied directly to the null space part.

As a final remark, we note that, up to this point, the definition of g(t) is interdependent with that
of αt and βt. It is not immediately clear that defining αt, βt as in theorem 2 fulfills g2(t) =
dβt

dt − 2βt
d
dt logαt. We now show that this property is indeed satisfied.

Denote by C = σ2
t + σ̄2

t and observe that βt = σ2
tαt, σ̄

2
t = C − σ2

t ,
dσ2

t

dt = g2(t). Then,

d
dt

logαt =
d
dt

log
σ̄2
t

σ̄2
t + σ2

t

(18a)

=
d
dt
(
log σ̄2

t − logC
)

(18b)

=
g2(t)

σ̄2
t

, (18c)

dβt

dt
=

d
dt
(

σ2
t σ̄

2
t

σ̄2
t + σ2

t

) (18d)

=
d
dt

(
σ2
t (C − σ2

t )

C

)
(18e)

=
1

C

d
dt
(
Cσ2

t − σ4
t

)
(18f)

=g2(t)− 2

C
σ2
t g

2(t) (18g)

=g2(t)(1− 2

C
σ2
t ). (18h)

By substituting these into the definition of g2(t), we obtain

dβt

dt
− 2βt

d
dt

logαt =
d
dt
(σ2

tαt)− 2σ2
tαt

d
dt

logαt (19a)

=αt
dσ2

t

dt
+ σ2

t

dαt

dt
− 2σ2

tαt

(
1

αt

dαt

dt

)
(19b)

=αtg
2(t)− σ2

t

dαt

dt
(19c)

=

(
1− σ2

t

C

)
g2(t) +

σ2
t

C
g2(t) (19d)

=g2(t), (19e)

which completes the proof.

□

A.3 Proof of theorem 3

Many diffusion bridge methods, such as I2SB, GOUB, or DDBM, rely on non-Markovian stochastic
processes, where xt depends on both x0 and x1. In contrast, SDB uses a Markovian forward diffusion
process, for which p(xt|x0) is well-defined. More specifically, SDB is a special case of score-based
generative models, using the general formulation with matrix-valued drift and diffusion coefficients
described in Appendix A of [Song et al., 2021b]. We show below that SDB is a principled posterior
sampler of p(x|y) with a proof of theorem 3 based on a series of lemmas.
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We start by considering the most general practical case with a positive semidefinite covariance matrix
Σ in the forward model p(y′ | x) = N (A′x,Σ). When Σ is positive definite, we can perform
whitening by scaling the measurements and the system matrix as y = Σ− 1

2y′ and A = Σ− 1
2A′,

yielding the equivalent isotropic model p(y | x) = N (Ax, I). In the singular case (i.e., Σ is positive
semidefinite but not positive definite), Σ− 1

2 can be replaced with (Σ+)
1
2 to achieve whitening on the

range space of Σ. From this point onward, we drop primes for notational simplicity and proceed in
the whitened coordinates. Hence, without loss of generality, we assume an isotropic noise model,
which is equivalent to an initial whitening of both the measurements and the system response matrix.

Lemma 1 The pseudoinverse reconstruction A+y is a sufficient statistic for estimation of x given y.
That is,

p(x|y) = p(x|A+y).

This holds because (i) the range space component of the measurements can be exactly recovered by
re-applying A to A+y, and (ii) the null space component contains no useful information about x.

Lemma 2 A sample from

p(z|y) = N (A+y, β1(I−A+A))

is also a sufficient statistic for estimating x given y, i.e.,

p(x|y) = p(x|z).

The null-space component of the pseudoinverse reconstruction is zero; therefore, adding null-space
noise preserves sufficiency.

Lemma 3 The SDB forward process at the final time step, p(x1|x0 = x), is identically distributed
to the SDB initializer p(z|x) from lemma 2, assuming

lim
t→1

γt = 1, lim
t→1

α2
t

βt
= 0.

Both are conditional Gaussian random vectors with mean A+Ax and covariance A+ΣA+⊤
+β1(I−

A+A).

Lemma 4 The trained SDB model is a principled sampler of p(x0|x1).

Since SDB is a subset of score-based generative models with a standard Markovian forward process,
the reverse SDE with a learned score network asymptotically samples from p(x0|x1) [Anderson,
1982], approaching the exact score with sufficient data and model capacity.

The procedure to generate principled posterior samples from p(x|y) is as follows:

1. Compute the pseudoinverse reconstruction A+y.

2. Sample null-space noise:

z ∼ p(z|y) = N (A+y, β1(I−A+A)).

3. Sample the SDB reverse process:

x0 ∼ p(x0|x1 = z).

By lemmas 1 and 2, z is a sufficient statistic for x. Lemma 3 ensures that initializing the reverse
process at x1 = z is valid. Lemma 4 guarantees that the trained SDB model samples from p(x0|x1).
Combining these results, the procedure produces principled posterior samples from p(x|y).

□
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A.4 Magnus expansion generality

The matrix integral formulation of the reverse-time SDB process holds under the condition that the
drift matrices Ft commute for all t ∈ [0, 1]. In the proposed SDB formulation (parameterized as
in eq. (10a)), this condition is always satisfied: the only time-dependent parameter is the scalar αt, so
the singular vectors of Ft remain constant, ensuring commutativity at all times.

This property extends to all scalar diffusion processes, including VP, VE, Flow Matching [Lipman
et al., 2023], Fourier Diffusion Models Tivnan et al. [2025], and Subspace Diffusion Models Jing
et al. [2022]. While diffusion methods with non-commuting Ft matrices are currently not known to
us, theorem 1 remains valid in those cases through the Magnus expansion Kamm et al. [2021].

B Extended related works

B.1 Diffusion models for inverse problems

In recent years, deep neural networks have gained significant attention for solving various inverse
problems from different perspectives [Ongie et al., 2020, Chen et al., 2022]. Solving eq. (4) can
be interpreted as sampling from the posterior distribution p(x | y), and generative models that
support conditional generation are naturally suited to this task. Diffusion models, in particular,
have emerged as SOTA tools for this purpose, thanks to their flexible mathematical formulation and
expressive data priors [Daras et al., 2024, Preechakul et al., 2022, Sobieski and Biecek, 2024]. The
standard approach involves extending the diffusion process to sample from p(x0 | y) at t = 0 by
applying Bayes’ Theorem. The conditional score function can be decomposed as∇xt

log p(xt | y) =
∇xt

log p(xt) + ∇xt
log p(y | xt), where the first term, ∇xt

log p(xt), can be approximated using
a pretrained score network sθ(xt, t), and the second term models the relationship between xt and
the measurement y [Song et al., 2021b, Dhariwal and Nichol, 2021]. This framework has spurred
considerable progress in the field, with numerous successful methods emerging [Kawar et al., 2022,
Chung et al., 2022, 2023a, Song et al., 2023a, Mardani et al., 2024, Chung et al., 2024, Sobieski et al.,
2025]. Since this approach does not require retraining the score network for each specific problem,
we refer to these methods as unsupervised.

Several works leverage the measurement system structure when applying pretrained diffusion models
to inverse problems. Wang et al. [2023] (Denoising Diffusion Null-Space Models, DDNM) restrict
updates during generation to the null space component of xt, keeping the range part fixed. Song
et al. [2023a] (Pseudoinverse-Guided Diffusion Models, ΠGDM) approximate the likelihood score
via a vector-Jacobian product, where the score network’s Jacobian is computed with automatic
differentiation, and the vector reflects the range-nullspace decomposition. Garber and Tirer [2024]
(Denoising Diffusion Models with Iteratively Preconditioned Guidance, DDPG) propose a method
for interpolating between pseudoinverse-based and least-squares-based conditioning.

B.2 Diffusion and Schrödinger bridges.

Diffusion models, while effective for high-quality image synthesis, are limited by the simplicity of
Gaussian priors for p(x1). Recent developments in bridge models [Särkkä and Solin, 2019] generalize
the diffusion process by allowing p(x1) to be an arbitrary distribution. This is especially important in
image restoration tasks, where paired samples (x0,x1)—clean and distorted images—are available.
Bridge models aim to generate samples from the posterior p(x0 | x1) by initializing with a sample
from p(x1) rather than Gaussian noise. While conditioning the standard score network on x1 is a
possible approach to achieve posterior sampling, it is often suboptimal [Batzolis et al., 2021].

Several methods have formulated the diffusion process as a stochastic bridge. Heng et al. [2021]
propose a simulation-based algorithm using a fixed starting and ending point with an approximation
of the true score. Liu et al. [2022] extend this with Doob’s h-transform [Doob, 1984] to bridge
distributions. Simulation-free algorithms utilizing the h-transform are presented by Somnath et al.
[2023] and Peluchetti [2022]. Delbracio and Milanfar [2023] construct a Brownian Bridge for direct
restoration from x1. More recently, Zhou et al. [2024] introduce the DDBM framework, extending
the VE and VP processes, while He et al. [2024] study DDBM within the consistency framework
[Song et al., 2023b]. Zheng et al. [2025] link DDBM to Denoising Diffusion Implicit Models [Song
et al., 2021a].
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The Schrödinger Bridge (SB) problem [Schrödinger, 1932], which aligns distributions via constrained
forward and reverse SDEs, has also been explored. De Bortoli et al. [2021] apply Iterative Proportional
Fitting (IPF) to solve the SB problem. Liu et al. [2023] propose a tractable class of SBs, leading to a
simulation-free algorithm (I2SB). Chung et al. [2023b] extend it with an additional guidance term.
Shi et al. [2024] build on IPF and introduce Iterative Markovian Fitting for SB solutions.

In a related approach, Luo et al. [2023a] derive a scalar case of eq. (1) that incorporates the start
and end points, termed the mean-reverting SDE (IR-SDE). Through specific parameterization, they
show that its score function is analytically tractable, connecting to the Ornstein-Uhlenbeck (OU)
process [Gillespie, 1996]. Yue et al. [2024] extend this work with a generalized OU process and
Doob’s h-transform (GOUB). Further extensions include Luo et al. [2023b], who apply IR-SDE in
latent spaces, and Welker et al. [2022] and Richter et al. [2023], who adapt similar processes for
speech tasks. Recently, Zhu et al. [2025] unify GOUB and DDBM within the framework of stochastic
optimal control.

B.3 Baselines

B.3.1 Unsupervised

We begin with describing the unsupervised baselines, which rely on solving the following scalar
reverse equation:

dxt = [f(xt, t)− g2(t)∇xt
log p(xt | y)]dt+ g(t)dwt, (20)

where f and g represent the drift and diffusion coefficients respectively, while y is the conditioning
variable representing measurements in the inverse problem context. Unsupervised diffusion-based
methods rely on decomposing the score function with Bayes’ Theorem through∇xt log p(xt | y) =
∇xt log p(xt)+∇xt log p(y | xt) and approximating∇xt log p(xt) with a pretrained sθ(xt, t), while
proposing different approaches for∇xt

log p(y | xt).

Diffusion Posterior Sampling (DPS, Chung et al. [2023a]) approximates p(y | xt) with p(y | x̂0(xt)),
where x̂0(xt) = E[x0 | xt] = xt + g2(t)∇xt log p(xt) is the Tweedie’s formula [Robbins, 1992],
giving an approximation of the denoised image at timestep t. Similarly, ∇xt log p(xt) is also
approximated with sθ(xt, t) in this case.

Pseudoinverse-Guided Diffusion Model (ΠGDM, Song et al. [2023a]) proposes to approximate the
loglikelihood score with (y−Ax̂0(xt))

⊤(r2tAA⊤+σ2
yI)

−1A∂x̂0(xt)
∂xt

, where σ2
yI is the measurement

system covariance and r2t is a time-dependent term that should depend on the data (Appendix A.3.,
Song et al. [2023a]). Using automatic differentiation, one can compute ∂x̂0(xt)

∂xt
. By combining it with

the other terms, the entire approximation can be efficiently computed as a vector-Jacobian product.

In their basic formulation, Denoising Diffusion Null-space Models (DDNM, Wang et al. [2023]) rely
on approximating p(xt−1 | xt,y) using the following update rule:

xt−1 =

√
ᾱt−1βt

1− ᾱt
x̂0(xt,y) +

√
αt(1− ᾱt−1)

1− ᾱt
xt + σtϵ, (21)

where ϵ ∼ N (0, I) and αt, βt follow the notation from the original work. This rule utilizes the
range-nullspace decomposition via x̂0(xt,y) = A+y + (I −A+A)x̂0(xt), which preserves the
true range space component, while updating the null space part with Tweedie’s estimate.

B.3.2 Supervised

We proceed with a description of baseline supervised bridge methods. All of these approaches assume
a stochastic process conditioned on both the starting and ending point with the following forward and
reverse equations:

dxt =f(xt,xT , t, T )dt+ g(t)dwt, (22a)

dxt =f ′(xt,xT , t, T )dt+ g(t)dwt, (22b)

where f , f ′ represent general drift coefficients respectively for the forward and reverse equation, g is
the diffusion coefficient and xT represents the endpoint for the initial x0.
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Image-to-Image Schrodinger Bridges (I2SB, Liu et al. [2023]) formulate the distribution of xt, given
starting and ending points x0,xT , as p(xt | x0,xT ) = N (

σ̄2
t

σ̄2
t+σ2

t
x0 +

σ2
t

σ̄2
t+σ2

t
xT ,

σ2
t σ̄

2
t

σ̄2
t+σ2

t
I), where

σ2
t =

∫ t

0
g2(τ)dτ, σ̄2

t =
∫ 1

t
g2(τ)dτ and show its equivalence to DDPM posterior sampling [Ho

et al., 2020].

Image Restoration SDE (IR-SDE, Luo et al. [2023a]) is based on formulating the forward and reverse
equations as

dxt =θt(xT − xt)dt+ σ(t)dwt, (23a)

dxt =[θt(xT − xt)− σ2(t)∇xt log p(xt)]dt+ σ(t)dwt, (23b)

where θt =
σ2
t

λ2 , θ̄t =
∫ t

0
θτdτ and λ is a predefined constant. At t = 1, IR-SDE arrives at a Gaussian

distribution (with non-zero covariance) centered at xT .

Generalized Ornstein-Uhlenbeck Bridges (GOUB, Yue et al. [2024]) show IR-SDE as a special case
of their framework by incorporating the Doob’s h-transform [Doob, 1984], which pulls the process
towards the desired endpoint. Formally, it is defined as h(xt, t,xT , T ) = ∇xt log p(xT | xt) and
incorporated into the forward and reverse equations:

dxt =

(
(θt + g2(t)

e−2θ̄t:T

σ̄2
t:T

)(xT − xt)

)
dt+ g(t)dwt, (24a)

dxt =

(
(θt + g2(t)

e−2θ̄t:T

σ̄2
t:T

)(xT − xt)− g2(t)∇xt log p(xt | xT )

)
dt+ g(t)dwt, (24b)

where θt =
g2(t)
2λ2 , θ̄s:t =

∫ t

s
θτdτ, σ̄

2
s:t =

g2(t)
2θt

(1− e−2θ̄s:t) for a predefined constant λ.

Denoising Diffusion Bridge Model, (DDBM, Zhou et al. [2024]) also utilize the h-transform, but
instead show how to adapt prior unconditional processes, which map images to Gaussian noise, to
construct a bridge between arbitrary distributions given paired data:

dxt =[f(xt, t) + g2(t)h(xt, t,xT , T )]dt+ g(t)dwt, (25a)

dxt =[f(xt, t)− g2(t) (∇xt log p(xt | xT )− h(xt, t,xT , T ))]dt+ g(t)dwt, (25b)

where f(xt, t), g(t) follow the original image-to-noise process.

C Extended methodology

C.1 Network parameterization

In a scalar setting, various reparameterizations of the score function were shown to provide different
trade-offs in the final performance [Ho et al., 2020]. For example, the network could instead predict
the added noise directly, which is bijectively obtained from the score. As these reparameterizations are
related through simple scalar functions, one can choose them freely without additional considerations.
In the matrix-valued setting, however, the choice of a parameterization is more subtle. In this case,
observe that∇xt log p(xt) = −Σ−1

t (xt −HtE[x0 | xt]). Training a score-prediction model hence
requires access to the inverse of Σt, which may in general be costly to obtain. By properly choosing
the form of γt and βt, one can show that GtG

⊤
t ∇xt log p(xt) = (ftI − 2Ft)(HtE[x0 | xt] − xt)

for some function ft, i.e., an x0-prediction model alleviates the need for computing Σ−1
t . Therefore,

we treat this parameterization as the default one for SDB.

C.2 Nonlinear measurement systems

While SDB is primarily formulated for linear operators A with a global range-nullspace decomposi-
tion, it can be extended to certain nonlinear inverse problems. For a nonlinear, differentiable system
response A, we can approximate it locally using a first-order Taylor expansion around some point x0:

A(x) ≈ A(x0) + JA(x0)(x− x0), (26)

where JA(x0) is the Jacobian of A at x0. This linearization induces a local range-nullspace
decomposition, enabling the use of SDB on nonlinear systems. The procedure is as follows:
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1. For a measurement y = A(x) + Σ1/2ϵ, compute an approximate maximum likelihood
estimate x̂ of the signal x.

2. Linearize the operator at x̂ using eq. (26) and compute the Jacobian JA(x̂).

3. Treat y ≈ JA(x̂)x + Σ1/2ϵ as a linear Gaussian model and apply standard SDB with
pseudoinverse and range/nullspace projections.

This approach leverages the Jacobian as a local linear approximation of the nonlinear operator,
effectively adapting SDB to more general, differentiable systems.

D Experimental setup

D.1 Training hyperparameters

We follow the training procedure proposed by Luo et al. [2023a], using the ADAM optimizer [Kingma
and Ba, 2015] with an initial learning rate of 1× 10−4, no weight decay, and (β1, β2) = (0.9, 0.99).
A multi-step learning rate scheduler is applied, halving the learning rate at the 36th, 60th, 72nd, and
90th epochs, as in the original work. All methods are trained using the ℓ1 loss function with a batch
size of 8. To ensure fairness across methods, we evaluate each model every 16 epochs and report the
performance of the best checkpoint, rather than relying solely on the final one.

D.2 Computational requirements

All experiments were conducted on a cluster of NVIDIA A100 GPUs, with each method trained
using a single GPU. The approximate training times for each task are as follows: 4 hours for
super-resolution, 24 hours for MRI reconstruction, 48 hours for CT reconstruction, and 72 hours for
inpainting.

E Additional experimental results

E.1 Evaluation under a misspecified model (CT reconstruction)

Figure 4 presents the results of an analogous analysis of performance of bridge methods under a
misspecified model (here in CT reconstruction task), where the first part of the experiment considers
the default setting of σ2

1 with increasing τ , while the second part shows the results for τ = 3.6 and
increasing σ2

1 . In a similar manner to section 5.2, all SDB variants achieve a clear advantage over
other bridge methods when the system’s parameters are perturbed.

Figure 4: Quantitative comparison of SDB (SB) with other bridge methods in a misspecified CT
reconstruction setting. The top row evaluates bridges trained with τ = 3.2, σ2

1 = 0.0001 on data
generated from systems with increasing τ . The bottom row evaluates performance on data with
τ = 3.6 and increasing σ2

1 . Perturbing the original system makes the problem harder in both cases.
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E.2 More challenging misspecified settings

We investigate more challenging and realistic misspecified scenarios for supervised inverse problems,
including adversarial modifications of the forward operator and noise model. We evaluate SDB (SB)
against supervised baselines across these settings.

E.2.1 Misspecified operator

We consider two superresolution scenarios: a drastically enlarged downsampling kernel (32×32) and
JPEG compression at 30% quality. Both create inputs very different from training-time PRs. Table 3
reports results across both tasks, with the task indicated in the first column. SDB (SB) consistently
achieves the best performance in 3 out of 4 metrics.

Table 3: Superresolution under more challenging operators (bold indicates best values).

Method Kernel 32× 32 JPEG 30%

FID↓ LPIPS↓ PSNR↑ SSIM↑ FID↓ LPIPS↓ PSNR↑ SSIM↑

IRSDE 130.47 0.684 17.85 0.381 99.43 0.283 24.81 0.651
I2SB 131.33 0.681 17.84 0.381 93.62 0.322 25.12 0.668
DDBM 131.55 0.700 17.83 0.380 92.39 0.373 25.19 0.685
GOUB 134.66 0.690 17.85 0.370 101.08 0.291 24.91 0.662
SDB (SB) 129.87 0.682 17.86 0.390 90.26 0.380 25.41 0.692

E.2.2 Misspecified noise model

We also consider a misspecified noise model, replacing the Gaussian noise with a Poisson distribution
to simulate photon-counting physics. For a given signal sample x, measurements are sampled
as y ∼ Poisson(I0 · exp(−Ax)), where I0 is the incident photon intensity. We evaluate CT
reconstruction, where Poisson noise closely reflects real-world X-ray physics. As shown in table 4,
SDB outperforms all supervised baselines across different I0 values, even without explicitly modeling
the Poisson distribution.

Table 4: CT reconstruction with Poisson noise. Bold indicates best values.

Method I0 = 10000 I0 = 5000 I0 = 1000

FID↓ LPIPS↓ PSNR↑ SSIM↑ FID↓ LPIPS↓ PSNR↑ SSIM↑ FID↓ LPIPS↓ PSNR↑ SSIM↑

GOUB 17.78 0.0230 44.85 0.9717 17.83 0.0240 44.59 0.9705 20.52 0.0491 42.79 0.9588
IRSDE 17.29 0.0256 44.17 0.9681 17.86 0.0299 43.88 0.9665 21.12 0.0678 41.84 0.9506
DDBM 20.69 0.0402 44.11 0.9622 20.57 0.0406 43.93 0.9613 21.75 0.0575 42.53 0.9525
I2SB 21.91 0.1014 41.68 0.9242 21.82 0.1018 41.54 0.9231 22.43 0.1170 40.44 0.9130
SDB (SB) 14.03 0.0193 46.05 0.9799 14.61 0.0203 45.70 0.9785 19.80 0.0461 43.44 0.9657

We further consider MRI reconstruction under Poisson noise as an adversarial setting, where no
natural process is typically modeled with Poisson noise, making it highly out-of-distribution. Table 5
shows that SDB again outperforms other methods in 3 out of 4 metrics while almost matching the
best SSIM.

E.3 Motion deblurring with an ill-conditioned system

To assess the practicality of SDB in ill-conditioned systems, we consider a motion deblurring task
on 128 × 128 flower images from the Flowers102 dataset [Nilsback and Zisserman, 2008]. The
system matrix is modeled as a block Toeplitz matrix with Toeplitz blocks (BTTB), implemented via
2D convolutions in the pixel domain. For the pseudoinverse approximation, we apply zero-order
Tikhonov regularization (Wiener filtering) in the frequency domain. Although this differs from the
exact pseudoinverse, SDB matches the best performance in LPIPS and clearly surpasses all supervised
baselines in the other three metrics, demonstrating robustness to ill-conditioned operators (table 6).

E.4 Contrast recovery with a nonlinear system

In the following, we provide an initial study concerning the application of SDB to nonlinear systems.
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Table 5: MRI reconstruction with Poisson noise (bold indicates best values).

Method I0 = 20.0 I0 = 16.0

FID↓ LPIPS↓ PSNR↑ SSIM↑ FID↓ LPIPS↓ PSNR↑ SSIM↑

DDBM 40.2161 0.2647 21.9509 0.5572 39.0941 0.2360 22.6901 0.5919
GOUB 39.8257 0.2821 21.4963 0.5246 39.3272 0.2530 22.2050 0.5577
IRSDE 39.8516 0.2706 21.5772 0.5383 39.4095 0.2445 22.2666 0.5722
I2SB 40.0352 0.2767 21.4514 0.5219 39.0571 0.2492 22.1715 0.5546
SDB (SB) 39.7303 0.2513 22.0684 0.5569 38.9677 0.2245 22.8237 0.5891

Method I0 = 12.0 I0 = 8.0

FID↓ LPIPS↓ PSNR↑ SSIM↑ FID↓ LPIPS↓ PSNR↑ SSIM↑

DDBM 38.2960 0.2036 23.6083 0.6345 36.6739 0.1653 24.7777 0.6873
GOUB 38.4142 0.2196 23.0794 0.5991 36.9538 0.1794 24.2220 0.6524
IRSDE 38.4208 0.2141 23.1378 0.6139 37.0698 0.1769 24.2971 0.6680
I2SB 38.1304 0.2168 23.0778 0.5957 37.1202 0.1782 24.2578 0.6492
SDB (SB) 38.1484 0.1936 23.7615 0.6293 36.6346 0.1569 24.9707 0.6811

Table 6: Motion deblurring performance on Flowers102 dataset using BTTB system matrix with
Tikhonov-regularized pseudoinverse. Bold indicates best values.

Method FID↓ LPIPS↓ PSNR↑ SSIM↑

GOUB 17.03 0.053 23.84 0.813
IRSDE 16.27 0.033 26.76 0.842
DDBM 16.00 0.040 29.74 0.892
I2SB 15.62 0.025 29.29 0.874
SDB (SB) 14.89 0.025 30.39 0.903

In practice, the initial estimate x̂ of the true signal x mentioned in appendix C.2 can be obtained via a
few iterations of gradient descent on

min
x̂
∥A(x̂)− y∥22,

providing a reasonable starting point for linearization. Steps 2 and 3 (appendix C.2) involve computing
the Jacobian at the given point and using it to obtain the pseudoinverse reconstruction (PR) and range-
nullspace projections for SDB. These operations can be implemented efficiently without explicitly
storing the Jacobian, using Jacobian-vector products (JVPs) or gradient-based operations available
in autodifferentiation frameworks such as PyTorch, or by exploiting an analytic expression for the
Jacobian when available.

To illustrate the applicability of SDB to nonlinear systems, we perform a proof-of-concept benchmark
on CIFAR10 [Krizhevsky et al., 2009] using a nonlinear contrast operator

A(x) = σ(k(x−α)),

where σ is the sigmoid function, k controls contrast strength, and α is a contrast bias. We apply the
linearization procedure described in appendix C.2: step 1 uses 5 iterations of gradient descent to
obtain an initial guess, while steps 2 and 3 use an analytic Jacobian to compute the pseudoinverse
reconstruction and projections.

As shown in table 7, SDB (SB) outperforms all supervised baselines across all metrics in this
nonlinear contrast recovery task. This demonstrates that, even under nonlinear system responses,
SDB can effectively leverage the locally linearized operator to produce high-fidelity reconstructions,
achieving both superior perceptual quality (FID, LPIPS) and reconstruction accuracy (PSNR, SSIM).
We emphasize that this represents only an initial proof-of-concept study, and future work should
investigate the applicability of SDB to nonlinear systems more thoroughly.

E.5 Hyperparameter analysis

We conduct an ablation study to analyze the sensitivity of SDB to its hyperparameters. Following
prior works [Zhou et al., 2024], our stochastic process is undefined at t = 1, requiring sampling to

31



Figure 5: Top: Performance heatmaps for MRI reconstruction under varying (ϵ1, ϵ2), using the
optimal (b0, b1) configuration. The red box highlights the LPIPS-optimal setting. Bottom: Boxplots
showing the best achievable performance across 64 (b0, b1) pairs on the superresolution task, where
(ϵ1, ϵ2) are tuned separately for each (b0, b1) pair.
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Table 7: Nonlinear contrast reconstruction on CIFAR10. Bold indicates best values.

Method FID↓ LPIPS↓ PSNR↑ SSIM↑

I2SB 2.97 0.00103 37.53 0.9906
GOUB 4.60 0.00182 32.54 0.9743
DDBM 1.92 0.00016 42.74 0.9963
IRSDE 4.35 0.00140 33.53 0.9789
SDB (SB) 1.31 0.00015 44.48 0.9977

begin at t = 1− ϵ1 for some ϵ1 > 0. Similarly, we terminate sampling at t = ϵ2, where ϵ2 > 0. For
SDB (VP) and SDB (VE), ϵ1 and ϵ2 are the only hyperparameters. In contrast, SDB (SB) includes an
additional design choice: the shape of the null-space diffusion coefficient g(t). We parameterize it as

g2(t) = 1t≤0.5ĝ(t) + 1t>0.5ĝ(1− t)

where ĝ(t) = (
√
b0 + t(

√
b1 −

√
b0))

2, which is a continuous version of the coefficient proposed by
Liu et al. [2023]. This introduces two additional hyperparameters, b0, b1 > 0. In the remainder of
this section, we focus on SDB (SB), noting that we observed qualitatively similar trends for the VP
and VE variants.

We first examine how the choice of ϵ1 and ϵ2 influences the optimal configuration of (b0, b1) for
SDB (SB) in the MRI reconstruction task. Figure 5 (top) shows the performance trend when varying
(ϵ1, ϵ2). We observe a simple and stable relationship with performance, where ϵ1 has a stronger
influence than ϵ2. Moreover, a broad plateau emerges, allowing for easy tuning. We also highlight the
best configuration in terms of LPIPS, which lies close to the optimal Pareto frontier in this setting.

Next, we analyze the stability of SDB (SB) across different (b0, b1) configurations. Since these
values determine the shape of the variance function, the optimal ϵ1, ϵ2 may differ across (b0, b1) pairs.
Figure 5 (bottom) presents boxplots of the best performance for 64 configurations of (b0, b1) on the
superresolution task. For each pair, we use grid search to identify the best ϵ1, ϵ2 values, leveraging the
small size of the DIV2K dataset. The results reveal strong stability, with performance concentrated
around the best observed value and only a few outliers.

E.6 Ablation study on noise schedules

We evaluate the effect of different schedules for the VP and VE variants of SDB, considering linear,
quadratic, and cosine versions on the superresolution task. Using our notation:

αt = 1− t2 (quadratic VP), αt = cos
(π
2
t
)

(cosine VP),

βt = σmaxt
2 (quadratic VE), βt = σmax sin

(π
2
t
)

(cosine VE).

We also assume γt = σ−1
maxβt for VE.

Table 8: Ablation results for SDB (VP and VE) with different noise schedules. Lower FID and LPIPS
indicate better perceptual quality; higher PSNR and SSIM indicate better reconstruction fidelity. Bold
indicates the best value for each metric within VP or VE.

SDB (VP) SDB (VE)

Schedule FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑

Linear 87.08 0.228 25.91 0.724 94.73 0.226 25.90 0.718
Quadratic 75.25 0.174 24.77 0.680 76.88 0.159 25.29 0.678
Cosine 77.99 0.160 24.75 0.674 76.14 0.217 26.17 0.732

The results show a clear trade-off between perceptual quality (FID, LPIPS) and reconstruction fidelity
(PSNR, SSIM). Linear schedules favor distortion metrics, while quadratic and cosine schedules
improve perceptual metrics at the expense of reconstruction accuracy. In particular, Cosine SDB
(VE) achieves the best values on three out of four metrics, demonstrating that exploring alternative
schedules can further improve performance.
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E.7 Computational complexity and overhead of SDB

We analyze the computational complexity and runtime overhead of SDB compared to other supervised
baselines. First, we discuss the asymptotic complexity, followed by empirical measurements.

Complexity

For the general case where the pseudoinverse can be computed analytically using a stored matrix A,
two cases arise: m ≥ d and m < d. The pseudoinverse can be computed as

A+ = (A⊤A)−1A⊤ or A+ = A⊤(AA⊤)−1,

respectively. The resulting asymptotic complexities are summarized in table 9. Computing the PR
has the same complexity (in the O sense) as computing the pseudoinverse itself.

Table 9: Asymptotic computational complexity for pseudoinverse computation and range/null space
projections.

Operation Type m ≥ d m < d

Pseudoinverse O(md2 + d3) O(m2d+m3)
Range Projection AA+ O(md2) O(m2d)
Null Projection (I−A+A) O(d2m) O(dm2)

In practice, we do not explicitly construct A+. Instead, we implement the application of A, A⊤,
A+, and their combinations to obtain projections and PRs. For each inverse problem, these imple-
mentations differ. For example, in inpainting, A corresponds to element-wise masking, whereas in
CT reconstruction, truncated SVD is used to implement A efficiently, typically resulting in lower
empirical complexity.

Empirical Overhead

We measured runtime in seconds for the most computationally intensive operations on the CT
reconstruction task. The evaluation was conducted over four batches of size eight. We report three
types of operations:

• Forward Step Without Network: sampling from p(xt | x0),

• Forward Step With Network: Forward Step Without Network plus a forward pass through
the neural network,

• Reverse Step With Network: sampling from p(xt−∆t | xt,x1) using the neural network,
corresponding to a single discrete reverse-time step.

The empirical runtimes are summarized in table 10.

Table 10: Runtime of SDB and baseline supervised methods for the CT reconstruction task (seconds
per batch of size 8).

Method Forward Step Without Network Forward Step With Network Reverse Step With Network

SDB (SB) 0.0062 0.0885 0.5981
I2SB 0.0003 0.0821 0.5851
IR-SDE 0.0003 0.0832 0.5895
GOUB 0.0008 0.0830 0.5863
DDBM 0.0011 0.0825 0.5880

While Forward Step With Network shows a small increase in computation time for SDB compared
with other methods, this overhead is negligible in practice. The relative cost of the neural network
forward pass dominates runtime, and matrix-based operations are efficiently parallelized on the
NVIDIA A100 GPU used for all experiments. Consequently, SDB runtime during inference is nearly
identical to that of other supervised methods.
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E.8 OT unpaired-data-based baselines

We provide an additional small-scale comparison with recent OT-based unpaired-data methods
(UNSB by Kim et al. [2024] and SBF by De Bortoli et al. [2024]) on the MRI reconstruction task, as
shown in table 11. Following the original training procedures, we trained the models to map between
the distributions of PRs and true signal observations. Since these methods lack direct supervision
from paired data, their performance is naturally inferior to that of supervised approaches.

Table 11: MRI reconstruction results across all supervised and unpaired-data-based methods. Lower
FID and LPIPS indicate better perceptual quality; higher PSNR and SSIM indicate better reconstruc-
tion fidelity.

Unpaired-data-based Supervised

Metric UNSB SBF I2SB IR-SDE GOUB DDBM SDB (VP) SDB (VE) SDB (SB)

FID ↓ 35.91 43.63 31.54 30.14 30.63 32.42 32.88 33.90 29.85
LPIPS ↓ 0.237 0.290 0.065 0.065 0.058 0.074 0.068 0.083 0.053
PSNR ↑ 18.72 18.46 28.75 28.88 28.59 28.97 29.26 29.10 29.81
SSIM ↑ 0.483 0.291 0.849 0.871 0.863 0.872 0.881 0.876 0.893

F Extended discussion

F.1 Advantages of Embedding Measurement System Information

Incorporating measurement system information into the generative process offers several conceptual
and practical advantages. While earlier approaches that relied on hand-crafted priors often provided
limited gains, the proposed SDB framework does not depend on such priors. Instead, SDB embeds
the measurement system directly into the model dynamics, which naturally decomposes the inverse
problem into two orthogonal components with distinct roles: the range space and the null space. This
decomposition provides a structured way to separate reconstruction from synthesis without manually
injecting prior knowledge.

By embedding the measurement operator, SDB defines a more efficient stochastic path from the ob-
served measurements to the clean image, akin to other diffusion bridge models that refine conditional
diffusion by employing more informed reverse-process initializations. Within this framework, the
neural network simultaneously learns two complementary tasks: (i) an optional denoising task in the
range space—typically simpler and often directly constrained by the data—and (ii) a synthesis task
in the null space, which accounts for missing or unobserved components.

In noise-free scenarios, this structure allows exact preservation of range-space content, ensuring that
information already supported by the measurements remains unaltered. Under noisy conditions, the
model benefits from the fact that the range space already encodes the correct underlying structure,
requiring only localized refinement. Consequently, the range space acts as a structurally informative
prior that guides the null-space synthesis. For example, in generative inpainting tasks—where the
unmasked region is noise-free or nearly so—SDB avoids unnecessary corruption of the observed
region and concentrates its modeling capacity on generating the missing content.

F.2 Perception-Distortion Tradeoff

The trade-off between perception and distortion mentioned by Blau and Michaeli [2018] is an
important topic in the context of this work. Thanks to a specific formalization, where perception
is measured as a divergence between the true distribution and the one induced by the model, while
distortion is quantified through the expected reconstruction error, one may hypothesize about the
behavior of a given algorithm from a theoretical point of view. Following the formulation in Blau
and Michaeli [2018], since perception and distortion are related through a Pareto front, one can draw
more principled conclusions from quantitative results.

The range-nullspace decomposition provided by the assumed system response matrix also enables
deeper insights. In comparison to other methods, SDB’s advantage lies in its differential treatment
of the range and null spaces: it must only (optionally) denoise the former, while new content is
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synthesized in the latter. This dual treatment leads to improved performance from the outset. In the
noise-free case, the range space component is left untouched, resulting in zero distortion, while in
the noisy case it undergoes milder transformations to reach the final result, which intuitively should
also reduce distortion. Under a noise-free scenario, it is also easier to reason about perception: if the
model synthesizes null-space content that perfectly aligns with the ground truth image, it achieves
zero distortion at an inevitable cost in perception. Conversely, if it synthesizes null-space content
that is fully in-distribution but deviates from the true signal, perception is maximized at the cost of
distortion.

From a theoretical perspective, in the limit, SDB samples from the true conditional distribution
p(x | y), which suggests that the method is inclined toward perfect perception. However, since
we implicitly assume a non-empty null space, SDB will always lack some information required to
perfectly reconstruct the true x, mirroring the trade-off considered by Blau and Michaeli [2018].

In practice, we observe a clear trend of SDB outperforming all other methods in three out of four
metrics in the super-resolution task (table 2), while obtaining slightly worse results in terms of LPIPS.
Following Blau and Michaeli [2018], this observation leads to an interesting insight. Better FID,
representing a divergence between distributions, indicates that SDB achieves better perceptual results.
However, it is also superior in terms of PSNR and SSIM, which measure reconstruction accuracy
(distortion). Based on Blau and Michaeli [2018], one could argue that, in this task, the methods
operate near the optimal performance. Since LPIPS does not quantify distributional divergence but
instead measures perceptual distortion in the space of neural network representations, it illustrates
how a specific type of semantic reconstruction must be sacrificed to move closer to the Pareto front.
Moreover, the ablation study on noise schedulers for the VP and VE variants of SDB shows how
better LPIPS values can be recovered, providing another manifestation of this trade-off.

G Broader impact

By incorporating measurement system parameters into its SDE, SDB offers positive societal impacts
by enabling more accurate and efficient reconstructions in critical applications such as medical
imaging, remote sensing, and scientific inverse problems, thereby supporting improved diagnostics,
sustainability, and broader accessibility. However, it also poses potential negative societal risks, in-
cluding misuse for surveillance or de-anonymization, amplification of bias from flawed measurement
models, and overreliance on plausible but incorrect outputs in high-stakes domains. Additionally,
the method could be repurposed for generating deceptive content from limited data. However, SDB
and prior bridge methods have not been demonstrated at industry-scale deployment levels, and in
practice, they are typically suited for problem-specific applications rather than large-scale settings
with vast amounts of data. This limits their potential for misuse in broader societal contexts.

H Additional visual results

We provide additional qualitative samples for inpainting (fig. 6), superresolution (fig. 7), MRI
reconstruction (fig. 8) and CT reconstruction (fig. 9).
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Figure 6: Qualitative comparison of SDB variants with the best-performing baselines (bridge meth-
ods). Rows depict the results for inpainting.

Figure 7: Qualitative comparison of SDB variants with the best-performing baselines (bridge meth-
ods). Rows depict the results for superresolution.
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Figure 8: Qualitative comparison of SDB variants with the best-performing baselines (bridge meth-
ods). Rows depict the results for MRI reconstruction.

Figure 9: Qualitative comparison of SDB variants with the best-performing baselines (bridge meth-
ods). Rows depict the results for CT reconstruction.
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