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ABSTRACT

As the capabilities of large language models (LLMs) continue to advance, eval-
uating their performance is becoming simultaneously more important and more
challenging. This paper aims to address this issue for Mandarin Chinese in the form
of CMMLU, a comprehensive Chinese benchmark that covers various subjects,
including natural sciences, social sciences, engineering, and the humanities. We
conduct a thorough evaluation of more than 20 contemporary multilingual and
Chinese LLMs, assessing their performance across different subjects and settings.
The results reveal that most existing LLMs struggle to achieve an accuracy of 60%
even, which is the pass mark for Chinese exams. This highlights that there is signif-
icant room for improvement in the capabilities of LLMs. Additionally, we conduct
extensive experiments to identify factors impacting the models’ performance and
propose directions for enhancing LLMs. CMMLU fills the gap in evaluating the
knowledge and reasoning capabilities of large language models in the Chinese
context.

1 INTRODUCTION

Large language models (LLMs) have driven remarkable advancements in natural language processing
and artificial intelligence, revolutionizing the field (Zhang et al.| 2022; |Scao et al.| 2022; Zeng et al.,
2023} [Touvron et al., [2023a; OpenAl, 2023; Wu et al. [2023; [Taori et al., 2023} |Li et al., 2023al).
However, assessing the knowledge and reasoning abilities of these models has become increasingly
challenging, especially with the proliferation of LLMs that generate fluent and plausible responses.

To this end, researchers have created various benchmarks intended to evaluate different model
capabilities (Wang et al.,2019bza; |Lin et al., 2022; Zellers et al., 2019; [Hendrycks et al., 2021b} (Chen
et al.,|2021)). Specifically, Hendrycks et al.|(2021a) proposed MMLU, a benchmark that encompasses
various tasks ranging from elementary mathematics and computer science to management and law,
which can be used to comprehensively measure LLM capabilities in terms of the knowledge embedded
in them. Due to its multiple-choice question format, which facilitates easy evaluation, and the breadth
of subject areas it encompasses, it has become widely used as a fundamental assessment tool of
the knowledge encoded by LLMs. However, this benchmark is in English, which limits its ability
to assess LLMs in other languages. Although some researchers (OpenAll |2023)) have attempted to
automatically translate it to evaluate LLMs in other languages, the inherent bias towards Western
(and specifically US) culture in the dataset renders it unsuitable and even inappropriate for assessing
LLMs across diverse cultures and languages.

In this paper, we propose CMMLU (Figure/[I)), a comprehensive Chinese assessment suite specifically
designed to evaluate the advanced knowledge and reasoning abilities of LLMs in a Chinese linguistic
and cultural context. CMMLU covers a wide range of subjects, comprising 67 topics from elementary
to advanced professional levels. It includes subjects that require computational expertise, such as
physics and mathematics, as well as disciplines within the humanities and social sciences. Many of
these tasks are not easily translatable from other languages due to their specific contextual nuances
and wording. Furthermore, numerous tasks within CMMLU have answers specific to China, which
may not be universally applicable or considered correct in other regions or languages.

We assess GPT4, ChatGPT, and more than 20 advanced open-source multilingual and Chinese LLMs
on CMMLU. The results reveal that the majority of these models struggle to achieve an accuracy
score of 60%, relative to random accuracy of 25%. Notably, GPT4 achieves an average accuracy of
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Figure 1: CMMLU task overview.

71%. These findings highlight the considerable room for improvement in LLMs in terms of Chinese
knowledge and language understanding.

To gain a deeper understanding of the proficiency of the models in handling Chinese knowledge,
we conduct a comprehensive analysis. We first focus on examining model performance across
various subjects and find that all models exhibit uneven performance across different subjects, with
comparatively higher scores in humanities and social sciences, but lower scores in China-specific and
STEM subjects.

Furthermore, through extensive experiments, we find that: (1) most existing models do not benefit
from chain-of-thought prompts in CMMLU; (2) few-shot examples help foundation models in the
comprehension of tasks and enhance their reasoning abilities but do not help models that have
undergone supervised fine-tuning (SFT) or reinforcement learning from human feedback (RLHF);
(3) LLMs perform worse on questions with negation words compared to those without negation
words, but recently-released models mitigate this disparity either through better pre-training data or
fine-tuning; and (4) questions with sub-options (Section4.2)) are difficult for all existing LLMs, with
even GPT4 dropping 20% in accuracy over such questions.

2 RELATED WORK

Benchmarking plays a crucial role in measuring Al development, particularly in the domain of LLMs.
While benchmarks such as GLUE (Wang et al.} 2019b) and SuperGLUE (Wang et al 2019a) have
played an important role in tracking progress in natural language understanding (NLU) tasks, they
primarily focus on specific language skills. With an increasing move to generative models which
are highly adept at generating fluent outputs, the value of these benchmarks has diminished, and
new datasets have been proposed to evaluate LLM abilities over more general tasks, such as reading
comprehension (Rajpurkar et al.| 2018} [Kwiatkowski et al.,[2019; [Li et al,[2022)), summarization
(Hermann et al.| [2015)), commonsense reasoning (Clark et al.,[2018};[Talmor et al.| Sakaguchi
et al., |2020), mathematical reasoning (Hendrycks et al., [2021b; |Cobbe et al.l 2021), and code
generation (Chen et al}, 2021}, [Austin et al., 2021).

In order to comprehensively assess the capabilities of LLMs, some benchmarks have incorporated
massive multi-task evaluations into their frameworks (Hendrycks et al.| [2021a} [Liang et al.| 2022}
Srivastava et al} [2023). An example is MMLU (Hendrycks et al.,[2021a)), which includes multiple
domains and tasks based on real-world exams. It has become very popular for LLM evaluation due to
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its standardized and simplified format, comprehensive nature, and real-world relevance. However, all
aforementioned benchmarks are primarily focused on English.

Given that Chinese is the language with the largest number of speakers worldwide, several bench-
marks have been proposed for Chinese LLM evaluation. Following in the footsteps of GLUE and
SuperGLUE, Xu et al.|(2020) introduced CLUE, a benchmark for Chinese NLU that is widely used
today. They also recently proposed SuperCLUE (Xu et al., [2023)), which specifically focuses on
LLMs. Recently, several Chinese benchmarks have emerged that follow the MMLU style, all of
which are concurrent work with ours. In detail, Zhang & Li| (2023)) proposed ACLUE, focusing
on ancient Chinese language understanding. [Zeng| (2023) presented MMCU, which covers four
major domains (medicine, law, psychology, and education), with a particular focus on medicine
and education. AGIEval (Zhong et al., 2023) provides problems from both Chinese and English
standardized exams. C-Eval (Huang et al.| [2023) and M3KE (Liu et al.,2023) collect more than 50
tasks from standard exams in China, while C-Eval covers various professions, and M3KE focuses on
education examinations.

Compared to these benchmarks, CMMLU has several distinct features. Firstly, it includes more
than 10 subjects that are not typically found in standard exams but are relevant to daily life, such
as Chinese food culture, and Chinese driving rules. Secondly, it covers not only China-specific
knowledge but also general world knowledge, such as world religion, world history, and global facts.
Lastly, we have made our data completely public, enabling the community to evaluate their models
freely and conveniently. A detailed comparison between CMMLU and other concurrent benchmarks
is provided in Appendix [A]

3 CMMLU

Task Overview We created an extensive multitask test for Mandarin Chinese, which covers diverse
areas of knowledge, including the humanities, social sciences, STEM (science, technology, engi-
neering, and mathematics), and other areas that are important in daily life. It includes common test
questions in subjects like mathematics, physics, and chemistry with answers that are not language
or region specific, but also several tasks that are very region-specific, such as Chinese driving rules,
Chinese food culture, and Chinese teacher qualifications. The questions in these tasks involve lots
of China-related knowledge and can test a model’s understanding and adaptability to Chinese. In
addition, CMMLU also contains tasks that can only expressed in Chinese, such as ancient Chinese
language and Chinese literature. The terms and concepts involved in these tasks heavily rely on
Chinese expression and are almost impossible to be obtained from translation. The full list of subjects,
the concepts tested in each subject, the number of questions, and the statistics of question and answer
lengths are provided in Appendix [B]

Data collection We hired four annotators with undergraduate or higher education levels to manually
collect the questions and answers from freely available resources, at a rate of 50 CNY per hour. To
prevent our questions from appearing in the training set of LLMs, we invested specific effort in
identifying non-publicly available materials, mock exam questions, and questions from quiz shows.
More than 80% of our data was crawled from PDFs (after OCR), which further reduces the possibility
of it occurring in LLM training data. The entire collection process took around 250 hours.

Format Each question in the dataset is a multiple-choice question with 4 choices, only one of which
is correct; see Figure[2]for an example. The questions are expressed as fill-in-the-blank (by choosing
the correct option), or direct-answer questions. For chemical formulae and mathematical expressions,
we use a 50:50 mixture of KITEX and plain text, where plain text was only allowed if an expression is
commonly used and not prone to ambiguity (as judged by the annotators). For instance, the chemical
expression for water can be written in plain text as H20, or in ISIgX format as $H_{2}03$.

Quality Check To further check data quality, we randomly sampled 5% questions with answers for
each subject, and conduct detailed verification through online resources. We estimate that there is
around 2% of noise in the data, in terms of the correct answer not being present or being incorrectly
labeled. Based on the results in Section 4] that most models struggle to achieve an average accuracy
of 60%, we believe such an error rate does not compromise the overall results.
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PNFESH i MLt e T e N
(Here are some single-choice questions about [high school biology ', please provide the correct answer choice directly.)

RE: F—PemRAES = E—FrBES, AEXRMEARMAMEALERSEMR, BHIBFAR. HEEESS5XW
FEE A A

(Question: Two types of cells within the same species each produce a secretion protein. The various amino acids that make up these two proteins have the
same composition but differ in their arrangement. The reason for this difference in arrangement in the synthesis of these two proteins is:)

A. (RNAFFZER[A (Different types of tRNA)

B. [F—Z BT ARk E A ER AR (Different amino acids determined by the same codon)

C. mRNABHEFFAS[F] (Different mRNA base sequences)

D. B A5 AS[F] (Different ribosome components)

BERRE: C (Answer: C)

... [other examples]
5@29 SEPE Y B VIR 1 T U R KR VRAE KRS (8] % BR B0 - T E AR R e RCR A 0 AT R %00 B AR OK A R R R 4 . RS AGA
IERRFZ:

(Question: A certain plant virus, V, is transmitted between rice plants through the feeding of rice planthoppers. An increase in the number of frogs in the rice
field can reduce the spread of this virus among the rice plants. The correct statement among the options provided would be:)

A FESFE AR E LR (Frogs and rice planthoppers have a predatory relationship)

B. KTEAREZEVREF AR R (Rice plants and virus V have a mutualistic symbiotic relationship)

C.IREVEFH IR LI R (Virus V and frogs have a parasitic relationship)

D. KBS HFHER TS KR (Rice plants and frogs have a competitive relationship)

B (Answer:)

Figure 2: Prompt with few-shot examples from CMMLU. English translations are provided in the
bracket for better readability.

Statistics CMMLU contains 11,528 questions across 67 subjects. Each subject has at least 105
questions, which we split into a few-shot development set with 5 questions, and a test set with more
than 100 questions. In terms of task types, CMMLU comprises 17 STEM tasks, 13 humanities tasks,
22 social science tasks, and 15 other tasks. Among these, 16 tasks are China-specific, which means
they either do not exist in other countries or regions, or their answers may be different in other places.
We provide an example for each subject type in Appendix [C}

4 EXPERIMENTS

To provide an overview of existing LLMs on language understanding within the context of Chinese,
we evaluate two commercial LLMs and more than 20 open-source LLMs in different sizes, language
orients, and stages (i.e. either foundation model or SFT/RLHF model). We analyse their performance
and investigate several factors that could affect the performance of LLMs.

Setup Our goal is to assess the LLMs performance on CMMLU, which contains multiple-choice
questions with one correct answer for each question. There have been several strategies to perform
multiple-choice question-answering task. In this paper, for commercial models which we cannot get
the weights (i.e., GPT4 and ChatGPT), we input the question with all candidate choices, allowing the
model to generate the output, and use a series of regular expressions (regex) to match the model’s
prediction. We call this free generation strategy. For open-source models, we follow Hendrycks et al.
(2021a)) to input the question and choices, and prompt the model by asking the answer key. Then we
obtain the logits of the next predicted token, and compare the probability among the 4 tokens: ‘A’,
‘B’, ‘C’, and ‘D’ and select the token with the highest probability as the model’s choice. We named
this as next token prediction strategy. Besides these two strategies, there is another way which is to
select the answer with the lowest perplexity when concatenated with the question.

We compared different strategies in Appendix [G] and found that next token prediction is the most
efficient way. Therefore, for the majority of the remaining paper, we report the results of the next
token prediction. However, for some analysis in Section[d.2] we use the free generation strategy. The
regex is designed based on the observation of ChatGPT and ChatGLM responses. The detail of regex
and matching algorithm is provided in Appendix

Prompt We introduce each question with the phrase “LA N2 5% T[E @ AR ILERE S, 1HH
FE4E H IE R 22 1255001 (Here are some multiple-choice questions about [subject], please provide
the correct answer choice directly)”, and evaluate models in both zero-shot and few-shot settings.
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Table 1: Five-shot accuracy of models. We report macro average accuracy over subjects within each
category. “Overall” = macro average score over all subjects. “State” indicates whether the model is
pre-trained (Base) or Fine-tuned to follow instructions (Chat). ‘*’ indicate there are both Base and
Chat model released, we choose the one with better overall accuracy. The first block is multilingual-
or English-oriented models, and the second block is Chinese-oriented models. To save space, we
didn’t present models with an overall score lower than 30.

Model State STEM  Humanities Social Science  Other  China-specific ~ Average
GPT4 Chat  65.23 72.11 72.06 74.79 66.12 70.95
ChatGPT Chat  47.81 55.68 56.50 62.66 50.69 55.51
LLaMA2-70B* Base 44.11 57.05 55.63 56.65 48.01 53.21
Falcon-40B Base  33.33 43.46 44.28 44.75 39.46 41.45
LLaMA-65B Base 3447 40.24 41.55 42.88 37.00 39.80
LLaMA2-13B* Base  33.04 39.73 38.45 42.54 35.67 38.24
BLOOMZ-7B Chat  30.56 39.10 38.59 40.32 37.15 37.04
LLaMA-30B Base  29.69 33.68 34.08 37.40 30.68 33.63
LLaMA2-7B* Base  30.03 34.76 33.72 33.62 30.12 32.96
ZHi1ama-13B Chat  27.12 33.18 34.87 35.10 32.97 32.63
BXirama-13B Chat  27.50 3247 32.33 35.77 31.64 31.90
LLaMA-13B Base  29.21 30.96 31.74 33.07 30.86 31.24
Baichuan2-13B* Base  48.36 67.44 66.40 65.94 63.48 61.92
Baichuan-13B* Base  42.38 61.61 60.44 59.26 56.62 55.82
InternLM-20B* Chat  42.70 60.51 58.00 57.62 54.72 54.52
Xverse-13B* Chat  41.65 55.72 57.47 57.32 52.32 53.08
InternLM-7B* Base 41.71 54.43 56.42 55.38 53.11 52.07
ChatGLM2-6B Chat  42.65 50.88 51.22 50.72 48.66 48.87
BatGPT-15B Chat  41.68 50.14 50.78 48.68 46.93 47.88
Baichuan-7B* Base  35.25 48.07 47.88 46.61 44.14 44.43
ChatGLM-6B Chat  32.35 39.22 39.65 38.62 37.70 37.48
Random - 25.00 25.00 25.00 25.00 25.00 25.00

For zero-shot evaluation, we present a question with choices directly after the prompt. For few-shot
evaluation, we provide up to 5 demonstration examples with answers before the question. The prompt
concludes with the phrase “Z Z¢/&: (Answer:)”, as shown in the example in Figure [2} If the context
exceeds the model’s maximum length with few-shot examples, we dynamically remove the longest
examples by counting sub-tokens.

Models we assessed more than 20 models in different sizes from 12 model families. For commercial
models, we evaluated ChatGPT and GPT4, which are two of the strongest LLMSEI. For open-sourced
models, we selected (1) English and multilingual-oriented models: BLOOM-7.1B (Scao et al., [2022),
BLOOMZ-7.1B (Muennighoff et al., [2022), LLaMA-7B/13B/30B/65B (Touvron et al., [2023a),
Bactrian-X-LLaMA (BX| 1 ama)-7B/13B (Li et al.| 2023a), Falcon-7B/40B (Almazrouei et al., 2023)),
LLaMAZ2-7B/13B/70B (Touvron et al., [2023b), Chinese-LLaMA (ZH;1.ma)-7B/13B (Cui et al.|
2023)); (2) Chinese-oriented models: Baichuan-7B/13B and Baichuan2-7B/13B (Yang et al.| 2023)),
ChatGLM-6B and ChatGLM2-6B (Zeng et al.||2023)), Xverse-13BE]InternLM-7B/2OB (Team), [2023)),
MOSS-SFT-16B (OpenLMLab, |2023)), Chinese-GLM-10B (Du et al.,2022), BatGPT-15B (Li et al.,
2023Db)). The details about these models are provided in Appendix [F}

4.1 MAIN RESULTS

Table[T| shows the performance of all models under the five-shot setting. Since the zero-shot results
are similar to the five-shot results, we provide them in Appendix

By model From the first block of the table, we observe the following: (1) LLaMA2-70B is the best
open-sourced multilingual model, achieving an average accuracy of 53.21%, coming close to the

!The evaluation was conducted in May for ChatGPT and July for GPT4, 2023.
https://github.com/xverse-ai/XVERSE—13B
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ChatGPT performance at 55.51%. However, there is still a significant gap between LLaMA2-70B
and GPT4 (70.95%); (2) 7B pre-trained multilingual models (except LLaMA2-7B) achieve nearly
random results of 25% (since it’s lower than 30%, they are not displayed in the table); (3) For those
multilingual models, fine-tuning using Chinese resources consistently improves their performance
(BXLLaMA and ZHLLaMA VS. LLaMA, BLOOMZ. vs. BLOOM)

From the second block, we find that: (1) Among the Chinese LLMs, Baichuan2-13B demonstrates
the best overall performance (beats ChatGPT) with only 13B parameters. We attribute it to the high
quality of the training data; (2) Several Chinese LLMs achieve competitive results compared to
LLaMA2-70B with less than 20B parameters. This demonstrates that when focusing on a single
language, high-quality monolingual (or bilingual) training data can empower small models (7B or
13B) with good capability compared to multilingual training data. An overall observation is that
models from the same family always improve as the model size increases.

By subject From the perspective of subject
type, all models exhibit relatively high perfor-
mance in humanities, social sciences, and other
subjects, and medium performance in China-
specific subjects, while low performance in
STEM subjects. We attribute this to the nature
of each subject type, and the capability of LLMs:
(a) humanities, social sciences assess more on
memorization which is relatively easy for LLMs;
(b) China-specific topics encompass informa-
tion that is either absent from the training data
or inconsistent in multilingual training data; (c)
STEM topics usually require complex reasoning,
which has been proven to be difficult for exist-
ing LLMs. As expected, Chinese LLMs exhibit
smaller gaps between China-specific subjects
and other categories.

We compare the performance of the best-
performing Chinese model, Baichuan2-13B,
with the best-performing multilingual model,
GPT4, for each subject. We categorize the sub-
jects and present the results in Figure El The
numerical results can be found in Appendix [J.2}

From the figure, we note that the model’s per-
formance appears to be unbalanced, excelling in
certain subjects but struggling in others. Specif-
ically, ancient Chinese and college actuarial
science are the most challenging subjects for
both Baichuan2 and GPT4, yielding slightly bet-
ter results than random, while the legal and
moral basis is one of the easiest subjects for
both models. When comparing the two models,
we find that for most subjects, GPT4 outper-
forms Baichuan?2 by a significant margin, while
Baichuan2 surpasses GPT4 in 8 subjects, 6 of
these are China-specific subjects, and the other
2 (arts and philosophy) contain a large amount
of Chinese elements{’| These findings suggest
that including region- and culture-specific data
in training is essential to accommodate users
with different language backgrounds.

Ancient Chinese

Chinese Civil Service Exam
Chinese Driving Rule

Chinese Food

Chinese Foreign Policy

Chinese History

Chinese Literature

Chinese Teacher Qualification
Construction Project Management
ucation

High School Politics

Modern Chinese

Traditional Chinese Medicine

Agronomy

Clinical Knowledge

College Medicine
ComEuter Securit:
lementary |

Food Science

Human Sexuality

Legal And Moral Basis

Nutrition

Professional Medicine

Sports Science

Business Ethics

College Education

. Economics

High School Geography

Journalism

Management

Marketing

Professional Accounting

Professional _Ps%cho!ogy

Public Relations

Security Study

Sociology

Arts

College Law
Global Facts

Jurisprudence

Logical

Marxist Theory
Philosophy

Professional Law

World History

World Religions
Anatomy

Astronomy

College Actuarial Science
College Eréglneerln Hydrology
ollege Mathematics
College Medical Statistics
Computer Science
Conceptual Physics
Electrical Engineering
Elementary Mathematics
Genetics

High School Biology
High School Chemistry
High School Mathematics
ngm School Physics
lachine Learning

Virology

 _
1
|
International Law |
i ]
m
.
]

Baichuan2-13B ® GPT4

China
specific

Other

Social
Sciences

Humanities

STEM

0

25 50 75

Figure 3: GPT4 vs. Baichuan2-13B-Chat on each
subject (zero-shot). For a fair comparison, we use
free generation strategy for both models.

3Due to these subjects contain a mixture of Chinese elements and global elements, we did not categorize

them as China-specific.



Under review as a conference paper at ICLR 2024

Table 2: Zero-shot accuracy on CMMLU STEM subset, and full set, with direct answer (DA) prompt
and chain-of-thought (COT) prompt. To ensure a fair comparison, we use the free generation strategy.
“E changes” = the proportion (%) of instances cannot been matched after using COT — the proportion
(%) of that with DA prompt.

STEM Overall

Model E changes
DA CcoT DA COoT

ChatGPT 4522 46.58 53.14 52.73 +0.55
ChatGLM2-6B 4242 4256 49.61 49.34 -0.21
Baichuan2-13B-Chat  45.18 42.70 58.77 52.82 +3.85
BatGPT-15B-sirius 38.13  34.66 4526 42.87 +1.35
InternLM-Chat-20B ~ 42.09 32.31 53.52 4329 +3.87
Xverse-13B-Chat 40.13  30.53 5296 39.27 +19.77

4.2 ANALYSIS

In order to gain a comprehensive understanding of the LLM’s performance on CMMLU, we explored
three factors that may enhance the model’s performance and two factors that could potentially
diminish its performance. Specifically, we investigated whether the following factors can improve
the model’s performance: (1) utilizing chain-of-thought prompts, (2) increasing the number of input
examples, and (3) employing larger-sized models within the same family. Conversely, we explored
whether the following factors make the task more challenging for LLMs: (4) questions containing
negation words, and (5) questions with sub-options within them. For different analyses, we choose
different models in different stages according to the relevance and result availability.

Can chain-of-thought prompt improve model performance? To investigate the potential benefits
of chain-of-thought (COT) prompt in generating better results, we modified the prompt from “iF B,
Hedh HIEH B ZH3%E T (please provide the correct answer choice directly)” to “& 5 3T 1% H
IETAZ 2 (Analyze step by step and select the correct answer).” Since our dataset does not contain
answer analysis, we adopt zero-shot setting for this experiment. The results are presented in Table[2]
the breakdown of all sub-categories is provided in Appendix [J.3]

From the table, we see that for most models, the use of chain-of-thought prompt does not lead to
improvement. ChatGPT and ChatGLM2 slightly gain improvement after using COT prompt for
STEM subject, despite that the overall accuracy still decreases. We manually checked the outputs
and found that models either fail to explicitly generate the answer option after the analysis (instead
generating the content of the answer), or generate complex context to wrap the choice, which leads to
the failure of regex match. An obvious case is Xverse, compare to the direct answer prompt, the use
of COT prompt results in an increase of 19.77% responses that cannot be matched by our regex.

65 ) o
Baichuan2-13B
60 Baichuan2-13B-Chat
Xverse-13B 60
Xverse-13B-Chat
5 95 Baichuan-138 >, 55
£ 8 e e+ & |nemLM-Chat7B
g 50 Baichuan7B 5 50 S G ———
|*]
T4 —e— Falcon-40B <45 —e— ChatGLM2-6B
(=] (<)} .
« __e——— o o ——° BatGPT-15B-
g4 — D G LLaMA2-138 S0 a sirius
>
s / —e— LLaMA-65B <35 BLOOMZ-7B
30 /.—_f/*/a———C LLaMA2-7B 30 ChatGLM-6B
25 —e— LLaMA-13B 5
0 shot 1 shot 2 shot 3 shot 4 shot 5 shot 0 shot 1 shot 2 shot 3 shot 4 shot 5 shot
(a) Foundation models. (b) SFT/RLHF models.

Figure 4: Overall accuracy of models with varying number of few-shot examples.

Do few-shot examples help? Many studies have shown that LLMs can benefit from the in-context
examples, while some other studies have reported opposite observations (Liu et al., 2023} |Zeng]
2023). In this context, we use CMMLU as a case study to investigate in-context learning (ICL) in
LLM evaluation on multiple-choice questions.
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As illustrated in Figure ] we present the overall accuracy of models utilizing varying numbers
of in-context examples. There is a clear discrepancy that, when provided with only one example,
foundation models exhibit an overall boost, whereas fine-tuned models experience a decline in
performance. We conjecture this is because foundation models are primarily optimized for natural
text and may struggle to follow instructions. Providing examples helps these models better understand
the task. In contrast, SFT/RLHF models are optimized to follow instructions, and the introduction of
examples introduces a certain degree of mismatch with the data distribution during their fine-tuning,
thus leading to a decline in performance.

When provided with more examples, while there may be fluctuations, the overall trend for foundation
models indicates an improvement in performance with an increase in the number of examples.
However, for fine-tuned models, there is no consistent trend.

Impact of model size on performance We ex-
plored how the model’s performance improves
with an increase in the number of parameters.
To this end, we examine several model families
and present their five-shot accuracy in relation
to model size in Figure 5}
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From the figure, we see that both LLaMA and
LLaMA?2 gain 5-point increase in scores as
the model size changes from 7B to 13B, while
Baichuan shows a remarkable 10-point improve- T o 40 65 70
ment despite Baichuan-13B has 0.2T more train-
ing tokens than Baichuan-7B. We believe that
have 7 billion parameters limit the model’s ca-
pability in numerous tasks, while doubling the
parameters to about 13 billion significantly enhances certain capabilities and improves memorization.
As the model size continues to increase (as seen with LLaMA and LLaMA?2), the efficiency of
performance improvement decreases, with a 5x increase in model size resulting in a 7% improvement
for LLaMA and a 15% improvement for LLaMA?2. Comparing LLaMA?2 and Baichuan, it becomes
evident that a smaller model equipped with higher-quality monolingual training data not only can
achieve but also surpass the performance of a larger model with insufficient monolingual training
data in terms of monolingual performance.
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Figure 5: Five-shot accuracy of LLMs with differ-
ent model sizes.

Table 3: Average accuracy classified by ques- ~ Table 4: Average accuracy classified by ques-
tions w/ and w/o negation expressions, models ~ tions w/ and w/o sub-options. We use the

are organized by model family. We use the free ~ free generation strategy, except for the models
generation evaluation strategy. with “*”, which are foundation models without
instruction-following ability.

Model 0-shot 5-shot
w/ w/o w/ w/o Model 0-shot 5-shot
ChatGPT 5228 5360 5476 56.07 wi_ wh wi__ wio
GPT4 7072 6913 72.08 7121 GPT4 5114 6974 5341 7172
LLaMA-635B 2204 3654 37.09 40.18 ChatGPT 34.85 5390 33.33 5647
LLoMA. 138 3016 3797 3032 3949 LLaMA2-70B 2538 4985 2803 54.04
LLaMA2-13B-Chat 2824 37.90 3440 3873 Falcon-40B 2311 3872 2841 42.14
Baichuan-13B-Base  47.84 5547 5120 56.03 Baichuan2-13B-Chat  47.73 5978 3409 5741
Baichuan2-13B-Base  59.52 61.96  61.60 62.61 +COoT . 35.61  54.61 - -
Baichuan2-13B-Chat  58.64 60.60 5696 60.89 BatGPT-15B-sirius ~ 30.68 4651  31.06 4178
+COoT 3295 4425 - -
ChatGLM-6B 34.00 41.62 31.12 38.00 ChatGLM2-6B 28.79 50.84 27.65 49.82
ChatGLM2-6B 51.20 51.88 50.08 50.04 +COT 36.74 50.18 — _

Are questions with negation more challenging? Previous research has pointed out that language
models may encounter challenges with negation expression (Kassner & Schiitzel, 2020; |[Hosseini et al.
2021). To investigate whether this issue persists in the context of Chinese language and LLMs, we
firstly employ string matching to classify the test set into questions with and without negation words.
We then compare the performance of different models on these two subsets. Note that according to
our string matching results, approximately 10.7% data contains negation expressions.
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KT SERENASIEIERENETY . 1 RIERRANERZFER; 2 & KSEREEFE L~
ERET; 3 MSEEREER; 4 AEERRKE

The correct option for the statement about the horizontal pressure gradient force is 1. It is the direct
cause of the wind; 2. It is the pressure produced by the atmosphere on the sea level; 3. The direction is
perpendicular to the isobar; 4. From high pressure to low pressure

A. 1234 B. 234 C. 134 D. 123

ZERRE: C (Answer: C)

Figure 6: An example of questions with sub-options. Example from high school geography.

In Table[3] we present 4 model families, from the table we find that most models (with the exception
of GPT4 and ChatGLM2) perform less effectively on questions containing negative words compared
to those without, aligning with the findings of previous studies, and highlights this common limitation
of large language models.

Interestingly, developers have successfully mitigated this problem in different stages of development.
For example, LLaMA2 demonstrates the enhancement of model’s negation process ability using
SFT/RLHFE. The accuracy gap between question w/ and w/o negations decrease by about 5% after
applying SFT/RLHEF. Baichuan shows that better pre-training can also effectively alleviate this issue.
Specifically, Baichuan2 reduces such a gap to 1-2% compared to Baichuan’s 8-10% by using improved
pre-training data. ChatGLM2 almost shows the same performance when answering questions with
and without negations. We think the researcher has noticed the negation problem, and found that
compared to complex reasoning ability, enhancing negative processing is relatively easy.

Are questions with sub-options more challenging? There is a typical question type in all kinds
of Chinese exams called sub-option questions. These questions include a main statement along
with multiple sub-options, and inquire about the count, order, or selection of the sub-options, which
requiring the model to have deeper reasoning and inference skills (see example in Figure [6). The
sub-options in CMMLU can appear in different formats, such as “a, b, c...; @D, @, @..”, and account
for about 10.8% of the dataset. We classified the data into two subsets based on sub-option presence,
and put the evaluation results in Table {4} We observed that all these models performed weaker on
sub-options questions compared to those without sub-options, with a decline ranging from 10% to
20%. Intuitively, the COT prompt should alleviate such a problem by guiding the model to analyze
the sub-options one by one. However, the observation is that ChatGLM?2 and BatGPT benefit from
COT prompt while Baichuan doesn’t.

5 CONCLUSION

We introduce CMMLU, a groundbreaking benchmark designed to assess the multi-task language
understanding capabilities in Chinese. Our experimental findings reveal substantial opportunities
for improvement within existing large language models. Through extensive analysis, we identify
several factors that impact model performance and propose actionable directions for enhancing LLMs.
We are confident that our benchmark dataset and analytical insights will empower researchers to
effectively evaluate and design Chinese LLMs.
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A COMPARISON TO CONCURRENT BENCHMARKS

C-Eval (Huang et al.| 2023) and M3KE (Liu et al.,|2023) are two similar benchmarks concurrent
with our work. We compare the task distribution of these benchmarks in Table[5] and demonstrate
that CMMLU contains more culture-related and region-related tasks. While there are differences in
task distribution, we acknowledge that these datasets exhibit similarities in the task types and can,
therefore, be jointly used as assessment criteria for evaluating the Chinese language capabilities of
large models.

We further assess the overlap between CMMLU and both of these benchmarks. For this purpose,
we first sort four choices for each question to eliminate the influence of choice order. Subsequently,
we concatenate the question string with the sorted choice strings. Then, we remove all punctuation
marks, including underscores and brackets, from the resulting strings. The final overlap, computed
using exact string matching, yields a total of 74 for CEval and 158 for M3KE. This overlap accounts
for approximately 1% of our dataset.

Table 5: Task distributions of contemporary similar datasets. CMMLU contains more subjects in
humanities, social science, and others (usually country- or culture-specific) compared to CEval
and M3KE, while fewer subjects in STEM. This indicates that our dataset is more inclined toward
examining knowledge related to social, cultural, and regional factors.

Model STEM Humanities Social Science Other China-specific Total

CEval 20 11 10 11 - 52
M3KE 31 12 21 7 - 71
CMMLU 17 13 22 15 15 67

B CMMLU SUBJECTS

Table [6]lists all subjects of CMMLU. The table also provides details for each subject test, including
the concepts covered, the supercategory to which each subject belongs, and the total number of
questions.
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Table 6: Summary of all 67 subjects.
number of questions in this subject

“*’ indicate the China-specific subject. # Q means the total

Task Tested Concepts Supercategory #Q
Agronomy (7¢*) Crop physiology, agroecology, soil science, breeding, ... Other 169
Anatomy (f#1]2%) Gross anatomy, neuroanatomy, clinical anatomy, ... STEM 148
Ancient Chinese (7 {}1&)* Classical Chinese, poems, words, songs,... Social Science 164
Arts (BR%) Drama, poetry, ink painting, literature, movie, ... Humanities 160
Astronomy (R Astronautics, planets, galaxies, asteroids, constellations, ... STEM 165
Business Ethics (/L /£3H) Fairness and justice, transparency and accountability, ... Social Science 209
Chinese History GEVIESS Ancient history, modern history, ancient culture, ... Humanities 323
Chinese Literature (H[E 3 2)* Poetry, prose, drama, literary theory, ... Humanities 204
Chinese Civil Service Exam (1 [E /A 45 51 %) * Science, law, Confucian classics, logic, common sense, ... Social Science 160
Chinese Driving Rule (HEZ SR )* Emergency procedures, signs, signals, traffic laws, ... Other 131
Chinese Food Culture (F[EX & {L)* Regional cuisines, cultural significance, nutrition, ... Social Science 136
Chinese Foreign Policy (H[E M C B * China’s foreign policy’s principles, goals, history, ... Social Science 107
Chinese Teacher Qualification (H [E| T B %)+ Educational theory, pedagogy, psychology, language, ... Social Science 179
Clinical Knowledge (Il /R&11) Anatomy, physiology, healthcare, diagnose, pathology, ... STEM 237
College Actuarial Science (REFREH ) Factor reduction tables, density functions, ... STEM 106
College Education (K2EHE %) Modern education, ancient education, school education, ... Social Science 107
College Engineering Hydrology (K2# THE/K 3L 2%) Air pressure, altitude, precipitation, ... STEM 106
College Law (K2 1M Criminal patterns, patent law, marriage law, ... Humanities 108
College Mathematics (K22 Matrices, derivatives, random variables, ... STEM 105
College Medical Statistics (K2£EE2£5T1T) Probability, statistical tests, linear regression STEM 106
College Medicine (K*£[E %) Biochemistry, organic chemistry, genetics, metabolism, ... STEM 273
Computer Science (I HHLE}F) Data structures, algorithms, programming, operating systems, ... STEM 204
Computer Security (W B ALZ4) Network security, cryptography, firewalls, network protocols, ... STEM 171
Conceptual Physics (&4 312%) Mechanics, waves, power, energy, light, electricity, ... STEM 147
Construction Project Management (1% T.F2%& #)* Planning, contracts, safety, budgeting, management, ... Other 139
Economics (43157 2) Microeconomics, macroeconomics, economic systems, policy, ... Social Science 159
Education ({5 %) Educational psychology, policies, technology, management ... Social Science 163
Electrical Engineering (X T.) Electromagnetics, Ohm’s Law, power Systems, ... STEM 172
Elementary Chinese (VNFBE)* Ancient poems, classics, pronunciation, meaning, ... Social Science 252
Elementary Commonsense (N )* heatstroke, fire, diet, first aid, ... Other 198
Elementary Information and Technology (/N{5 B A) windows, word, powerpoint, ... Other 238
Elementary Mathematics (¥]554{%) Trigonometry, plane geometry, solid geometry, arithmetic, ... STEM 230
Ethnology (Fi5&22)* Minority cultures, policies, religion, beliefs, history, ... Social Science 135
Food Science (& §iRH#) Chemistry, microbiology, processing, preservation, nutrition, ... Other 143
Genetics (35 {£2) Mendelian Genetics, chromosomes, DNA, genetic disorders, ... STEM 176
Global Facts (43kE55) International economics, organizations, global events, ... Humanities 149
High School Biology (7 H£E4)) Cell biology, genetics, evolution, ecology, microbiology, ... STEM 169
High School Chemistry (R L) Atomic, synthesis, chemical equilibrium, acid-base reactions, ... STEM 132
High School Geography (5 #11¥%) Physical geography, human geography, environmental geography, ... Social Science 118
High School Mathematics (7 (%) Equations, trigonometry, analytic geometry, probability, ... STEM 164
High School Physics (F YA Mechanics, heat, optics, electricity, acoustics, nuclear physics, ... STEM 110
High School Politics (i FELIA)* Marxist philosophy, political economy, scientific socialism, ... Social Science 143
Human Sexuality (NFEHEATH) Reproductive health, contraceptive methods, mental health, ... Other 126
International Law ([ PriZi=%) Treaties, agreements, national sovereignty, law of the sea, ... Humanities 185
Journalism (H7/H %) Media effects theory, communication models, journalism law, ... Social Science 172
Jurisprudence (JEFE) Constitution, Administrative Law, Civil Law, Criminal Law, ... Humanities 411
Legal And Moral Basis (74 5 18 5L Ri) Legal ethics, moral views and values, social ethics, history, ... Other 214
Logical GZ %) Propositional logic, inductive reasoning, critical thinking, ... Humanities 123
Machine Learning (Hl#52%>]) Supervised learning, unsupervised learning, neural networks, ... STEM 122
Management (&3 %) Organizational theory, leadership, international management, ... Social Science 210
Marketing (7% E 1) Marketing Concepts, Pricing Strategies, Consumer Behavior, ... Social Science 180
Marxist Theory (255 &3 X HHE) Basic principles, Practical significance, contemporary value, ... Humanities 189
Modern Chinese (PR 10E)* Grammar, semantic, literature, ... Social Science 116
Nutrition (ﬁﬁ‘ﬁ) Dietary fiber, trace elements, fatty acids, ... STEM 145
Philosophy (¥72#) Chinese Philosophy, Western Philosophy, Book of Changes, ... Humanities 105
Professional Accounting (£t Audit, financing, assets, profit distribution, ... Social Science 175
Professional Law (& V.1%2%) Patent Law, Criminal Law, Contract Law, ... Humanities 211
Professional Medicine (% L[ %) Clinical Trials, Fractures, HIV, ... STEM 376
Professional Psychology (% L/0FE2) emotions, thought patterns, perception, ... Social Science 232
Public Relations (A 3£ 7) Negotiations, Organizational Image, Etiquette, ... Social Science 174
Security Study (%4 H5%) national security, terrorism, ... Social Science 135
Sociology (:%:%%) Socialization, cities and community, ... Social Science 226
Sports Science (FEZ) swimming, Chinese martial arts, heart rate, ... Other 165
Traditional Chinese Medicine ([ H124)* human meridians, yin and yang, ... Other 185
Virology (i 5%) Pathogen, viral gene mutation, infection STEM 169
‘World History (5L ) Ancient civilizations, the Industrial Revolution, world wars, ... Humanities 161
World Religions (iR =) Islam, Judaism, Buddhism, Christianity, ... Humanities 160

Table[7] presents the breakdown of statistical results of the CMMLU test set for each supercategory,
including the number of tasks, number of questions, average question counts for each subject,
maximum and minimum counts of questions, and average token length for question and choices.
Meanwhile, Figure [7] provides a visualization of the token lengths of questions and answers for each
subject.
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Table 7: The statistics of the CMMLU test set, where Q represents the question and C indicates the

answer choices.

Subject Tasks #Q Avg. #Q Max. #Q Min#Q Avg.Q Tokens Avg.C Tokens
STEM 17 2531  148.88 230 105 38.53 11.62
Humanities 13 2489 191.46 411 105 41.65 10.10
Social Science 22 3652 166.00 252 107 36.84 7.25
Other 15 2910 194.00 376 126 31.31 7.02
China-specific 15 2572 171.46 323 107 44.54 8.20
All 67 11582 172.87 411 105 36.85 8.76
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Figure 7: Question and answer lengths of each subject.
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C CMMLU EXAMPLES

Table 8: Examples with their corresponding English translations from CMMLU among different
subjects, where the bold items indicate the correct choices.

Subject | Question | Choices

STEM

THEEZE 5 T #A — SR EREE, HAR
F=Z?

A AEI IR HIPR

B. [A5h S AL

C. &M, SR EALE AT

D. fEHL S KM, 38 5 A& AL
HIfE

What is the purpose of the iron chain
dragging on the ground behind an oil
tanker?

A. As a symbol of an oil tanker

B. Dissipating heat to the outside world

C. Emitting sound to alert other vehicles
and pedestrians

D. Conducting electric charges into the
ground to prevent hazards caused by
static electricity

Humanities

KR GUERZ) BTEER?

AT
B.&H
C. Wi
D. &%

Who is the author of the novel “Moment in
Peking™?

. Ding Ling
Rou Shi

. Lin Yutang
Lao She

Social Science

PR O FFEIE

LR
HEEIRIR
)3
HEERR

“Pilaf” is a characteristic cuisine of ()

Zang nationality
Uygur

Miao nationality
Chaoxian nationality

Other

HEREA
HAEZED
YL #EB
HEFRC

The yellowing of the whole body is a result
of excessive consumption of ()

Vitamin A
Vitamin D
. Vitamin B
. Vitamin C

COAWE | UNEP|TUNFF | TAFE | DAES

China specific

TR THERBERRZIE?

Who among Confucius’s disciples was
good at doing business?

C. Yan Hui
D. Zi Zhang

Table 8] provides examples from CMMLU in each category.

17



Under review as a conference paper at ICLR 2024

D CMMLU DIFFICULTY DISTRIBUTION

We analyze the difficulty distribution of CMMLU from two perspectives. Firstly, the CMMLU
benchmark encompasses a diverse range of difficulty levels: 5 subjects at primary school level, 10 at
middle/high school level, 23 at college level, and 29 at professional level, ensuring a comprehensive
difficulty spectrum.

Secondly, to estimate the difficulty distribution within each subject, we evaluated the top 20 models
from our main results table. Each question was treated as a data point, and we recorded the number
of models correctly answering each question. This approach allowed us to map out the difficulty
distribution across subjects.
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Figure 8: Difficulty distribution estimation of each subject. We use violin plot for visualization,
where the x-axis represents the number of models that correctly answer a question, and the y-axis
indicates the quantity of such questions. A peak on the left side of the plot (e.g., college actuarial
science at position [3, 3]) suggests that the subject is generally challenging, as most questions are
correctly answered by only a few models. Conversely, a peak on the right (e.g., arts at position [1, 4])
indicates a relatively simpler subject, where most questions are correctly answered by many models.
Subjects exhibiting multi-peak distributions reveal a varied difficulty range within that subset. For
instance, a hypothetical scenario with a dataset comprising basic arithmetic problems and complex
calculus questions would result in a distribution with two distinct peaks separated by a notable gap,
resembling a horizontal funnel. This indicates a wide spectrum of difficulty levels, from very easy to
highly challenging.

Figure [§] reveals that the majority of subjects exhibit a single peak in their difficulty distribution.
This single-peak pattern indicates a uniform level of difficulty within these subjects, suggesting a
consistent challenge for models across the range of questions. However, certain subjects, such as
machine learning (located at position [9, 1]) and professional law (at position [10, 3]), display dual
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peaks. This dual-peak pattern signifies a notable presence of both relatively easy and challenging
questions, with fewer intermediate-level questions. Despite the presence of two peaks, the transition
between these peaks is gradual rather than abrupt, indicating a smooth progression in difficulty levels
within these subjects.

E EMERGENT ABILITY SHOWN IN CMMLU SUBJECTS
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Figure 9: LLaMA-2 models performance on each subject. s, m, Il means 7B, 13B and 70B models,
respectively.

We assessed the concept of emergent ability using the LLaMA-2 model family. Figure[J]illustrates
the performance of the LLaMA-2 pre-trained models (7B, 13B, and 70B) across various subjects.
The figure indicates that, for most subjects, there is a correlation between increased model size
and enhanced performance. Notably, in subjects like college education (position [2, 4)), elementary
commonsense (position [3, 6]), human sexuality (position [4, 7]), and public relations (position [5, 12]),
the performance of the 7B and 13B models is comparable, while the 70B model shows a significant
improvement.

However, since LLaMA-2-70B model has been trained on a more extensive dataset compared to
its 7B and 13B counterparts, which likely includes more comprehensive coverage in these specific
domains. We cannot simply attribute it to emergent ability. In addition, these tasks are mostly belongs
to social science rather than STEM (which might need intensive reasoning). Given these complexities,
we leave the exploration of emergent ability in our future research endeavors.

19



Under review as a conference paper at ICLR 2024

F MODELS BEING EVALUATED

ChatGPT/GPT4 are GPT models developed by OpenAl and fine-tuned using reinforcement
learning from human feedback (RLHF). As commercial products, specific details about the model
size, training data, and training process remain undisclosed.

Falcon is a decoder-only model created by TII and trained on 1,000B tokens of RefinedWeb (Penedo
et al.,[2023)) data. Due to the high quality of its training data, Falcon-40B performs competitively
with LLaMA-65B on various benchmarks.

LLaMA is an auto-regressive language model proposed by Meta. It incorporates several structural
improvements over the vanilla transformer and is trained on a mixture of publicly available data
sources. LLaMA has demonstrated performance that is comparable to or even superior to models that
are ten times its size.

LLaMA2 is an upgraded version of LLaMA developed by Meta. The preprocessing stage involves
more robust data cleaning and updating data mixes, and the model employs a 40% increase in the
total token count during training. Additionally, it up-samples the most factual sources to enhance
knowledge and reduce hallucinations. Grouped-query attention (GQA) has been employed to reduce
GPU memory usage.

BLOOM is a multi-lingual targeted LLM developed by BigScience. It is trained on 46 natural
languages and 13 programming languages. The largest BLOOM model consists of 176B parameters,
but deploying such a large model can be challenging. In this paper, we evaluate the performance of
the 7B BLOOM model.

BLOOMZ is derived from BLOOM through fine-tuning on a cross-lingual task mixture (xP3),
which is an instruction-following dataset. BLOOMZ exhibits competitive performance with models
that have a larger number of parameters across various non-generation tasks.

Bactrian-X is a series of LLMs (LLaMA, BLOOM, mT5) proposed by MBZUAI. These models are
fine-tuned on a multilingual instruction-following dataset that encompasses 52 languages. All the fine-
tuned Bactrian-X models demonstrate performance improvements compared to their corresponding
base models in multilingual generation settings.

ChatGLM and ChatGLM2 are bidirectional dense models pre-trained using the General Language
Model (GLM) algorithm developed by Tsinghua University. They support bilingual (Chinese and
English) language processing. ChatGLM is a version of GLM that is enhanced with supervised fine-
tuning, feedback bootstrap, and reinforcement learning with human feedback, specifically optimized
for Chinese question answering (QA) and dialogue tasks. In this paper, we evaluate the performance
of 10B and 6B models of GLM.

BatGPT jointly developed by Wuhan University and Shanghai Jiaotong University, is a bilingual
(Chinese and English) and bidirectional language model. BatGPT is initialized with a novel parameter
expansion method, which enables it to absorb knowledge from the pre-training of other LLMs. With
a bidirectional autoregressive architecture and further enhancement through Supervised Fine-Tuning
(SFT) and Reinforcement Learning from Human and Al Feedback (RLHAF), BatGPT is able to
handle long-range, multi-turn question-answering tasks effectively and alleviate concerns regarding
memory limitations. The evaluation of the 15B version is presented in this work.

MOSS-SFT is an open-source Chinese language model proposed by Fudan University. It is
comparable to ChatGPT in terms of training scale and alignment techniques. MOSS-SFT is initialized
with CodeGen and further pre-trained on 100B Chinese tokens and 20B English tokens. The
Supervised Fine-Tuned (SFT) version of MOSS-SFT enables the model to follow instructions in
multi-turn dialogues.
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Chinese-LLaMA is part of the Chinese-LLaMA-Alpaca project, an open-source initiative that
extends the vocabulary of LLaMA and Alpaca to include more Chinese tokens. The models are then
further trained on a larger Chinese corpus to enhance their performance.

Baichuan and Baichuan2 are large language model families publicly released by Baichuan
Intelligent Technology. Both include versions with 7B and 13B parameters, as well as base and chat
variants. Baichuan models are trained on high-quality corpora totaling 1.4 trillion tokens, which
surpasses LLaMA-13B by 40%. The models offer support for both Chinese and English languages,
and have an extensive context window of 4096. Baichuan?2 series is trained on nearly twice the
amount of high-quality data, resulting in additional performance enhancements.

Xverse is a 13B multilingual large language model developed by Shenzhen Yuanxiang Technology.
It is trained on 1.4 trillion tokens from diverse sources and supports an extensive 8k context length,
efficient tokenization, and advanced training technologies, making it both versatile and efficient.

InternLM is an open-source, lightweight training framework developed collaboratively by Shang-
hai AI Laboratory in partnership with researchers from various universities and companies. Its
primary objective is to facilitate model pre-training without the need for extensive dependencies. Uti-
lizing a unified codebase, it supports both large-scale cluster pre-training on thousands of GPUs and
fine-tuning on a single GPU, achieving remarkable performance enhancements. Notably, InternLM
achieves nearly 90% acceleration efficiency when training on 1024 GPUs. Based on the InternLM
framework, a model family including 7B and 20B versions as well as base and chat variants was
released.

G STRATEGIES FOR ESTIMATING MODEL CHOICES

In this section, we compare three strategies for multiple-choice question evaluation. We introduce
the mechanism of each strategy, explain its rationale, and compare their efficiency, strengths, and
weaknesses. For convenience, we assume the question is “textQ”, and the four choices are: “textA”,
“textB”, “textC”, “textD”.

Strategy 1 — Next Token Prediction The idea is to input the question along with all candidate
choices and prompt the model with a direct answer text, such as “The answer is: ”. We then retrieve
the probabilities of the next predicted token and compare these probabilities over the four choice
indicator tokens, typically [A4, B, C, D]. The token with the highest probability is treated as the
model’s choice.

» Example input:

— Question: textQ
A. textA
B. textB
C. textC
D. textD
Answer:

* Efficiency: High

* Pro: Most efficient method.

* Con: The model may not tend to generate a token from these choice letters.

» How to mitigate the cons: Provide few-shot examples with their expected answers.

* Works or frameworks use this strategy: MMLU (Hendrycks et al.,[2021a), HELM (Liang
et al.,[2022).

Strategy 2 — Perplexity Comparison After combining question with all candidate choices. We
concatenate each candidate answer with the full question and candidates text. These concatenated
texts are then input to the model for a forward pass, and we compute the perplexity for each. The
sequence with the lowest perplexity is treated as the model’s choice.
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» Example input (4 inputs):

— Question: textQ

A. textA

B. textB

C. textC

D. textD

Answer: A. textA
— Question: textQ

A. textA

B. textB

C. textC

D. textD

Answer: B. textB
— Question: textQ

A. textA

B. textB

C. textC

D. textD

Answer: C. textC
— Question: textQ

A. textA

B. textB

C. textC

D. textD

Answer: D. textD

* Efficiency: Low

* Pro: Aligns with the objective of language model optimization as perplexity reflects the true
probability of a model generating the given text.

e Con: Low efficiency. Usually take 4x time (for a 4-choice question) compared to Next
Token Prediction.

* How to mitigate the cons: Efficient implementation that only computes the same prefix
once.

* Works or frameworks use this strategy: LM-Evaluation-Harness (Gao et al.,|2021), Open-
Compass/[]

Strategy 3 — Free Generation We input the question and candidate choices to the model and
prompt it by asking for the correct choices. We allow the model to continue generating text, and then
use the auxiliary method to match the patterns and extract the model’s choices.

» Example input:

— Question: textQ
A:textA
B:textB
C:textC
D:textD
Answer:

* Efficiency: Medium/Low
* Pro: Allow various prompting,

* Con: Need answer extraction via human/model/regular expression. This process can be
costly and error-prone. The generation can be very long, resulting in significant time
consumption.

* How to mitigate the cons: Train a robust answer extraction model, or design robust regular
expressions. Use a small temperature when doing generation.

4https ://github.com/open—compass/opencompass
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Table 9: Comparison of different evaluation strategies. We compare next token prediction (i.e.
“Next”), and free generation (“Gen”). We also list the proportion of responses that cannot matched by
our regex (% E). Note that our regex is designed based on the observation of ChatGPT and ChatGLM
responses.

Model Next Gen %E
0-shot

Baichuan2-13B-Chat 59.79 58.77 0.71
BatGPT-15B-sirius 4981 4526 2.35
ChatGLM-6B 40.56 4043 1.15
ChatGLM2-6B 51.48 49.61 1.51
InternLM-Chat-20B 55.06 53.52 0.01
Xverse-13B-Chat 55.59 5296 0.88

5-shot

Baichuan2-13B-Chat 59.89 5444 6.44
BatGPT-15B-sirius 47.88 40.13 4.58
ChatGLM-6B 37.17 36.83 1.65
ChatGLM2-6B 49.69 48.80 0.56
InternLM-Chat-20B  54.52 51.51 042
Xverse-13B-Chat 56.12 51.64 5.55

* Works or frameworks use this strategy: OpenCompass, C-Eval (Huang et al., 2023]).

Table [9] compares models performance using strategy 1 and strategy 3. Since strategy 2 is time-
consuming, we didn’t conduct results on it. From the table, we find that using next token prediction
achieves a higher score than using the free generation strategy for all models, but the gap is less
than 3% for most of the models under the zero-shot setting (with the exception of BatGPT which is
about 5%). For both zero-shot and five-shot settings, the gap between strategy 1 and 2 is positively
correlated to the proportion of the instances that cannot match any choice using regex. Hence, we
believe using the next token prediction to force the model to make a choice among the given choices
can effectively reflect its knowledge capacity.

H REGULAR EXPRESSIONS MATCHING ALGORITHMSL

The pseudocode in Algorithm [I]outlines the ExtractChoice function for extracting choices from an
LLM output string.

Initially, the function examines whether the first character of the string corresponds to a valid choice
and returns that choice if true. To accommodate the complex responses of different LL.M.s, we adopt
a four-step matching mechanism.

First: Identify and extract choices by seeking patterns of some choice statements, such as the term
“answer” (answer) followed by valid options. Second: Employ a pattern to recursively identify and
extract the choices mentioned in the string, iterating until they finally appear. Third: Use weak single
matching patterns. Fourth: Check for responses that mention a single choice.

If there is no matching pattern or unique selection, "E” is returned by default, indicating that no
selection was confidently extracted.
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Algorithm 1 Algorithm for Extracting Choices from Response Strings

1: procedure EXTRACTCHOICE(response)
2: response < convert to string(response)

3: choices + ['A’/ B,/ C")/ D']

4: if first character of response € choices then

5: return first character of response

6: end if

7: patternsy < [

8: (r' ER QEI) 2 (&17): 2 2([ABCD])’, 3),
90 (x! BR (B M) EI ?([ABCD]) 2),

10: (r Eﬁzvﬁiﬁhv ? 2 <[ BCD

11: (r’ ([ABCD]) ’Ji° f‘sm vIEﬁﬁa 1),
12: (r IEBERI23E (B | H) 2 ([ABCD])’, 2),
13: (r' BHE (M%) 2 Eljj ([ABCD])’, 3),
14: (r’ 3% 2 ([ABCD]) 2 (& M) 21E", 1),
15: (v EFEEZR 2 ([ABCD])’, 1),

16 (o A%, ([ABCD]> 1),

17: (r’ ([ABCD]) (&20) 2 & F&HE, 1),
18: (r 'K%?S'aiﬁ ? ? ([ABCD])’, 1),

19: (v’ B (%0 'uw%jj .«?) ([ABCD])’, 3),
20: (r'"textbf{\ (([ABCD])’, 1)

21: ]

22: patternss < [

23: (r’ ([ABCD]) (.?) 3%, 1),

24: (r’ ([ABCD]) (.?)1Eff’, 1)

25: ]

26:

27: patternss < [

28:  (r’ ["ARI%&: 2 2([ABCD])’, 1),

29: (r’ “HEW ([ABCD]) ', 1)

30: ]

31:

32: for each patterns in [patternsi, patternss, patternss] do
33: for each (pattern,idz) in patterns do

34: if pattern is found in response then

35: answer <— matched group(idx)

36: if answer € choices then

37: return answer

38: end if

39: end if

40: end for

41: end for
42: patterny <— r’ " [TABCD] » ([ABCD]) [ "ABCD] *$’

43: if pattern, is matched in response then

44: answer < matched group(1)

45: if answer € choices then

46: return answer

47: end if

48: end if

49: return “E” > Return E as default if no match is found

50: end procedure
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I CORRELATION TO OTHER BENCHMARKS

To investigate the correlation between models performance on CMMLU and other benchmarks, we
choose 6 popular English LLMs and 5 benchmarks to conducte correlation analysis.

From Figure[T0]we find that CMMLU demonstrates a strong correlation with four of these benchmarks,
which span areas such as mathematics, commonsense reasoning, and coding. The exception is the
PIQA task, where the relevance is somewhat diminished due to most models achieving high scores
(>80%) on this task. However, 0.88 still shows strong positive correlation.

CMMLU vs RACE-M CMMLU vs CommonSenseQA CMMLU vs PIQA CMMLU vs GSM8K CMMLU vs HumanEval o Llamal-13B
Pearson corr=0.973 o Pearson corr=0.970 100 Pearson corr=0.880 100 Pearson corr=0.963 Pearson corr=0.948 Llama2-13B.

0
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Figure 10: Correlation between the performance on CMMLU and that of other benchmarks. We
choose RACE dataset for general language understanding, CommonSenseQA for commonsense
reasoning,, PIQA for general reasoning, GSMS8K for mathematics, and HumanEval for code ability.

J BREAKDOWN OF MODEL PERFORMANCE

J.1 RESULTS OF ZERO-SHOT

Table [TT]displays zero-shot results of the LLMs on CMMLU by 5 sub-categories.

J.2  THE RESULTS OF EACH SUBJECTS

We compared the 0-shot and 5-shot results of selected LLMs that showed higher performance on
each subject in Table We further analyze the performance distribution of multiple LLMs across
all subjects in Figure It is evident from the figure that LLMs with higher performance exhibit
diverse abilities across various tasks, while those with lower performance face challenges in most
subjects. Furthermore, the scatter plot distribution indicates comparable performance levels among
LLMs across different subjects.

J.3 THE EFFECT OF CHAIN-OF-THOUGHT PROMPT

Table[T2] shows the breakdown of the models performance after using chain-of-thought prompt.
100
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ChatGPT LLaMA2-70B Falcon-40B Baichuan2-13B-Chat ChatGLM2-6B InternLM-Chat-20B BatGPT-15B-sirius

Figure 11: The performance of selected LLMs on CMMLU on each subject. The results for both
0-shot and 5-shot scenarios are depicted.
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Table 10: The results of 0-shot and 5-shot accuracy per subject. The number on the left of 0-shot and
the number on the right of 5-shot. The models are LLaMA2-70B, Falcon-40B, Baichuan2-13B-Chat,
ChatGLM2-6B, InternLM-Chat-20B, BatGPT-15B-sirius.

Subject GPT4 LLaMA2 Falcon Baichuan2 ChatGLM2  InternLM BatGPT

Ancient Chinese 37.2/409 2747274 268/29.3 409/37.8 268/299 335/36.0 29.9/274
Chinese Civil Service Exam 63.7/62.5 50.0/53.8 33.8/30.6 619/544 51.2/50.0 494/525 525/51.2
Chinese Driving Rule 82.4/88.5 664/702 550/573 77.1/809 60.3/62.6 67.2/68.7 62.6/59.5
Chinese Food Culture 65.4/654 353/375 33.1/419 60.3/647 50.0/41.9 522/529 559/47.1
Chinese Foreign Policy 81.3/804 62.6/63.6 48.6/42.1 748/720 60.7/542 71.0/63.6 52.3/56.1
Chinese History 76.5/7177 619/61.0 46.1/49.2 72.8/69.7 61.0/69.3 77.1/783 61.6/64.7
Chinese Literature 49.5/475 37.7/363 275/324 574/574 363/348 48.0/48.5 39.2/343
Chinese Teacher Qualification 78.2/793 59.2/659 458/59.2 79.3/77.7 61.5/59.8 754/72.1 60.3/54.2
Construction Project Management  51.1/54.7 41.7/41.7 30.2/345 432/432 36.7/38.1 44.6/48.2 41.7/36.7
Elementary Chinese 53.2/587 29.4/349 285/285 579/61.1 456/448 48.0/444 448/42.1
Elementary Commonsense 68.2/73.77 46.5/49.5 356/455 62.6/71.2 525/49.0 55.6/56.1 50.5/48.0
Ethnology 63.7/74.1 42.2/46.7 36.3/39.3 659/59.3 48.1/422 63.0/556 47.4/452
High School Politics 67.1/65.7 44.1/49.0 357/413 769/67.8 49.0/50.3 538/51.7 49.0/53.8
Modern Chinese 56.0/62.1 345/40.5 28.4/30.2 457/457 44.0/39.7 414/457 40.5/388
Traditional Chinese Medicine 58.4/60.5 384/422 31.9/30.8 55.1/524 48.1/53.5 48.6/46.5 48.1/449
Agronomy 66.3/67.5 46.2/50.9 355/39.6 58.0/61.5 46.7/42.6 56.2/550 47.3/48.5
Clinical Knowledge 68.8/72.2 4227435 36.7/38.0 51.5/51.1 443/40.1 45.1/439 40.5/42.6
College Medicine 722/758 39.6/447 26.7/33.0 564/560 429/45.1 40.3/454 447/41.0
Computer Security 87.7/854 63.7/73.7 404/450 66.1/684 56.1/56.1 71.3/68.4 63.2/54.4
Elementary IT 93.7/945 769/71.7 54.6/63.3 79.0/75.6 68.1/63.9 73.5/74.8 66.0/63.0
Food Science 74.1/76.2 53.1/56.6 39.2/434 60.1/60.8 49.7/43.4 552/49.7 47.6/46.2
Human Sexuality 722/69.8 603/62.7 452/484 61.1/619 484/43.7 61.1/603 524/429
Legal And Moral Basis 91.1/91.1 827/855 67.3/73.8 92.1/93.0 83.6/822 90.2/90.2 84.6/77.1
Nutrition 73.8/724 49.7/56.6 42.1/42.8 579/648 53.1/47.6 524/545 51.0/434
Professional Medicine 66.5/673 34.8/372 26.6/327 50.5/50.5 37.5/36.7 41.0/39.6 33.0/34.0
Sports Science 70.9/72.1 51.5/57.0 43.6/43.0 60.0/60.0 49.7/49.1 60.6/63.0 50.3/47.9
Business Ethics 70.8/73.7 56.9/62.7 40.2/43.5 59.8/555 464/42.6 56.5/59.8 52.6/464
College Education 79.4/83.2 62.6/69.2 55.1/53.3 729/766 645/682 729/729 66.4/56.1
Economics 84.9/84.9 553/579 484/49.1 623/642 465/440 553/56.6 52.8/47.8
Education 63.8/644 515/534 41.7/442 699/706 60.1/60.7 60.1/61.3 589/57.7
High School Geography 78.0/754 424/51.7 44.1/424 66.1/67.8 475/542 56.8/55.1 47.5/52.5
Journalism 68.0/69.2 54.1/61.0 43.0/453 59.3/622 529/483 558/54.1 529/51.7
Management 829/843 56.7/648 49.5/495 68.6/719 629/61.0 652/67.6 62.4/59.0
Marketing 81.7/81.7 65.6/66.1 439/544 67.8/633 57.2/56.7 67.2/66.7 55.0/54.4
Professional Accounting 72.6/76.6 51.4/61.7 41.1/50.3 70.3/720 56.6/549 554/594 57.7/56.6
Professional Psychology 81.9/81.9 50.0/62.5 422/509 703/724 55.6/58.6 68.5/68.5 582/59.1
Public Relations 63.8/67.2 569/62.1 46.0/523 64.4/557 51.1/534 552/58.0 51.7/51.7
Security Study 80.0/80.7 54.8/674 48.1/489 704/733 585/63.7 644/622 60.7/62.2
Sociology 72.1/73.0 593/642 41.2/47.8 642/68.1 51.3/473 58.8/59.3 49.1/46.0
Arts 74.4/775 588/63.1 50.6/53.1 83.1/83.1 66.2/68.1 756/71.9 69.4/61.3
College Law 59.3/63.0 39.8/42.6 31.3/354 55.6/54.6 454/42.6 472/50.0 42.6/46.3
Global Facts 71.8/779 49.0/584 39.5/46.7 71.1/644 57.0/49.0 644/61.7 51.7/52.3
International Law 61.1/643 49.7/514 40.0/36.8 56.2/51.9 384/346 47.6/48.6 41.1/39.5
Jurisprudence 71.0/73.0 584/594 39.4/440 63.0/640 53.0/52.6 59.4/59.6 53.0/49.9
Logical 70.7/80.5 545/61.8 35.8/358 59.3/569 48.0/41.5 545/512 41.5/423
Marxist Theory 78.8/82.0 60.8/67.2 50.3/48.1 762/81.0 56.6/60.3 69.8/66.1 56.6/55.0
Philosophy 69.5/724 61.0/64.8 524/543 68.6/66.7 59.0/59.0 70.5/68.6 53.3/53.3
Professional Law 53.6/54.0 37.4/43.1 29.4/289 50.2/479 41.7/393 48.8/455 40.3/40.8
World History 84.5/83.9 64.0/658 453/49.1 64.6/689 553/57.8 764/752 56.5/584
World Religions 78.8/83.8 613/669 494/512 725/73.8 588/58.1 63.7/61.3 55.0/53.8
Anatomy 69.6/67.6 33.8/324 253/340 48.6/48.6 345/351 345/33.8 35.1/35.1
Astronomy 55.8/60.0 37.6/43.6 26.7/33.3 41.2/41.8 31.5/327 37.0/339 36.4/345
College Actuarial Science 434/415 283/32.1 32.1/283 30.2/30.2 23.6/23.6 274/30.2 255/31.1
College Engineering Hydrology 66.0/71.7 50.0/472 40.6/425 519/604 36.8/38.7 50.0/47.2 39.6/33.0
College Mathematics 45771457 238/30.5 24.8/27.6 248/267 219/295 36.2/314 28.6/27.6
College Medical Statistics 73.6/764 47.2/547 32.1/32.1 519/53.8 46.2/453 53.8/557 443/425
Computer Science 779/824 529/583 343/42.6 583/588 47.1/48.0 559/53.9 48.0/46.6
Conceptual Physics 73.5/741 47.6/544 38.8/38.1 60.5/57.1 633/64.6 51.0/483 63.9/585
Electrical Engineering 65.1/703 47.1/53.5 40.1/37.2 54.1/552 37.8/413 552/547 459/43.6
Elementary Mathematics 51.7/51.7 33.5/31.3 283/27.0 41.3/400 457/352 28.7/27.0 40.4/409
Genetics 68.8/71.6 455/545 324/38.1 46.0/494 403/41.5 449/449 415/40.3
High School Biology 64.5/669 385/43.8 26.0/30.8 59.2/568 60.9/63.9 52.1/48.5 62.7/58.0
High School Chemistry 447/53.0 25.0/31.1 28.0/29.5 447/409 553/583 34.8/364 52.3/485
High School Mathematics 45.7/488 28.0/293 21.3/274 25.6/33.5 348/28.7 34.8/28.0 354/31.1
High School Physics 70.0/68.2 382/427 28.2/30.0 41.8/409 473/445 37.3/409 455/464
Machine Learning 77.9/80.3 484/50.0 31.1/32.0 51.6/484 451/41.0 54.1/574 41.0/41.8
Virology 793/78.7 58.6/604 349/42.0 633/639 49.1/503 55.0/53.8 47.3/49.1
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Table 11: Zero-shot accuracy of models. We report macro average accuracy over subjects within each
category. “Overall” = macro average score over all subjects. “State” indicates whether the model is
pre-trained (Base) or Fine-tuned to follow instructions (Chat). “*’ indicate there are both Base and
Chat model released, we choose the one with better overall accuracy. The first block is multilingual-
or English-oriented models, and the second block is Chinese-oriented models. To save space, we
didn’t present models with an overall score lower than 30.

Model State STEM  Humanities Social Science  Other  China-specific =~ Overall
GPT4 Chat  63.13 69.19 70.26 73.16 63.47 68.89
ChatGPT Chat  44.80 53.61 54.22 59.95 49.74 53.22
LLaMA2-70B* Base  40.23 53.41 50.10 5291 45.16 48.87
BLOOMZ-7B Chat  33.03 45.74 45.74 46.25 41.58 42.80
Falcon-40B Base  31.11 41.30 40.87 40.61 36.05 38.50
LLaMA2-13B* Chat  31.57 37.89 38.10 39.00 35.44 36.60
LLaMA-65B Base  31.09 34.45 36.05 37.94 32.89 34.88
BX1rLama-30B Chat  28.79 32.61 31.65 34.22 31.47 31.69
LLaMA-30B Base  30.02 31.87 31.51 32.90 29.64 31.54
BXiLama-13B Chat  26.46 29.36 31.81 31.55 29.17 30.06
Baichuan2-13B* Base  47.59 65.57 65.24 65.47 62.10 60.88
Xverse-13B* Base 43.42 60.51 60.65 64.20 56.69 57.04
InternLM-20B*  Chat  43.68 61.78 58.19 57.54 55.26 55.06
Baichuan-13B* Base 41.63 60.26 59.62 56.15 56.03 54.40
InternLM-7B* Base 43.04 56.72 56.96 54.50 54.55 52.83
ChatGLM2-6B Chat  42.98 52.42 52.56 52.15 49.38 50.01
BatGPT-15B Chat  43.15 50.91 52.66 52.23 49.09 49.81
Baichuan-7B Base  32.79 44.43 46.83 44.79 43.19 42.35
ChatGLM-6B Chat  32.54 4291 4491 42.29 42.08 40.80
Random - 25.00 25.00 25.00 25.00 25.00 25.00

Table 12: The Impact of Chain of Thoughts (COT) on the performance of several LLMs on CMMLU.
The numbers on the left represent the values after incorporating COT, with the values in parentheses
indicating the change relative to the model’s performance in the 0-shot scenario.

Model STEM Humanities ~ Social Science Other China-specific Overall

Baichuan2-13B-Chat  42.7(-2.5) 57.7(-63)  56.0(-8.0)  554(6.6)  538(7.7)  52.8(6.0)
BatGPT-15B-sirius 347 (-3.5) 442(2.6)  458(22)  46.6(-1.2)  43.6(-13)  429(2.4)

ChatGLM-6B 299 (-23)  37.9(-4.8) 30.6 (-4.6)  362(-6.1)  383(34)  36.0(-4.4)
ChatGLM2-6B 426 (+0.1)  523(+03)  51.3(-09)  51.6(-0.3)  49.0(+02)  49.3(-0.3)
ChatGPT 46.6 (+1.4)  525(-1.0)  54.0(-03)  58.0(-20)  477(-22)  52.7(-0.4)
InternLM-Chat-20B  32.3 (-9.8) 48.1 (-10.7)  48.1(:9.8)  44.6(-11.0)  449(9.4)  433(-10.2)
Xverse-13B-Chat 30.5(-9.6) 402(-16.1)  43.0(-143) 428 (-153) 387(-143) 393 (-13.7)
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