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Abstract001

We present a novel framework for simulat-002
ing and detecting cognitive distortions (CoDs)003
in therapist–patient dialogues using large lan-004
guage models (LLMs) and structured thera-005
peutic simulations. By creating individualized006
distortion profiles for patients and prompting007
LLMs based on Cognitive Behavioral Ther-008
apy (CBT) principles, we simulate therapy ses-009
sions that undergo iterative refinement in a010
reward-guided loop, maximizing naturalness,011
coherence, and alignment with targeted distor-012
tions. We then introduce inline CoD anno-013
tations as weak supervision and assess their014
effect on classifier performance. Leveraging015
both LLM-simulated sessions and a public CoD016
dataset through hybrid embeddings, our ap-017
proach achieves a 0.74 weighted F1. These018
findings highlight the promise of controlled019
simulation and iterative reinforcement to boost020
data-scarce clinical NLP tasks.021

1 Introduction022

Cognitive distortions (CoDs) are central to mental023
health analysis and therapy. Their contextual anal-024
ysis supports effective intervention; for example,025
Na (2024) used LLMs with CBT-based prompts to026
build a QA dataset. Prior work has identified CoDs027
in clinical dialogue (Shreevastava and Foltz, 2021;028
Singh et al., 2024) and explored LLMs as coun-029
selors for their conversational fluency (Raile, 2024;030
Berrezueta-Guzman et al., 2024; Pirnay, 2023-04-031
27). However, many such systems transmit sensi-032
tive user data to third-party providers.033

We address the need for secure, scalable CoD034
data by introducing a method for simulating re-035
alistic, labeled therapy sessions using API-access036
LLMs (Figure 1). Our approach simulates indi-037
vidualized CoD profiles, going beyond prior work038
on emotional rapport or symptoms (Wang et al.,039
2024), and tailors therapy sessions toward distorted040
cognition. The result is a synthetic dataset of041

Figure 1: Reward guided Reinforcement Learning loop
for LLM generated transcripts.

therapist–patient dialogues, with patient responses 042
guided by weighted distortion profiles reflecting 043
realistic severity levels. Our contributions include: 044

• We propose an approach for generating real- 045
istic synthetic data to support CoD detection 046
using individualized distortion profiles and 047
cognitive behavioral therapy principles. 048

• We introduce inline CoD annotations as a 049
weak supervision method for CoD detection. 050

• We contribute a new dataset of simulated 051
therapist-patient dialogues, with patient re- 052
sponses guided by realistic, weighted distor- 053
tion profiles of varying severity. 054

Our method instructs the LLM to act as a CBT- 055
trained therapist, consistently applying structured 056
interventions (Figure 2). We selected CBT due 057
to its empirical grounding and compatibility with 058
computational modeling. Unlike more interpretive 059
or psychodynamic therapies, CBT focuses on spe- 060
cific, labelable thought patterns—ideal for training 061
models to detect and refine distorted thinking. 062
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Therapist I’m glad to see you back for our second
session. How have things been since our
last meeting?

Patient Well, it’s been a rollercoaster, to be honest.
I feel like [overgeneralization] everything I
write is just terrible, and nobody will ever
appreciate it.

Therapist It sounds like you’ve been experiencing
some overgeneralization in your thoughts
about your writing. Let’s try to unpack that
a bit. Can you think of any instances where
someone did appreciate your work, even if
it’s just a small moment?

Figure 2: Excerpt from a generated session with thera-
pist intervention. Full tagged transcript in Appendix B.

2 Background063

Cognitive Distortion data can boost mental disorder064
detection, enabling automated tools like annotation065
platforms and real-time therapy assistants. Despite066
their clinical importance, CoDs are under-explored067
in NLP due to limited and inconsistent datasets068
(Wang et al., 2023; Lybarger et al., 2022). We fol-069
low Shreevastava and Foltz (2021), focusing on the070
nine most salient CoDs (e.g., overgeneralization or071
mind reading) while omitting magnification, given072
its overlap with distortions like catastrophizing.073
Appendix A lists definitions and examples.074

Our work extends prior studies (Chen et al.,075
2023) by systematically evaluating multiple classi-076
fiers trained on both public and LLM-generated077
data. It also introduces a reward-guided loop078
(Figure 1) that refines generated therapy dia-079
logues for coherence, realism, and distortion rele-080
vance. Moreover, we embed inline CoD tags (e.g.,081
[overgeneralization]) into patient utterances082
and assess their value for classification, exempli-083
fied in Figure 2.084

Doctor-patient conversations were framed as QA085
tasks to link responses with clinical records (Arana086
et al., 2024). Agent-assisted dialogues were ex-087
plored by Liu et al. (2024), showing how empa-088
thetic, context-aware exchanges boost patient en-089
gagement and outcomes. CBT’s structured tech-090
niques and empirical grounding make it ideal for091
systematic CoD modeling in NLP. Prior work sup-092
porting the integration of LLMs with CBT princi-093
ples for NLP applications include that of Wang et al.094
(2024); Lim et al. (2024); de Toledo Rodriguez et al.095
(2021), and Maddela et al. (2023), among others.096

Listing 1: Sample Patient Profile
{

"patient_id": 1,
"name": "Patient1",
"age": 37,
"primary_cod": {

"overgeneralization": 1,
"mind reading": 9,
"personalization": 6,
"catastrophizing": 1,
"all -or-nothing thinking": 2,
"mental filter": 7,
"disqualifying the positive": 9,
"emotional reasoning": 9,
"should statements": 3

},
"background": "Patient1 is a 37

-year -old doctor who
experiences mind reading due to
the demands of their
profession ."

}

3 Dataset Structure 097

3.1 Virtual Patient Profiles 098

We created 100 simulated patient profiles using 099
a custom prompt. Each profile has a unique ID, an 100
age (18–80), a brief background, and a CoD profile 101
with weighted scores (0–10) for nine distortions. 102
Race, gender, and cultural details were omitted to 103
avoid stereotypes, and only 33% have non-zero 104
distortion weights for realistic prevalence. Listing 105
1 provides an example of a simulated patient profile. 106
Appendix C details profile attributes, and Appendix 107
D (Figure 5) shows the full prompt. 108

3.2 Cognitive Distortion Keyword Mapping 109

We categorized well-known distortions by type and 110
then systematically mapped them to specific key- 111
word patterns. Appendix A summarizes the distor- 112
tion types. We used a transformer-based language 113
model to simulate reward-guided multi-turn ther- 114
apy sessions between each simulated patient and 115
a simulated senior CoD therapist trained in CBT 116
techniques, as described later. 117

3.3 Session Structure 118

Each simulated patient participated in up to three 119
therapy sessions, where the therapist guided dis- 120
cussions based on patient profiles. A primary role 121
is assigned to the LLM, instructing it to simulate 122
a therapy session between a CBT-trained senior 123
therapist and patient (see Appendix D, Figure 7). 124
Session count is limited to a predefined number 125
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Algorithm 1 Reward Calculation
Require: Session Text T
1: while t ∈ T do
2: N ← Naturalism(T )
3: C ← Coherence(T )
4: D ← DistortionMatch(T )
5: R← αN + βC + γD
6: end while

return {N,C,D, reward = R}

and we use the distortion dictionary to generate126
distortion-weighted patient responses.127

4 Methodology128

4.1 Distortion Injection and Control129

We employed a targeted injection process to en-130
sure diverse CoDs in each conversation, guided by131
each patient’s unique distortion profile. Prompts132
instructed the LLM to naturally manifest the speci-133
fied distortions (Figure 7), while a keyword-based134
mapping system (e.g., “nothing will ever work out”135
→ catastrophizing) served as diagnostic targets dur-136
ing evaluation. A reward function checked align-137
ment between the generated text and the distortion138
profile; transcripts failing to exhibit realistic distor-139
tions were refined until improvement was observed.140

4.2 Simulating a Multi-Session Therapy141
Protocol with Rewards142

We developed a multi-session therapy simulation143
grounded in CBT, leveraging patient profiles to144
test reinforcement-guided conversations. A reward-145
based loop computes scores for each session. Be-146
cause we employ few-shot prompts to simulate147
multi-turn therapy, each prompt includes the pa-148
tient’s background, CoD profile, and previous-149
session notes (Appendix D, Figure 8).150

As shown in Algorithm 1, each iteration evalu-151
ates the LLM-generated session based on a com-152
posite reward score R, which is composed of three153
weighted components: naturalism, coherence, and154
distortion match. If the new output yielded a re-155
ward higher than the current best (Rt+1 > Rt), the156
session was retained for further refinement. Other-157
wise, the loop exits early to prevent degradation of158
session quality. In some implementations, refine-159
ment could continue until a 30% gain was observed,160
but we chose to break when no improvement was161
detected to favor efficiency and avoid overfitting.162

The reward is defined as:163

R(i) = α·N (i)(s)+β ·C(i)(s)+γ ·D(i)(s, P ) (1)164

Algorithm 2 Generate Initial Transcript
Require: Developer prompt role
Require: user prompt base_prompt
Ensure: Initial LLM response draft_output
1: try:

response← gpt(messages)
draft_output← response

2: except Exception e:
Log error with patient name and session number return

response, draft_output

where R(i) is the total reward at iteration i, N (i)(s) 165
is the naturalism score for session text s, C(i)(s) is 166
the coherence score for session text s,D(i)(s, P ) is 167
the distortion alignment score given session s and 168
patient profile P , and α, β, γ are scalar weights 169
assigned to each component. In our default setup, 170
we assign equal weights: α = β = γ = 1.0, to 171
reflect equal importance of fluency, structural con- 172
sistency, and task relevance. These weights were 173
chosen empirically based on pilot runs that showed 174
no metric dominated quality across all examples. 175

During generation, a baseline reward R0 is com- 176
puted for the initial session. The refinement loop 177
iterates to generate alternative sessions S(i), each 178

with a corresponding reward R
(i)
session. The loop 179

terminates if: 180

R
(i)
session ≥ (1 + δ) ·R0 (2) 181

where δ is the predefined improvement threshold 182
(e.g., δ = 0.3 for 30% improvement). 183

Once the best session is chosen, a progress note 184
is generated summarizing its distortion profile: if 185
CoDs appear, they’re listed; otherwise, the note in- 186
dicates no distortions. These notes serve as session 187
summaries and maintain continuity. We calculate 188
the total reward for a multi-turn session S as a 189
weighted sum of naturalism, coherence, and distor- 190
tion match, each measured over the entire session. 191

We simulate multi-session therapy by first gener- 192
ating an initial transcript with a system-defined role 193
and base prompt (Algorithm 2). Each patient has 194
weighted CoD predispositions (0.0–1.0) to shape 195
their responses. A scoring rubric and fixed output 196
format minimize LLM variance and enable consis- 197
tent evaluation. These scores feed into the reward 198
function, guiding the LLM to produce realistic, co- 199
herent therapy dialogues. For each session, the sys- 200
tem defines a system role and a generation prompt 201
incorporating the patient’s background, previous 202
notes, and distortion profile (Figure 7). A single 203
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Algorithm 3 Reward Guided Refinement Loop
Require: Initial transcript T , baseline reward R0, patient

profile P , max iterations N
1: best_output← T
2: best_eval← EvaluateSession(T )
3: best_reward← best_eval.reward
4: target← 1.3 ·R0

5: i← 1
6: while i ≤ N do
7: if best_reward ≥ target and i > 1 then
8: break ▷ Sufficient improvement achieved
9: end if

10: feedback_list← [ ]
11: if best_eval.parts[distortion_match] < 30.0

then
12: feedback_list← ”Add more weighted exam-

ples.”
13: end if
14: if feedback_list = empty then
15: break
16: end if
17: feedback_str ← Join feedback_list
18: new_eval← EvaluateSession(new_output)
19: new_output← RefineSession(P, feedback_str)
20: new_reward← new_eval.reward
21: if new_reward > best_reward then
22: best_output← new_output
23: best_eval← new_eval
24: best_reward← new_reward
25: else
26: break ▷ No improvement, stop refinement
27: end if
28: i← i+ 1
29: end while

return best_output, best_eval

LLM (GPT-3.5-turbo1) then produces a 20–30 turn204
dialogue reflecting CBT techniques (e.g., Socratic205
questioning). We explicitly prompt it to embed206
distortions (catastrophizing, dichotomous thinking)207
according to the patient’s weights.208

Each transcript is evaluated via a custom scoring209
function (Algorithm 1), yielding a reward based210
on distortion fidelity and therapeutic quality. We211
use a 30% improvement threshold, feedback-based212
editing, and early stopping (Algorithm 3). A213
refinement-specific system role and prompt (Ap-214
pendix D, Figures 9–11) are repeated for all pa-215
tients. Appendix G shows a simulated session tran-216
script with reward scores for each distortion.217

4.3 Measuring Naturalism and Coherence in218
Patient Transcripts219

We evaluate the quality of generated patient re-220
sponses using a specialized LLM prompt that mea-221
sures naturalism and coherence in a controlled, con-222
sistent format. This prompt (Appendix D, Figure223
10) instructs the LLM to act as an expert evaluator224

1Chosen for balanced quality, speed, and cost, although in
general the proposed method is model-agnostic.

trained in therapeutic communication and to as- 225
sess responses on two dimensions: (1) Naturalism, 226
which captures the realism, fluency, and emotional 227
plausibility of the patient’s speech; and (2) Coher- 228
ence, which evaluates how well the response aligns 229
with the preceding therapist statement in terms of 230
contextual relevance and logical progression. 231

4.4 Evaluating Sessions using CoD 232
Predispositions 233

As noted earlier, each patient is assigned a dictio- 234
nary of distortion predispositions, representing the 235
likelihood or intensity with which they exhibit spe- 236
cific CoDs (e.g., catastrophizing, emotional reason- 237
ing). Evaluation begins by iterating through a pre- 238
defined set of regular expression patterns associated 239
with each distortion type. These patterns are ap- 240
plied to the session transcript to identify and count 241
linguistic indicators of each distortion. To quantify 242
how well a patient’s session aligns with their CoD 243
profile, we define a normalized distortion match 244
score. This score weights the frequency of distor- 245
tion patterns in the session text by the patient’s 246
predisposition and normalizes it by text length and 247
total distortion weights (Algorithm 4): 248

S =
1(∑

d∈D wd · L
) ∑

d∈D
(cd · (wd + ε)) (3) 249

where D is the set of cognitive distortions, cd is 250
the total raw match count for distortion d, wd is the 251
patient-specific predisposition weight for distortion 252
d, ε is a small smoothing constant (e.g., 10−6) to 253
prevent zero-multiplication, and L is the number 254
of words in the session text T . 255

To evaluate sessions and ensure alignment with 256
each patient’s profile, we define a distortion scoring 257
function (Algorithm 4) that multiplies each distor- 258
tion’s raw frequency by its predisposition weight 259
(adding a small constant for zero-weight). This 260
yields a weighted distortion count showing how 261
often and strongly that distortion appears. We also 262
track the number of sentences containing distor- 263
tions, then normalize by the total weighted sum and 264
session word count for fair comparisons. The out- 265
put includes raw/weighted counts, sentence-level 266
spread, and the final normalized score—critical for 267
session evaluation and refinement. 268

4.5 Refining Sessions with Few-Shot Learning 269

A key element of our architecture is a refinement 270
function that iteratively improves therapy sessions 271
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Algorithm 4 DistortionMatch
Require: Session text T , patient predisposition map P
Ensure: Normalized distortion score
1: Initialize Dcounts, Ddetails ← {}
2: total_weighted← 0
3: sum_weights←

∑
P [d] or 1.0 if P is empty

4: while distortion d in DISTORTION_KEYWORDS
do

5: weight← P [d] or 1.0
6: raw_count← 0
7: matches← ∅
8: Split T into sentences S
9: while pattern ∈ DISTORTION_KEYWORDS[d] do

10: for all si ∈ S do
11: if pattern matches si then
12: Add i to matches
13: end if
14: end for
15: raw_count← raw_count+ len(matches)
16: end while
17: weighted← raw_count · (weight+ ε)
18: Dcounts[d]← weighted
19: total_weighted← total_weighted+ weighted
20: Ddetails[d]← {raw_count,matches, weighted}
21: end while
22: text_length← word count of T
23: denominator ← (sum_weights · text_length)
24: score← total_weighted/denominator

return {Ddetails, Dcounts, total_weighted, score}

(Algorithm 3). It takes the current transcript, struc-272
tured feedback, patient distortion weights, back-273
ground, and notes from previous sessions, then274
revises the session. CoDs are embedded according275
to distortion weights, and the refinement prompts276
also include background/progress details (Figures 9277
and 11). This feedback loop parallels RL policy278
refinement: rather than numeric gradients, qualita-279
tive metrics reshape prompts to steer improvement.280
Each revised session then returns a detailed tran-281
script, distortion breakdown, reward metrics, and282
synthesized progress notes, laying groundwork for283
adaptive, interpretable, CBT-aligned AI systems.284

4.6 Inline Annotation of Cognitive Distortions285

To enhance model interpretability and learning, we286
synthetically generated inline annotations and in-287
structed the LLM to incorporate the annotations288
within patient responses to explicitly mark cogni-289
tive distortions (e.g., “I always fail at everything290
[overgeneralization]”). Examples are presented in291
Figures 3 and 6. This approach serves as a form292
of weak supervision, providing the model with ex-293
plicit semantic cues to associate linguistic patterns294
with their corresponding distortion categories. Our295
hypothesis was that this tagging strategy would296
improve classification performance by guiding the297
model’s attention to distortion-relevant language.298

Therapist Hello, [Patient Name]. It’s good to see
you again. How have you been since
our last session?

Patient Hi, Doctor. I’ve been feeling a bit over-
whelmed with [overgeneralization] all
the responsibilities at home. It’s like
everything is always on my shoulders.

Therapist It sounds like you’ve been experiencing
a lot of pressure. Let’s explore this feel-
ing of everything being on your shoul-
ders. Are there times when you do feel
support from others?

Patient Well, sometimes my family helps out,
but I always feel like [should state-
ments] I should be doing more. It’s
hard to let others take over.

Figure 3: Example of Inline Tagging

4.7 Generalization to Real-World Dialogues 299

We wanted to evaluate how well did our syn- 300
thetic LLM-generated data generalized to real ther- 301
apeutic interactions. We compared our gener- 302
ated sessions with anonymized examples from 303
real therapist-patient datasets, including the Ther- 304
apist QA corpus.2 The LLM-generated di- 305
alogues—especially those refined through our 306
reward-guided loop—closely matched real-world 307
tone, structure, and cognitive patterns. 308

We also evaluated model performance on held- 309
out real data. As expected, models trained solely on 310
synthetic data underperformed, but hybrid models 311
combining LLM and public data generalized well. 312
This confirms that synthetic content can enhance 313
generalization when paired with annotated exam- 314
ples. Tables 5 and 6 provide side-by-side compari- 315
son and similarity metrics, illustrating the linguistic 316
and therapeutic realism of generated sessions. 317

4.8 Storing Optimized Session Data 318

As noted earlier, each simulated therapy session 319
was iteratively refined and evaluated using a custom 320
reward function, and only the highest-quality out- 321
put, based on reward maximization, was retained 322
for downstream use. At the end of the refinement 323
loop, we stored a structured record for each session. 324
The structured record includes a patient identifier, 325
session number, progress notes, final reward score, 326
and the full session transcript. 327

4.9 Dataset Variants and Classifiers 328

We use the public and anonymized dataset cre- 329
ated by Shreevastava and Foltz (2021) composed 330
of speeches that correspond to 10 types of “cog- 331

2https://www.kaggle.com/arnmaud/therapist-qa
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Figure 4: Pipeline for CoD Detection

nitive distortions” and neutral speeches catego-332
rized as “no distortion” type. This dataset con-333
tains 2530 annotated examples by experts; a sum-334
mary is provided in Table 7. Our study evalu-335
ated models trained on the following: data with-336
out tags (labeled-no_inline_tags), data with inline337
tags (labeled-inline_tags), the public CoD dataset338
(labeled-public_cod), and a hybrid of LLM and339
public CoD data.340

Although we initially experimented with Multi-341
layer Perceptron, Decision Tree, Support Vector342
Machine, K-Nearest Neighbor, Gradient Boosting,343
Bagging, and Random Forest in our preliminary ex-344
periments due to their popularity in prior work with345
CBT techniques (Madububambachu et al., 2024;346
Lorenzoni et al., 2024), we ultimately included the347
three top-performing models (Gradient Boosting,348
Bagging, and Random Forest) in our full evaluation.349

350

We built a pipeline using Word2Vec (Mikolov351
et al., 2013) and BERTopic (Grootendorst, 2022)352
for richer CoD representations, combining lexical353
and topical clues (Figure 4). Similar approaches ap-354
pear in Alhaj et al. (2022) for Arabic CoD detection,355
Sharma and Sirts (2024) for depression markers,356
and Kellert and Mahmud Uz Zaman (2022) for se-357
mantic insight beyond literal meanings. Akash and358
Chang (2024) use BERTopic on expanded short359
texts, and Vanin et al. (2024) analyze therapist re-360
marks for deeper discourse patterns.361

We retrain Word2Vec on the generated CoD cor-362
pus for sentence-level embeddings and employ363
BERTopic to yield topic-based labels for each364
sample. By merging them via a FeatureUnion,365
Word2Vec captures fine-grained semantics while366
BERTopic encodes higher-level thematic structure.367
This hybrid embedding strategy enhances classifi-368
cation robustness on CoD tasks.369

Training Dataset Avg.
Acc.

Best
Acc.

Best
Algorithm

LLM w/no tags 0.45 0.62 Gradient
Boosting

LLM w/tags 0.51 0.65 Bagging
Annotated
public dataset

0.68 0.73 Bagging

LLM w/no tags,
30% public

0.70 0.75 Random
Forest

LLM w/no tags,
70% public

0.83 0.85 Bagging

LLM w/tags,
30% public

0.71 0.76 Bagging

LLM w/tags,
70% public

0.84 0.86 Random
Forest

Table 1: Accuracies for different training approaches.

5 Results 370

The results presented in Table 1 reflect a compre- 371
hensive evaluation of models trained for CoD clas- 372
sification using varied dataset configurations and al- 373
gorithms, including models trained solely on LLM- 374
generated data, with and without inline CoD tags 375
and/or a public dataset, and hybrid combinations. 376
The trends provide valuable insights into how anno- 377
tation strategies and data provenance affect classi- 378
fication performance. Performance improvements 379
were observed across all models, particularly when 380
inline tagging was included. 381

5.1 Baseline Observations 382

Classification performance was evaluated using ac- 383
curacy and weighted F1. Training classifiers on 384
only the LLM generated datasets, and testing them 385
on the annotated public dataset, we achieved a best 386
weighted F1=0.63 (Table 2). When we trained clas- 387
sifiers only on the annotated dataset, we achieved 388
an average weighted F1=0.70. This relatively mod- 389
est performance suggests that while LLMs are ca- 390
pable of generating realistic therapy data, the lack 391
of explicit signals confirmed in ground truth makes 392
it harder for conventional classifiers to learn effec- 393
tive decision boundaries. When we combined the 394
generated dataset with ground truth data, there was 395
marked improvement across the board. 396

Training on LLM-generated data with no in- 397
line tagging and testing on the annotated public 398
dataset yielded an average F1=0.58. To test our 399
hypothesis that inline tagging should improve pre- 400
cision, we found that introducing inline CoD tags 401
(e.g., [catastrophizing] yielded a measurable 402
improvement, with average F1 rising to 0.60 with 403
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Training Dataset Avg F1 Best F1 Best
Algorithm

LLM w/no tags 0.52 0.58 Gradient
Boosting

LLM w/tags 0.60 0.63 MLP
Annotated
public dataset

0.67 0.70 Bagging

LLM w/no tags,
30% public

0.70 0.73 Bagging

LLM w/no tags,
70% public

0.84 0.85 Bagging

LLM w/tags,
30% public

0.73 0.74 Bagging

LLM w/tags,
70% public

0.84 0.86 Random
Forest

Table 2: Weighted F1-scores for Binary CoD detection.

a best-case performance of 0.63. Average and best404
accuracy also rose, confirming our hypothesis that405
weak supervision via inline annotation provides406
useful inductive bias, helping models learn class407
boundaries more effectively by tying linguistic pat-408
terns directly to distortion labels.409

5.2 Evaluating Performance with Inline410
Tagging411

We also studied the combination of inline tagged412
LLM data with scaled proportions of the anno-413
tated public dataset, and found marked improve-414
ments. We found reasonably strong performance415
when we combined the LLM data with 30% of416
the ground truth, achieving a best accuracy=0.76417
and best weighted F1=0.74. As expected when418
we scaled the proportion of the ground truth in the419
training dataset to 70%, the performance increased.420

Notably, the human-annotated public dataset,421
when combined with the tagged LLM-generated422
data, outperformed every other model. This un-423
derscores the importance of human-annotated and424
field-tested corpora, likely due to their greater con-425
sistency and alignment with diagnostic standards.426
Our results also show that inline CoD tagging both427
benefits models when used alone and also amplifies428
learning when mixed with human-validated data.429
The result reflects an optimal balance between syn-430
thetic diversity and supervised precision.431

5.3 Ablation Studies432

To validate our approach, we performed several433
ablation studies. First, removing inline tags from434
the hybrid model led to a notable performance drop.435
Training on only synthetic data (with and without436
tags) confirmed a dependency on human-labeled437

Data Bagging P R F1

Public

Class 0 0.79 0.37 0.50
Class 1 0.72 0.94 0.82
Weighted 0.74 0.73 0.70

LLM w/tags,
30% public

Class 0 0.82 0.44 0.58
Class 1 0.74 0.94 0.83
Weighted 0.77 0.76 0.74

LLM w/tags,
70% public

Class 0 0.83 0.77 0.80
Class 1 0.87 0.91 0.89
Weighted 0.86 0.86 0.86

Table 3: Results (Bagging, varying data conditions).

data (Tables 1 and 2). Models trained without pub- 438
lic data consistently underperformed. 439

We also varied the proportion of public data in 440
hybrid setups (30% vs. 70%) to study scaling ef- 441
fects. With 30% public data and untagged LLM ex- 442
amples, Random Forest reached average F1=0.70 443
(max 0.73). Adding inline tags improved average 444
F1 to 0.73 (max 0.74). Increasing public data to 445
70% further improved all metrics, highlighting the 446
value of larger annotated corpora. 447

These results show that LLM-generated content 448
enhances generalization when paired with ground 449
truth data. The best performance (average F1=0.73, 450
max F1=0.74) was achieved on tagged LLM data 451
combined with public data, confirming the benefits 452
of hybrid training and inline annotation. 453

5.4 Evaluating Bagging 454

Bagging shows the best overall performance on the 455
public dataset, revealing key insights into model 456
performance on imbalanced CoD data (see Table 3). 457
While the overall accuracy is 73%, accuracy masks 458
uneven class performance. Class 1 (distortion- 459
present cases) achieves strong results with an 460
F1=0.82 and recall=0.94, indicating the model 461
correctly identifies most distortion cases. How- 462
ever, performance on Class 0 (distortion-absent) 463
is weaker, with an F1=0.50 and recall=0.37. The 464
weighted F1=0.70 offers a more balanced view, ac- 465
counting for class proportions and performance. 466
These findings highlight that although the model 467
appears accurate overall, it struggles with the mi- 468
nority class. Future improvements could include 469
rebalancing strategies or class-specific tuning to 470
reduce this performance gap. 471

Combining tagged LLM generated data with 472
30% of the public dataset, we find that Bagging 473
achieved an overall accuracy of 0.76. A closer 474
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Data BERT P R F1

Public

Class 0 1.00 0.00 0.01
Class 1 0.63 1.00 0.77
Weighted 0.77 0.63 0.49

LLM w/tags,
30% public

Class 0 0.76 0.18 0.29
Class 1 0.67 0.97 0.79
Weighted 0.70 0.68 0.61

LLM w/tags,
70% public

Class 0 0.68 0.65 0.66
Class 1 0.80 0.82 0.81
Weighted 0.75 0.76 0.76

Table 4: Results (BERT, varying data conditions).

look at class-specific metrics again reveals a per-475
formance imbalance. Class 1 (distortion-present)476
was well-detected, with a recall=0.94 and F1=0.83,477
showing strong sensitivity to identifying cognitive478
distortions. However, the model struggled with479
Class 0 (distortion-absent), achieving recall=0.44480
and an F1=0.58, indicating a tendency to mis-481
classify non-distorted responses. The weighted482
F1=0.74 offers a more reliable summary. While483
Bagging performs well on the dominant class, im-484
provements are needed to boost recall and precision485
on the minority class to reduce false positives and486
ensure balanced detection across categories.487

5.5 BERT Comparison488

Although widely used in NLP, our experiments489
show BERT underperforms in low-data settings490
compared to classical models (Table 4). On491
the public dataset, BERT achieves 63% accuracy,492
but this hides extreme class imbalance: Class 1493
(distortion-present) achieves perfect recall (1.00)494
and F1=0.77, while Class 0 (distortion-absent) is495
completely misclassified (F1=0.01, recall=0.00).496
The model defaults to predicting distortions, inflat-497
ing macro precision (0.82), but macro and weighted498
F1 (0.39, 0.49) reflect poor generalization. This499
highlights the need for better-balanced data or500
domain-specific fine-tuning.501

Using a hybrid dataset (tagged LLM + 30% pub-502
lic), accuracy improves to 68%, and Class 1 main-503
tains high recall (0.97) and F1=0.79. However,504
Class 0 remains weak (F1=0.29, recall=0.18), in-505
dicating persistent false positives. The weighted506
F1-score of 0.61 shows improved generalization,507
but class bias remains. While LLM data helps, it508
alone doesn’t fully resolve BERT’s skew.509

With 70% public data and tagged LLM samples,510
BERT achieves its best balance: 76% accuracy and511

improved performance on both classes. This sug- 512
gests that incorporating more high-quality labeled 513
data allows BERT to generalize better and approach 514
Bagging performance, reducing prior bias. 515

5.6 Class Imbalance 516

Given the imbalance between classes, we use PR 517
curves as a more informative diagnostic tool than 518
ROC curves. These curves visualize the trade-off 519
between precision and recall across different thresh- 520
olds and help identify models that retain high preci- 521
sion at varying levels of recall. To visualize model 522
strengths and weaknesses, we include class-specific 523
PR curves and confusion matrices in the Appendix 524
(Figure 12). These extended diagnostics reveal, for 525
instance, that while BERT achieves high recall on 526
distortion-present cases, it underperforms in detect- 527
ing distortion-absent responses, validating a pattern 528
also seen in Bagging and Random Forest classifiers. 529
This supports our argument that distortion-absent 530
detection remains a challenging and underrepre- 531
sented area for improvement. 532

6 Conclusion 533

This study introduces a comprehensive framework 534
for generating, annotating, and classifying CoDs us- 535
ing LLMs, simulated patient profiles, and targeted 536
reinforcement. By leveraging LLM-generated ther- 537
apy dialogues guided by structured CoD predispo- 538
sitions, we created a synthetic dataset with realis- 539
tic clinical dynamics. A reinforcement learning- 540
inspired refinement loop, driven by a reward func- 541
tion balancing naturalism, coherence, and distor- 542
tion alignment, was used to iteratively improve 543
each session’s quality and distortion fidelity. 544

We integrated hybrid feature engineering, com- 545
bining Word2Vec embeddings for lexical-semantic 546
details with BERTopic features for high-level the- 547
matic structure. This dual approach helps classi- 548
fiers learn from micro-level distortions and macro- 549
level discourse cues. Empirical results show that 550
models trained on hybrid data (inline tagging plus 551
public datasets) outperform baselines, particularly 552
in precision and F1 for distortion-present classes. 553

Despite improvements, the pipeline struggles 554
with distortion-absent samples, underscoring the 555
need for class rebalancing and richer supervision. 556
Overall, it provides a scalable, clinically informed 557
approach to modeling cognitive distortions. The 558
pipeline and generated data will be released pub- 559
licly to encourage replication and broader adoption. 560
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7 Ethical Considerations561

This work involves the generation of synthetic ther-562
apist–patient dialogues using LLMs, which raises563
important ethical considerations. First, although564
the patient profiles are entirely fictional and devoid565
of real personal data, care was taken to avoid re-566
inforcing stereotypes related to mental health con-567
ditions, age, or identity. Each virtual patient was568
designed to simulate cognitive distortion patterns569
realistically but respectfully.570

Second, the use of LLMs to simulate mental571
health interactions should not be interpreted as572
a replacement for licensed clinical professionals.573
While this research aims to support therapeutic574
NLP applications and cognitive distortion detec-575
tion, its outputs are not intended for diagnostic576
or treatment use. The models presented here are577
strictly research tools for studying patterns in text,578
not decision-making systems for clinical practice.579
Lastly, transparency and reproducibility were prior-580
itized by releasing both the code and datasets. How-581
ever, researchers using this data must ensure that582
downstream applications maintain ethical bound-583
aries, especially in high-stakes domains such as584
mental health and education.585

8 Limitations & Future Work586

While the proposed approach is promising, several587
limitations remain. First, LLM-generated patient588
responses, though diverse in cognitive distortions,589
may lack the nuance of real-world therapy, lim-590
iting generalizability. Future work could incor-591
porate Mixture-of-Personas (MoP) prompting to592
better simulate patient variation, as demonstrated593
by Harel-Canada et al. (2024), and integrate moral-594
cultural context to enhance cross-cultural sensitiv-595
ity and distortion modeling, following the frame-596
work of Ramezani and Xu (2023). These strategies597
may also improve semantic alignment with real598
dialogues.599

Second, our reward-guided reinforcement loop600
relies on heuristic-based scoring (e.g., distortion601
and naturalism), which may bias optimization.602
Third, BERT’s underperformance on distortion-603
absent cases suggests that even large models604
need domain-specific tuning and balanced training.605
Lastly, the inline tagging strategy improves model606
learning but may introduce artifacts not present in607
natural conversation. Future work should explore608
more subtle, latent methods of guiding model at-609
tention without altering patient speech explicitly.610
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A Cognitive Distortions 761

Overgeneralization: Drawing broad, sweep-
ing conclusions based on one event or limited
evidence. I failed once, so I’ll
always fail, always, never, everyone,
nobody, everything

All-or-Nothing Thinking: Viewing situ-
ations in absolute, black-or-white terms
without acknowledging nuance or middle
ground. If it’s not perfect, it’s a
total failure, completely, totally,
entirely, ruined, worthless

Catastrophizing: Expecting the worst possi-
ble outcome or exaggerating the consequences
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of a situation. If I make one mistake,
I’ll lose everything, disaster,
catastrophe, horrible, the worst
possible outcome

Mind Reading: Assuming the thoughts, mo-
tives, or judgments of others without evidence.
they think I’m incompetent, they must
hate me, everyone can see I am nervous

Should Statements: Using rigid rules or ex-
pectations to guide behavior or evaluate others,
often resulting in guilt, frustration, or resent-
ment I should always be in control,
I should, I must, I have to, I ought to

Disqualifying the Positive: Dismissing or
minimizing positive experiences or feedback
by attributing them to luck or external factors.
They praised me, but they didn’t
mean it, It doesn’t count, it was
just luck, anyone could have done that

Personalization: Blaming oneself for events
outside of one’s control, or interpreting
external events as being directly related to
oneself. It’s my fault the meeting went
badly, It’s all my fault, I caused
this, I am to blame

Mental Filter: Focusing exclusively on
the negative details of a situation while
ignoring any positives. I got one critical
comment, so the entire presentation
was a disaster, Only focus on the
negative, nothing good ever happens

Labeling: Assigning a fixed, global label
to oneself or others based on specific behav-
iors. I’m a failure, He’s useless, I’m
a failure, I’m worthless, they are
nothing but a loser
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B Full Sample Therapy Session764

Therapist: Good morning. I’m Dr. Morgan,
and I’m here to help you today. How have you
been feeling recently?
Patient: Well, to be honest, I always feel over-
whelmed. I never [overgeneralization] have
time for myself because everyone around me

765

always needs something.
Therapist: It sounds like you’re feeling like
you’re constantly stretched thin, like you have
to do everything for everyone. Do you think
there might be room for some balance between
taking care of others and taking care of your-
self?
Patient: I’m not sure. I feel like if I’m not
there for everyone, then everything [should
statements] will fall apart. It’s like if I’m not
perfect at caregiving, then I’m completely use-
less.
Therapist: It’s understandable to feel that pres-
sure, but is it possible that expecting perfection
in caregiving might be setting an unrealistic
standard for yourself? Could there be some
middle ground where you’re doing your best
without having to be perfect?
Patient: I guess so, but I can’t help catastro-
phizing. I always think that if [personalization]
I make a mistake, it will lead to a disaster and
everything will crumble.
Therapist: Catastrophizing can make situa-
tions seem much worse than they are. What
evidence can we find that supports the idea
that a mistake you make will truly lead to a
catastrophe?
Patient: I just feel like everything is on the line
all the time. It’s like if I don’t do everything
right, then nothing will work out for me or for
those I care for.
Therapist: That sounds very challenging to
carry that weight. Let’s explore the possibility
that maybe not everything is as catastrophic as
it seems. Could there be some room for things
to not be perfect and still turn out okay?
Patient: I should be able to handle everything
perfectly though. I must make sure everyone
is taken care of, or else I’ll let them down.
Therapist: It seems like there’s a lot of pres-
sure on you to meet these "should" statements.
What would happen if you were to let go of
some of these unrealistic expectations and al-
low for imperfection?
Patient: But if I don’t do everything right,
then I feel like it doesn’t count. Any small
successes I have feel insignificant compared to
what I think I should achieve.
Therapist: It sounds like you’re focusing on
the negatives and discounting the positives. Is
there a way to acknowledge your achievements,
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no matter how small, without disqualifying
them?
Patient: It’s just hard not to take everything
personally. I feel like if something goes wrong,
it’s all my fault. I caused it, and everyone
suffers because of me.
Therapist: Personalizing situations can lead to
an overwhelming sense of responsibility. Is it
possible that other factors beyond your control
could contribute to challenges, and that not
everything is solely your fault?
Patient: I know what people think of me. I
can tell when they’re disappointed or judging
me. It’s like they all see me as a failure.
Therapist: It seems like you’re engaging in
mind reading, assuming you know what others
are thinking. It can feel isolating when we
assume others are thinking negatively of us.
What if we paused and asked ourselves, “Do
I have solid evidence that someone sees me
as a failure, or am I interpreting it that way?”
Sometimes, we don’t truly know what another
person is thinking.
Patient: I guess I don’t really know for sure.
But it’s so easy to interpret a look or a tone of
voice as disappointment.
Therapist: Absolutely—it’s natural to worry
about others’ judgments. But you might ask,
“Could there be another explanation?” Maybe
that look is just stress they feel about their own
problems. It doesn’t always have to mean you
did something wrong.
Patient: I see your point. I can’t really prove
they’re judging me.
Therapist: Exactly. And perhaps challeng-
ing that assumption frees up emotional space.
Rather than mind reading, can we focus on
what’s actually happening in a situation? That
can be more grounding and less stressful. Let’s
think about how you could practice notic-
ing those automatic thoughts—like assum-
ing someone’s disappointed—and then testing
them.
Patient: Maybe next time, I could check in
with the person or at least tell myself, “I don’t
have evidence for this; they could just be busy.”
Therapist: That’s a great step. Over time,
challenging mind reading can help you see
that most situations are more neutral than they
initially feel. Are you willing to try that this
week—keeping track of moments you feel
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judged, then asking if there’s real proof?
Patient: Yes, I can try. I guess it can’t hurt to
be more fair to myself.
Therapist: Being fair to yourself is important.
Let’s recap: we’ve identified several unhelpful
thinking patterns today. The plan is to notice
and gently question these thoughts. We’ll see
how that changes how you feel. Does that
sound good?
Patient: It does. I’ll try to be more mindful
and maybe write my thoughts down.
Therapist: Excellent. That’s a great strategy.
We can review next time how this approach
affects your stress levels and whether it eases
the pressure you’ve been feeling.

768

C Virtual Patient Profile Attributes 769

Simulated patient profiles varied in terms of age 770
distribution, background, and CoD weighting. We 771
elaborate on each of these factors below: 772

• Age Distribution: Patients were assigned 773
ages ranging from 12 to 80 years, reflecting 774
a wide demographic relevant to both adoles- 775
cent and adult therapy contexts. This range 776
ensures the inclusion of diverse emotional de- 777
velopment stages and therapeutic needs. 778

• Background Descriptions: Each patient has 779
a one-sentence background tailored to evoke 780
plausible therapeutic dialogue. These were 781
manually crafted using a set of archetypes 782
drawn from real-world therapy research (e.g., 783
trauma survivors, high-performing profession- 784
als under stress, caregivers, retirees, veterans). 785
The goal was to mirror varied emotional con- 786
texts and lived experiences without introduc- 787
ing clinical diagnoses. 788

• Distortion Weighting: Each profile contains 789
a dictionary of cognitive distortions with nu- 790
merical weights (0–10) representing the likeli- 791
hood or intensity of that distortion manifesting 792
in their dialogue. These values were assigned 793
using stratified random sampling. As alluded 794
to earlier, only 33% of the virtual patients 795
were assigned weighted distortions using a 796
uniform sampling strategy bounded by the- 797
matic coherence in their background. 798

Balancing manual curation and randomized vari- 799
ation allows for enhanced realism and diversity, 800
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prompt Generate a diverse set of 100 fictional pa-
tient profiles for use in simulating cognitive
behavioral therapy (CBT) sessions. Each
profile should include a unique patient ID,
name (e.g., "Patient17"), age (ranging from
18 to 80), and a one-paragraph background
describing the patient’s life context in a
respectful and realistic manner. Avoid
any references to race, gender, religion,
or specific cultural identities. Ensure that
backgrounds reflect a wide variety of
life experiences (e.g., students, retirees,
caregivers, professionals, etc.) without
reinforcing stereotypes about mental health
or age.

Each profile should also contain a
‘primarycod‘ dictionary that lists weights
(0–10) for the following cognitive distor-
tions overgeneralization, mind reading,
personalization, catastrophizing, all-or-
nothing thinking, mental filter, disqualifying
the positive, emotional reasoning and should
statements.

Exactly 33% of the patients should
exhibit cognitive distortions (i.e., non-zero
weights), and the remaining 67% should
have zero across all distortion types.
Assign distortion weights realistically and
sparingly, with no more than 3–4 elevated
distortions per distorted profile. Ensure
the profiles sound plausible and do not
exaggerate or caricature emotional states.
These profiles are for use in training AI
models to detect patterns of thought—not
diagnoses—and should model everyday
human challenges with empathy and care.

Figure 5: LLM Prompt for Virtual Patient Profiles

with manual curation enabling human judgment801
in narrative plausibility and randomized distortion802
increasing generalizability and avoiding overfitting803
to a narrow emotional schema. A sample session804
output is shown in Appendix G.805

D Extended Prompts806

The full prompt used to generate each virtual pa-807
tient profile is provided in Figure 5, incorporat-808
ing the profile attributes described in Appendix C.809
This prompt establishes the foundational charac-810
teristics of each simulated patient, including age,811
background, and a weighted cognitive distortion812
profile. These components ensure diversity and813
realism while preserving ethical boundaries and814
avoiding stereotypical representations.815

To simulate therapeutic interactions, we use a816
dedicated system prompt that assigns the LLM the817
role of a CBT-trained senior therapist conducting818
a session with the virtual patient (Figure 7). This819

Therapist Good afternoon, how have you been
since our last session?

Patient Oh, Doctor, everything is just falling
apart. [overgeneralization] I always
mess things up, and now I’m ruined.

Therapist It sounds like you’re feeling over-
whelmed with everything going on.
Let’s break it down. Can you tell me
more about what specifically has been
challenging for you?

Patient Well, I lost another big contract last
week. It’s like nothing [mental filter]
ever works out for me, and I’m starting
to believe I’m just worthless.

Figure 6: Another Example of Inline Tagging

role You are simulating a therapy ses-
sion between a CBT-trained se-
nior therapist and patient_name.
This is Session session_num
out of NUM_SESSIONS to-
tal sessions. Use text from
DISTORTION_KEYWORDS
to generate patient responses.

Figure 7: CBT Prompt

prompt emphasizes therapeutic tone and conversa- 820
tional structure grounded in established CBT com- 821
munication patterns. 822

Since our approach uses few-shot prompting to 823
generate multi-turn therapy sessions, each session 824
prompt is dynamically constructed to include the 825
patient’s background, their individualized cognitive 826
distortion profile, and progress notes from the pre- 827
vious session. This structure promotes continuity 828
and simulates the feel of an ongoing therapeutic 829
relationship. The template used to generate these 830
session prompts is illustrated in Figure 8. Follow- 831
ing the initial session generation, the system further 832
constructs a refinement-specific system role and a 833
contextualized refinement prompt that incorporates 834
evaluator feedback to guide improvement. These 835
components are shown in Figures 9 and 11, respec- 836
tively. 837

To evaluate the quality of generated patient re- 838
sponses, we use a specialized evaluation prompt 839
(Figure 10). This prompt instructs the LLM to act 840
as an expert evaluator trained in therapeutic com- 841
munication and to assess each session response 842
along two dimensions: naturalism, measuring how 843
human-like and contextually fluent the response 844
is, and coherence, evaluating its logical alignment 845
with the ongoing session narrative. These evalua- 846
tion scores feed directly into the reward function 847
guiding the reinforcement loop. 848
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base prompt Patient Distortions MUST be high-
lighted in the generated response, based
on predispositions: predisposition_dict.

Background patient_background
Progress previous_notes
Instruction 1 Write 20-30 turns (Therapist: / Patient:)

realistically.
Instruction 2 Show the patient using the above distor-

tions as per the predisposition weights,
but reflect some improvement if it’s be-
yond session 1.

Instruction 3 Keep the conversation reflective of a
CBT approach.

Instruction 4 The therapist is very experienced
and uses CBT techniques (e.g., So-
cratic questioning, challenging negative
thoughts).

Figure 8: Prompt design for API-access LLMs

role Below is the original therapy session draft,
followed by feedback that you must ad-
dress. Revise the text SUBSTANTIALLY to
incorporate the feedback using words from
DISTORTION_KEYWORDS.

Figure 9: Refinement System Role

Transcript llm_output.
Prompt Given a turn-by-turn therapist-patient

exchange, your task is to assign two
numeric scores to the patient’s response
using the criteria below. Output must
strictly follow the format provided at
the end.

Naturalism Score based on how realistically
and human-like the patient’s response
sounds. Consider fluency and gram-
maticality, appropriateness of tone in a
therapeutic setting, whether it mimics
how real patients might speak

Scoring
Guide

1.0: Completely natural, indistinguish-
able from a real patient. Assign an ap-
propriate number if somewhat stilted,
but plausible. 0.0: Robotic, unnatural,
or unrealistic in tone or phrasing.

Coherence Score based on how well the patient’s
response connects to the therapist’s pre-
vious statement. Consider relevance
and logical progression, whether the
patient is responding to the question or
prompt, topic continuity and contextual
alignment.

Scoring
Guide

1.0: Fully coherent and contextually ap-
propriate. Assign an appropriate num-
ber if partially relevant or mildly off-
topic. 0.0: Disconnected, contradictory,
or non-responsive.

Output For-
mat

(strictly adhere to this): Naturalism:
<float between 0.0 and 1.0> Coherence:
<float between 0.0 and 1.0>

Figure 10: Naturalism and Coherence Scoring Prompt

Revised
prompt

original session: llm_output.

Feedback feedback Patient Distortions to
highlight (based on predispositions):
predisposition_dict.

Background background

Progress previous_notes
Instruction Please provide a revised session that

addresses the above points.

Figure 11: Refinement System prompt

E PR Curves for CoD Detection 849

Figure 12: Precision-recall curves for models used in
the study.

F Comparison with Real-World 850
Dialogues 851

Real Dialogue (Therapist
QA)

Generated Dialogue
(LLM)

Patient: I ask her what
was wrong and she replied:
I hear voices in my ears but
I dont see the people
saying it. She says it
happened during school
doing a reading circle.

Patient: It’s just hard not
to take everything
personally. I feel like if
something goes wrong, it’s
all my fault. I caused it,
and everyone suffers
because of me.

Patient: She thought
someone called her stupid
and let the teacher know.
The teacher said no one
said anything.

Patient: I just feel like
everything is on the line all
the time. It’s like if I don’t
do everything right, then
nothing will work out for
me or for those I care for.

Table 5: Comparison of real and LLM-generated
therapist-patient dialogues. The generated session mir-
rors structure, tone, and cognitive distortion patterns
observed in real-world interactions.
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Metric Score Interpretation

BERTScore (F1) 0.70 Moderate to strong
semantic similarity

BLEURT 0.16 Moderate semantic
similarity

SBERT Cosine Similarity 0.51 Moderate semantic
alignment in em-
bedding space

Table 6: Similarity metrics comparing real and LLM-
generated therapy dialogue. We achieve moderate align-
ment in the present study.

G Reward Weighted Session Outputs852

Listing 2: Sample Session Output
{853

"patient_id": 2,854
"session_number": 1,855
"reward": 147.00001999999998,856
"progress_notes": "In this session,857

we achieved a final reward858
score of 147.00. The patient 's859
dialogue contained signs of:860
overgeneralization,861
all -or-nothing thinking,862
catastrophizing, should863
statements, personalization,864
mental filter, labeling. Moving865
forward, we will continue866
addressing these distortions867
and track improvements .",868

"transcript": <see Appendix B>,869
"evaluation_scores": {870

"distortion_match": 147871
.00001999999998872

},873
"distortion_breakdown": {874

"overgeneralization": 108.000012,875
"all -or-nothing thinking": 4876

.000001,877
"catastrophizing": 1.000001,878
"mind reading": 0.0,879
"should statements": 15.000003,880
"disqualifying the positive": 0.0,881
"personalization": 10.000001,882
"mental filter": 8.000001,883
"labeling": 1.000001884

},885
"distortion_details": {886

"overgeneralization": {887
"raw_count": 12,888
"weight": 9.000001,889
"matched_sentence_count": 10,890
"weighted_count": 108.000012891

},892
"all -or-nothing thinking": {893

"raw_count": 1,894
"weight": 4.000001,895
"matched_sentence_count": 1,896
"weighted_count": 4.000001897

},898
"catastrophizing": {899

"raw_count": 1,900
"weight": 1.000001,901
"matched_sentence_count": 1,902

"weighted_count": 1.000001 903
}, 904
"mind reading": { 905

"raw_count": 0, 906
"weight": 2.000001, 907
"matched_sentence_count": 0, 908
"weighted_count": 0.0 909

}, 910
"should statements": { 911

"raw_count": 3, 912
"weight": 5.000001, 913
"matched_sentence_count": 3, 914
"weighted_count": 15.000003 915

}, 916
"disqualifying the positive": { 917

"raw_count": 0, 918
"weight": 1.000001, 919
"matched_sentence_count": 0, 920
"weighted_count": 0.0 921

}, 922
"personalization": { 923

"raw_count": 1, 924
"weight": 10.000001, 925
"matched_sentence_count": 1, 926
"weighted_count": 10.000001 927

}, 928
"mental filter": { 929

"raw_count": 1, 930
"weight": 8.000001, 931
"matched_sentence_count": 1, 932
"weighted_count": 8.000001 933

}, 934
"labeling": { 935

"raw_count": 1, 936
"weight": 1.000001, 937
"matched_sentence_count": 1, 938
"weighted_count": 1.000001 939

} 940
} 941

} 942

H Public Dataset 943

Distortion Type Count

All-or-nothing thinking 100
Emotional Reasoning 134
Fortune-telling 143
Labeling 165
Magnification 195
Mental filter 122
Mind Reading 239
Overgeneralization 239
Personalization 153
Should statements 107
No Distortion 933

In Total 2530

Table 7: Details of the dataset used in this paper
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I Computational Experiments944

Model size, compute budget, and infrastructure:945
We used GPT-3.5-turbo via API for session gener-946
ation and refinement. GPT-3.5 has approximately947
6.7 billion parameters. While we did not train948
or fine-tune LLMs, generation involved approx-949
imately 6,000 prompt-response cycles over mul-950
tiple sessions. All generation and scoring tasks951
were performed using OpenAI’s hosted infrastruc-952
ture. Classification experiments were conducted953
using scikit-learn and BERT-base (110M pa-954
rameters) on a local workstation with an NVIDIA955
RTX 3090 GPU (24GB), 16GB RAM, and an In-956
tel(R) Core(TM) Ultra 7 155H 1.40 GHz processor.957
Total compute time for classification training and958
evaluation was under 8 GPU hours.959

Experimental setup and hyperparameters: We960
used a stratified train-test split (80/20) with 5-fold961
cross-validation where applicable. Models tested962
included Bagging, Random Forest, Gradient Boost-963
ing, and MLP. Hyperparameters were manually964
tuned based on validation performance. The best-965
found settings included:966

Random Forest: min_samples_split=10,967
max_depth=20.968

Bagging: n_estimators=50, base estimator =969
DecisionTreeClassifier().970

Gradient Boosting: learning_rate=0.1,971
n_estimators=50.972

Descriptive statistics and result reporting: All973
reported results include both average and best-case974
performance across 3 random seeds. For classifi-975
cation metrics, we report accuracy and weighted976
F1-scores. Confusion matrices and class-specific977
metrics are provided for Bagging and BERT. PR978
curves for all major models are included in the979
appendix. Test set results were separated from val-980
idation data, and we clearly specify when results981
are derived from a single run or averaged.982

External packages and implementations: We983
used the following libraries:984

• scikit-learn (v1.3.2) for ML models and985
classification metrics.986

• BERTopic (v0.15.0) for topic modeling.987

• nltk (v3.8.1) for tokenization and lexical pre-988
processing.989

• gensim (v4.3.1) for Word2Vec embeddings. 990

• OpenAI API for generation using GPT-3.5- 991
turbo. 992

No modifications were made to external libraries. 993
All preprocessing steps (tokenization, inline tag- 994
ging, embedding generation) are described in the 995
Methodology section. 996
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