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ABSTRACT

We present a speed co-augmentation method for unsupervised audio-visual pre-
training. A playback speed is randomly selected and applied to both audio and
video data to diversify audio-visual views. By applying this augmentation, we
observe an interesting phenomenon that multi-modal co-augmentation leads to
data entanglement and even semantic meaning shift (e.g., a sped-up sound from a
cat can be mistaken as the sound from a mouse). This differs from the common
intuition in single-modality representation learning, where samples are invariant
to different augmentations. To combat this, augmented audio-visual views are
formulated as a partial relationship via our proposed SoftInfoNCE loss during
unsupervised pre-training. The learned representations are evaluated on three
downstream tasks, including action recognition and video retrieval on the UCF101
and HMDB51 datasets, and video-audio retrieval on the Kinetics-Sounds dataset.
Extensive experimental results show that we achieve a new state-of-the-art.

1 INTRODUCTION

Learning from unlabeled data enables deep neural networks to produce general representations
and frees people from tedious annotation work. Contrastive learning has remarkably improved
unsupervised representation learning in recent years (He et al., 2020; Chen et al., 2020b). The
essential idea is to minimize the distances of positive pairs while maximizing those of negative
pairs. Usually, one sample with different augmentations is considered positive while other samples
in the same batch are considered negative. Under this framework, extensive investigations were
conducted to develop approaches for learning representations from different modalities, including
images (He et al., 2020; Chen et al., 2020b; Caron et al., 2021), videos (Feichtenhofer et al., 2021;
Qian et al., 2021; Pan et al., 2021), and audio (Wang et al., 2022; Wang & Oord, 2021), to name a
few. By training neural networks to be invariant to strong augmentations, representations learned
from contrastive learning demonstrate great generalization ability and even exceed its supervised
learning counterparts (He et al., 2020; Chen et al., 2021).

Multi-modal contrastive learning (Radford et al., 2021; Morgado et al., 2021b; Patrick et al., 2021a)
(e.g., audio-visual) has received growing attention within the community due to the observation that
video content is usually accompanied by audio signals. Under this framework, quite a few existing
approaches (Morgado et al., 2021a; Patrick et al., 2021a) focus on achieving better discrimination
of positive and negative pairs to improve audio-visual representation learning. While promising
results have been achieved, these works (Ma et al., 2020; Morgado et al., 2021a) usually apply data
augmentations to each modality individually, which may limit the diversity of the generated data
views and restrict the potential of augmentation for contrastive learning.

Inspired by the success of augmentations in single-modality learning, we propose SpeedAug, a
simple co-augmentation method that changes the playback speed of both audio and visual data to
synthesize more views. This method is easy to implement as it only changes the sampling rate
of the raw data. Fig. 1 shows examples of audio and video with the speed augmentation applied.
We observe that speed augmentation does not change the appearance characteristics of the video
modality much. But spectrograms of the sped-up audio data demonstrate notable discrepancy that
the amplitude of high-frequency signals is increased and the amplitude of low-frequency signals is
decreased. In this case, the audio and video pair from the same clip are no longer clearly positively
related as considered in the common practice. We hypothesize that there is a partial relationship
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Figure 1: Illustration of the SpeedAug transformation. Top: applying SpeedAug on a video
clip in (a); and the corresponding transformed video clips after two and four times of speed-up
in (b, c). Bottom: applying SpeedAug on an audio sample in (d), shown in spectrogram, where
the horizontal axis represents time and vertical axis represents frequency; and the corresponding
transformed spectrograms after two and four times of speed-up in (e, f). The speed co-augmentation
leads to discrepancy between the augmented audio-visual pairs.

between the augmented audio-visual pairs, where this relationship is affected by the intensity of the
speed augmentation. We model such a relationship with a cross-affinity module that automatically
learns the audio-visual correlations across views. The learned correlations quantitatively measure the
audio-visual consistency, which is then utilized for the contrastive loss computations.

Combining the proposed speed augmentation and the cross-affinity module, we present a Speed-
augmented visual-audio Contrastive Learning framework, which we call SvaCLR, for unsupervised
representation learning. We validate our proposed framework on three downstream tasks, including
action recognition, video retrieval, and audio-video retrieval. We show that, despite its simplic-
ity, our approach significantly outperforms current state-of-the-art (Ma et al., 2020) by 14.3% on
HMDB51 (Kuehne et al., 2011) and 9.2% on UCF101 (Soomro et al., 2012), when using Kinetics-
Sounds (Arandjelovic & Zisserman, 2017) as the pre-training dataset. Our approach also demonstrates
its scalability to larger pre-training datasets, where when using a large-scale VGGSound (Chen et al.,
2020a) for pre-training, our approach surpasses the state-of-the-art (Patrick et al., 2021a) by 5.5% on
HMDB51 and 1.7% on UCF101.

2 RELATED WORKS

Unsupervised visual representation learning. Starting from static images, early unsupervised
visual representation learning methods mainly focus on pretext task design, aiming at designing
tasks that can train the deep model with supervision extracted from the data itself, without using
human-annotated labels. Such pretext tasks are explored from different perspectives, including spatial
relationships (Doersch et al., 2015; Noroozi & Favaro, 2016), low-level reconstruction (Pathak et al.,
2016), colorization (Zhang et al., 2016), and rotation classification (Gidaris et al., 2018), to name
a few. Later on, some of these image-based pretext tasks are extended to dynamic videos, e.g.,
spatio-temporal relationships (Kim et al., 2019; Luo et al., 2020) and video colorization (Vondrick
et al., 2018). There are also some pretext tasks specifically designed for video modality, e.g., frame
ordering (Misra et al., 2016; Xu et al., 2019), spatio-temporal statistics prediction (Wang et al.,
2019a), and future prediction (Han et al., 2019; 2020b) and tracking (Wang et al., 2019b). More
recently, some works (Benaim et al., 2020; Wang et al., 2020) study the distinct underlying property
of video – playback speed – and learn video representations by predicting the speed. Though simple,
such speed modeling pretext tasks are shown to be effective in learning good video representations.
In this work, we also take speed into consideration for representation learning by applying speed
augmentation to an additional audio data modality.
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Unsupervised multi-modal representation learning. Recent works have investigated multi-modal
data for contrastive learning, e.g., vision with text, and vision with audio. DeVise (Frome et al., 2013)
proposed the idea of joint image-text embedding, in which the semantic similarity is measured in
the feature space via dot product. With the availability of large-scale datasets, joint embeddings
have been widely explored (Xu et al., 2015; Klein et al., 2015; Pan et al., 2016; Miech et al., 2020),
especially for the recently proposed instructional video datasets (Alayrac et al., 2016; Sener et al.,
2015; Miech et al., 2019). Though promising, the text and language data within the above sources
still requires manual annotation, even with Automatic Speech Recognition for text generation, as the
ASR models need to be trained with annotation. On the other hand, audio, as an accompanied signal,
often comes with video data and does not require any kind of external manual annotation. As a result,
many works have proposed to learn unsupervised joint video-audio representations (Arandjelovic &
Zisserman, 2017; 2018; Korbar et al., 2018; Owens & Efros, 2018), where the key idea is to model
the audio-visual correspondence, i.e., whether the audio sample and video sample are temporally
aligned. We also learn based on unsupervised audio-visual contrastive learning, but take a step further
by introducing multi-modal speed transformation. There are also some recent works (Alayrac et al.,
2020; Aytar et al., 2017) that combine vision, text, and audio together to learn joint embeddings,
which is beyond the scope of this paper. Instead, we focus on learning a better joint representations
for video and audio, by considering speed — a by-nature built-in property.

Data augmentation. Augmentation is a widely used technique to enlarge the diversity of the
training data and prevent over-fitting (Baird, 1992; Simard et al., 2003; Krizhevsky et al., 2012). In
supervised learning, common augmentations for images consist of color jittering, cropping, flipping,
and rotation, to name but a few. For automatic speech recognition, augmentations are applied either
on the raw data (Ko et al., 2015) or on the spectrogram (Park et al., 2019). Some recent works
also propose to automatically search for the best augmentation policies (Cubuk et al., 2019; 2020).
Existing methods usually assume data is invariant to these augmentations and the intuition is to
teach the model of such invariances. While in our work, we show that the visual-audio pair in the
cross-modality scenario is not invariant to speed co-augmentation and should not be considered as
strict positive pairs. Instead, we hypothesize that there is a partial relationship between the augmented
visual-audio views and model it with a cross-affinity module to further improve the pre-training.

3 PROPOSED METHOD

We introduce the SvaCLR framework for unsupervised audio-visual pre-training. Our SvaCLR is
built upon the contrastive learning framework (Chen et al., 2020b) and models data correlations
across audio and video modalities after speed augmentations. We first present an overview of the
proposed method in Section 3.1. Then we describe the speed augmentation with vanilla InfoNCE loss
in Section 3.2 and the proposed cross-affinity module with SoftInfoNCE loss in Section 3.3. Finally,
the network architectures and training details are shown in Section 3.4.

3.1 OVERVIEW

Our target is to train video and audio encoders via unsupervised contrastive learning. Fig. 2 shows an
overview of the proposed SvaCLR framework. Given an aligned visual-audio pair (v, a), we apply
speed augmentations on both v and a to synthesize two additional views ṽ and ã. These audio and
video samples are then fed into the audio and video encoders f(·) and g(·) to extract representations
y. We project the video and audio representations separately via projectors hv(·) and ha(·). The
projected embeddings z are then utilized to compute the contrastive InfoNCE loss (Oord et al., 2018).
In parallel, we introduce a cross-affinity module to model the audio-visual correlations. The modeled
correlations are used to re-weight the InfoNCE loss, resulting in our proposed SoftInfoNCE loss. In
the following, we first introduce the speed augmentation along with the vanilla InfoNCE loss, and
then introduce the cross-affinity module for SoftInfoNCE loss computation.

3.2 SPEED AUGMENTATION WITH INFONCE

For speed augmentations, we use a speed library to diversify training data pairs. We use T to represent
the speed augmentation set in which the maximum speed is denoted by S. Each time, two speed
amounts for the audio and video data are selected stochastically from T and are applied to each data.
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Figure 2: Overview of the proposed SvaCLR framework. We apply speed augmentations to both
audio and video samples by changing their playback speed (only one audio-video pair is shown
for simplicity). We use target backbone encoders f(·) and g(·) to extract their embeddings. These
embeddings are sent to the projectors hv(·) and ha(·) for contrastive learning. In parallel, we introduce
a cross-affinity module (see Fig. 3 for more details) to model the audio-video embedding correlations.
The modeled correlations reweigh the InfoNCE loss when learning audio-video representations.
Highlighted regions in green and red are the augmented view paths of the video and audio inputs,
respectively. The double-arrowed connections at the end indicate correlation modelling.

In practice, the proposed speed augmentation is implemented by applying different sampling rates
to the audio and video samples (for details, see Appendix A.2). Our speed augmentation differs
from off-the-shelf operations (e.g., Gaussian blur, cropping, and color jittering) which assume data
representations are invariant to augmentations. As shown in Fig 1, partial relationship exists between
the co-augmented audio-video pairs variant according to T . The variance is further modeled by
cross-affinity module and reweighs the vanilla contrastive InfoNCE loss.

Before computing the contrastive InfoNCE loss (Oord et al., 2018), we project the video and audio
representations separately via projectors. As shown in Fig. 2, we apply a video projector hv(·) upon
the video encoder and an audio projector ha(·) upon the audio encoder. The projected representations
are then utilized to compute the contrastive InfoNCE loss as follows:

L(i, j) =
exp(zi · zj / η)

exp(zi · zj / η) +
N∑
j=1
j ̸=i

exp(zi · zj / η)

, (1)

where zi = ha(yi) is the audio projection, zj = hv(yj) is the video projection, and η is a constant
temperature value. The dot product · measures the similarity between the projected audio and video
representations. For the input audio ai, the summation term is computed by utilizing all the video
clips vj , as long as ai and vj are from different samples (i.e., they are unpaired).

3.3 CROSS-AFFINITY MODULE

As discussed above, the proposed speed augmentation diversifies audio-visual pairs by changing
the playback speed of both modalities and leads to a partial relationship between the augmented
audio-visual pairs. It is not appropriate to directly label the co-augmented views as either positive or
negative. In order to model the relationship between the augmented audio-visual pairs, we propose a
cross-affinity module to measure the correlations between the video and audio representations. Fig. 3
illustrates the proposed module. Given the audio embedding yi and the video embedding yj , the
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Figure 3: The proposed cross-affinity module for SoftInfoNCE loss computation. The cross-
affinity module shown on the left takes video and audio representations as input where there are
co-augmented audio-visual data. The output is a cross-modality affinity matrix shown on the right.
Each element in this matrix represents the correlations between the corresponding audio-visual pairs.

cross-modality affinity λ(aτ1i , vτ2j ) can be computed as follows:

λ(aτ1i , vτ2j ) = softmax
[
l(yi)× l(yT

j )
]
, (2)

where l(·) is a mapping with learnable parameters. The projected video and audio representations are
correlated via the matrix multiplication operation. In practice, three different mapping functions are
examined, including identity mapping, linear mapping and nonlinear mapping, from those we find
the identity mapping achieves the best results. We speculate this is because heavier mapping could
deteriorate the ability of encoders to learn general representations.

We compute the cross-modality affinity in Eq. 2 for co-augmented audio-visual views. The cross-
modality affinity can be formulated as a two-by-two matrix (as shown in Fig. 3 right). Each element
in this matrix represents the correlation between the audio and video views. The weight between
un-augmented audio-visual view is normalized to 1. By using these elements, we reweight the
contributions of each co-augmented audio-visual view when computing the contrastive loss.

3.4 TRAINING WITH SOFTINFONCE

Following (Patrick et al., 2021a; Ma et al., 2020), we first transform the raw audio data to spectrogram
as shown in Fig 1 (bottom), and then use a 9-layered 2D ResNet (He et al., 2016) as the audio
encoder and R(2+1)D-18 (Tran et al., 2018) as the video encoder (for details, see Appendix A.1). The
projector is a two-layered multilayer perceptron (MLP). The training process is end-to-end, without
using a two-stage setting as in previous works (Morgado et al., 2021a;b).

Given a batch of audio-visual pairs A and V , where both A and V contain N samples, we denote the
speed augmentation set as T , from which we can sample augmentations τ ∼ p(T ). The encoders
and projectors are trained with the following SoftInfoNCE loss:

L(f, g,A,V) = E(τ1,τ2)∼p(T )

 1

N2

N∑
i=1

N∑
j=1

λ(aτ1i , vτ2j ) · L(g(aτ1i ), f(vτ2j ))

 , (3)

where L(·, ·) is the contrastive InfoNCE loss as defined in Eq. 1, ai ∈ A, and vj ∈ V . The cross-
modality affinity λ(·, ·) takes the audio and video signal as input and measures their correlations. The
output correlation value further reweights the contrastive loss during the training process consequently.

4 EXPERIMENTS

In this section, we first introduce the datasets we used for pre-training, the implementation details, and
the downstream evaluations. We then conduct ablation studies to investigate the proposed approach.
Following that, the proposed method is compared with state-of-the-art methods.
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Table 1: Audio and video with speed augmentations from the same distribution. The learned
representations are evaluated on action recognition using HMDB51 (Kuehne et al., 2011) and audio-
video retrieval on K-Sounds (Arandjelovic & Zisserman, 2017). Speed s = [a, b] represents that the
lower bound speed is a while the upper bound is b.

Pre-training Experimental Setup Downstream Acc.

speed Re-weight Speed Loss HMDB51 K-sounds@1

✗ ✗ - InfoNCE 54.2 2.6

✓ ✗ s = [1, 2] InfoNCE 63.8 (+9.6) 3.1 (+0.5)
✓ ✗ s = [1, 4] InfoNCE 65.1 (+10.9) 3.5 (+0.9)
✓ ✗ s = [1, 6] InfoNCE 64.2 (+10.0) 3.2 (+0.6)

✓ ✓ s = [1,4] SoftInfoNCE 66.1 (+11.9) 4.6 (+2.0)

4.1 IMPLEMENTATION DETAILS

Dataset. We use Kinetics-Sounds (K-Sounds) (Arandjelovic & Zisserman, 2017), Kinetics-400
(K400) (Kay et al., 2017), and VGGSound (Chen et al., 2020a) as the pre-training datasets to evaluate
the effectiveness of our proposed approach. The K-Sounds dataset consists of 20k training samples,
the K400 dataset consists of 240k training samples, and the VGGSound dataset contains 199k training
samples. We evaluate the learned representations on action recognition and video retrieval tasks with
the UCF101 (Soomro et al., 2012) and HMDB51 (Kuehne et al., 2011) datasets.

Unsupervised pre-training. During pre-training, we randomly select 30-frame video clips with
sampling rates selected from the speed transformation. Each video clip is cropped to 112 × 112.
For the audio preprocessing, we select audio data with the same initial time as video data and a
spectrogram is computed with window length of 0.01 seconds and a half-window overlap. For
optimization, we use Stochastic Gradient Descent (SGD) as the optimizer. We use 10 epochs to warm
up the learning rate from 64 × 10−3 to 64 × 10−2 and then using a cosine learning rate decay to
10× 10−2 in the remaining 90 epochs. Training is done on 64 V100 GPUs with a mini-bath size of 8
on each, resulting in total batch size of 512. The total training time is around 30 hours for 100 epochs.

Finetuning. We follow the fine-tuning setting of GDT (Patrick et al., 2021a). SGD is used as the
optimizer and the initial learning rate is set to 2.5× 10−3, where it is warmed up to 2× 10−2 in the
first two epochs, and decreased by 5× 10−2 at 6 and 10 epochs. Training is stopped at 12 epochs.

Evaluations. For the action recognition task, we follow the same testing procedure as in previous
works (Xu et al., 2019; Luo et al., 2020; Han et al., 2019), and use video accuracy to evaluate our
approach. The video accuracy is computed by averaging the softmax probabilities of uniformly
selected clips in each video (Xu et al., 2019) from the testing set. For video retrieval tasks, we follow
the standard protocol as described in Xu et al. (2019). We also use audio-to-video and video-to-audio
retrieval tasks on K-Sounds dataset to evaluate the learned audio and video representations.

4.2 ABLATION STUDIES

In our ablation study, we first explore the optimal setting for the speed augmentation on both audio
and video data. Then, we study the effectiveness of the proposed cross-affinity module for modeling
the partial relationship between the augmented video and audio. Finally, we show the generality of
the proposed approach by evaluating it on the audio-visual dataset VGGSound (Chen et al., 2020a).

Speed augmentation. We investigate the best speed augmentation policy using the action recognition
task on HMDB51 dataset and the video-to-audio retrieval task on K-Sounds dataset.

We investigate different augmentations for audio and video data from the same speed distribution in
Table 1. It can be seen that: (1) compared to the no speed-up augmentation, using only two speed
candidates can already significantly improve the action recognition performance from 54.2% to 63.8%.
This validates the effectiveness of the proposed speed-up augmentation. (2) When audio-video pairs
are sped up from the same distribution, best action recognition accuracy is achieved when s = [1, 4].

6



Under review as a conference paper at ICLR 2023

𝜆 = 1

Video, 𝑠𝑣 = 1 Audio, 𝑠𝑎 = 1 Audio, 𝑠𝑎 = 2 Audio, 𝑠𝑎 = 4

𝜆 = 1

𝜆 = 0.97

𝜆 = 0. 88

𝜆 = 0.81

𝜆 = 0.76

𝜆 = 1 𝜆 = 0. 45 𝜆 = 0.13

Figure 4: Three examples of the augmented visual-audio pairs and their corresponding partial
relationship weights. For each sample from left to right: one frame from the video clip, spectrogram
of the corresponding audio, spectrogram of the augmented audio with speed 2, and spectrogram of
the augmented audio with speed 4. λ represents the weight learned by the cross-affinity module.

Table 2: Audio and video with speed augmentations
from different distributions. 0.5 represents audio
with slow-down augmentation.

V_speed A_speed HMDB51 K-Sounds@1

sv = [1, 4] sa = [1, 2] 63.9 2.5
sv = [1, 4] sa = [0.5, 4] 64.5 3.1
sv = [1, 4] sa = [1, 4] 66.1 4.6

Table 3: Explore different pre-training
datasets.

Dataset(duration) HMDB51 K-Sounds@1

- 24.1 54.5

K-Sounds (2d) 54.9 5.1
K400 (28d) 66.1 4.6
VGGSound (23d) 67.2 4.8

Both s = [1, 2] and s = [1, 6] settings perform inferior than the s = [1, 4] setting. We suspect that
this is because compared to s = [1, 2], using s = [1, 4] provides more view synthesis while s = [1, 6]
could be a bit difficult for the network to learn useful semantic representations.

We also explore audio and video speed augmentations from different distributions as shown in Table 2.
It can be seen that compared to audio speed from sa = [1, 2] and audio slow-down, audio and video
speed from the same distribution sv = sa = [1, 4] achieves the best performance. We hypothesize that
this is because compared to sa = [1, 2], sa = [1, 4] provides more views. Slow-down augmentation
may lead to under-provided information to the network while at the same time it will decrease the
possibility of the speed-up augmentations.

Cross-affinity module. Based on the best speed augmentation setting sa = sv = [1, 4], we
investigate the effectiveness of the proposed cross-affinity module in Table 1. It can be seen that
with the proposed cross-affinity module and the SoftInfoNCE loss design, the performances can be
further improved significantly (e.g., +11.9% for HMDB51). To better understand what the cross-
affinity module learns, we visualize the visual-audio pairs with the speed augmentation and their
corresponding relationship weights in Fig. 4. It can be seen that videos with manifested audio signals
are more sensitive to the proposed speed augmentation, where the weight between the video and
augmented audio is relatively small after the speed transformation.

Different datasets pre-training. We validate the generality of the proposed approach on three
datasets K-Sounds, K400, and VGGSound in Table 3. It can be observed: (1) compared with training
from scratch, pre-train with our proposed approach significantly improves the performances; (2)
compared with K400, pre-training on VGGSound achieves better performance but with less data.
We assume it is because the VGGSound dataset is designed and curated to be well-aligned for
audio-visual pairs so that it makes the audio-visual contrastive learning a relatively easier task. This
shows that quality of pre-training data outweighs the quantity.
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Table 4: Comparison with state-of-the-art approaches on action recognition task. Approaches
are evaluated on UCF101 (Soomro et al., 2012) and HMDB51 (Kuehne et al., 2011) datasets.

Method Pre-training Experimental Setup Downstream Acc.

Architecture Dataset (duration) Resolution HMDB51 UCF101

Supervised (Xie et al., 2018) S3D-G K400+IN (28d) - 75.9 96.8
Supervised (Alwassel et al., 2019) R(2+1)D-18 K400 (28d) - 65.1 94.2

ObjectPatch (Wang & Gupta, 2015) AlexNet UCF101 (2d) 227× 227 42.7 15.6
ClipOrder (Misra et al., 2016) CaffeNet UCF101 (2d) 227× 227 50.9 19.8
VCOP (Xu et al., 2019) R(2+D)-18 UCF101 (2d) 112× 112 30.9 72.4
ACC (Ma et al., 2020) R3D-18 K-Sounds (2d) 224× 224 40.6 77.2
SvaCLR (Ours) R3D-18 K-Sounds (2d) 128× 128 54.9 86.4

L3-Net (Arandjelovic & Zisserman, 2017) VGG-16 K400 (28d) - 40.2 72.3
PEMT (Lee et al., 2021) SlowFast K400 (28d) 128× 128 - 85.2
GDT (Patrick et al., 2021a) R(2+1)D-18 K400 (28d) 128× 128 62.3 90.9
SvaCLR (Ours) R(2+1)D-18 K400 (28d) 128× 128 66.1 91.5
SvaCLR (Ours) R(2+1)D-18 VGGSound (23d) 128× 128 67.2 92.0
Multisensory (Owens & Efros, 2018) R3D-18 K400 (28d) 224× 224 - 82.1
SeLaVi (Asano et al., 2020) R(2+1)D-18 K400 (28d) 224× 224 47.1 84.2
SpeedNet (Benaim et al., 2020) S3D-G K400 (28d) 224× 224 48.8 81.1
XDC (Alwassel et al., 2019) R(2+1)D-18 K400 (28d) 224× 224 52.6 86.2
AVTS (Korbar et al., 2018) MC3-18 K400 (28d) 224× 224 56.9 85.8
STiCA (Patrick et al., 2021a) R(2+1)D-18 K400 (28d) 224× 224 60.5 -
AVID (Morgado et al., 2021b) R(2+1)D-18 K400 (28d) 224× 224 60.8 87.5
ACC (Ma et al., 2020) R3D-18 K400 (28d) 224× 224 61.8 90.2
GLCM (Zeng et al., 2021) R3D-18 K400 (28d) 224× 224 61.9 91.2
SvaCLR (Ours) R(2+1)D-18 K400 (28d) 224× 224 66.8 92.2
SvaCLR (Ours) R(2+1)D-18 VGGSound (23d) 224× 224 67.8 92.6

4.3 COMPARISON WITH STATE-OF-THE-ART

Following previous works (Patrick et al., 2021a; Morgado et al., 2021a), We evaluate the effectiveness
of our approach on standard action recognition and video retrieval tasks on UCF101 (Soomro
et al., 2012) and HMDB51 (Kuehne et al., 2011) datasets. In addition, we also propose to evaluate
the learned audio-visual representations by an audio-video retrieval task, including video-to-audio
retrieval and audio-to-video retrieval, on the K-Sounds dataset (Arandjelovic & Zisserman, 2017).
We compare our proposed SvaCLR with other state-of-the-art approaches.

Action recognition. As mentioned above, after the audio-visual unsupervised pre-training, the
learned representations can be transferred to downstream tasks to validate their effectiveness. Here
we compare our proposed SvaCLR with other state-of-the-art approaches. We evaluate the learned
representations on the action recognition task. The results are shown in Table 4.

From the results we can see that: (1) When pre-trained on a medium-scale dataset, K-Sounds, our
approach significantly outperforms previous works. We improve performances on UCF101 and
HMDB51 datasets by large margins, 9.2% and 14.3%. This demonstrates that our proposed co-
augmentation method enlarges the diversity of the training views and benefits contrastive learning a
lot. (2) Our approach demonstrates great scalability in terms of dataset size. When pre-trained on a
large dataset K400, our approach exceeds the state-of-the-art audio-visual representation learning
approach GDT (Patrick et al., 2021a) by a large margin, especially on the HMDB51 dataset, where
we outperform GDT by 3.8%. Note that GDT applies hierarchical data augmentations while we only
use one-speed augmentation. (3) Our approach also demonstrates scalability in terms of resolution.
We can further improve the performances by using a large input size. We visualize the attention maps
based on our pre-trained video encoder as shown in Fig. 5.

Video retrieval. In addition to the action recognition task, we also evaluate our method on video
retrieval task. We compare our approach with the-state-of-art in Table 5, and show that our approach
achieves competitive results with other methods. These results show that representations learned by
our proposed approach can generalize well.
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Figure 5: Attention visualizations. Attention computed from the Conv5 layer shows that the learned
model is activated with the object that sounds. This validates that our method is able to capture
audio-visual correspondence.

Table 5: Comparison with state-of-the-art approaches on video retrieval task. Approaches are
evaluated on UCF101 Soomro et al. (2012) and HMDB51 Kuehne et al. (2011) datasets. Video
samples in testing split are used to retrieve nearest neighbors from the training split. Standard video
retrieval metrics R@K are reported.

Method UCF101 HMDB51

R@1 R@5 R@20 R@1 R@5 R@20

VCOP (Xu et al., 2019) 14.1 30.3 51.1 7.6 22.9 48.8
VCP (Luo et al., 2020) 18.6 33.6 53.5 7.6 24.4 53.6
MemDPC (Han et al., 2020b) 20.2 40.4 64.7 7.7 25.7 57.7
CoCLR (Han et al., 2020a) 55.9 70.8 82.5 26.1 45.8 69.7
GDT (Patrick et al., 2021a) 57.4 73.4 88.1 25.4 51.4 75.0
STiCA (Patrick et al., 2021b) 59.1 76.2 88.1 26.3 49.2 76.4

SvaCLR (Ours) 60.4 76.4 89.0 26.5 50.8 77.5

Audio-Video Retrieval. To further evaluate the cross-modality ability of the proposed approach,
we propose to use an audio-video retrieval task on K-Sounds (Arandjelovic & Zisserman, 2017). We
compare to audio-visual contrastive learning with vanilla InfoNCE loss and current state-of-the-art
GDT (Patrick et al., 2021a) in Table 6. We show that our approach achieves the best performances
on both audio-to-video retrieval task and video-to-audio retrieval task. It is interesting to note that
pre-trained on K-sounds can achieve better performance to retrieve top-1 nearest neighbor. But its
ability to generalize to more visual-audio pairs is restricted that it performs worse than pre-training
on a larger dataset K400 to retrieve top-5, top-10, and top-20 nearest neighbors.

Table 6: Comparison with state-of-the-art approaches on video-audio retrieval task. “Baseline”
represents the vanilla audio-video contrastive learning with InfoNCE loss.

Method Pre-train Dataset Video → Audio Audio → Video

R@1 R@5 R@10 R@20 R@1 R@5 R@10 R@20

Baseline K400 2.6 13.8 26.1 44.3 3.6 13.7 25.3 41.0
GDT (Patrick et al., 2021a) K400 3.1 14.3 24.6 40.8 3.6 16.1 26.4 43.9

SvaCLR (Ours) K-Sounds 5.1 14.1 25.4 42.3 4.7 16.0 27.2 43.6
SvaCLR (Ours) K400 4.6 17.2 28.3 44.6 4.2 16.4 27.6 44.3

5 CONCLUSIONS

The proposed speed augmentation significantly improves the performance of unsupervised audio-
visual pre-training. We observed that speed co-augmentation leads to partial relationship between
audio-visual pairs. This differs from the common intuition in single-modality representation learning,
where samples are invariant to data augmentations. To combat this, we propose a cross-affinity
module, which can adaptively model the cross-modality partial relationship and further improve
performances. Extensive experimental results show that our approach achieves a new state-of-the-art
on three downstream tasks.
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Reproducibility Statement We provide the implementation details in Section 4.1. We provide
the pseudo-code for speed augmentation in the Appendix. A code file including the implementa-
tion of the proposed approach can be found at https://anonymous.4open.science/r/
ICLR-2023-SvaCLR-Anonymous.
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A APPENDIX

A.1 ARCHITECTURE IN DETAIL

We provide the architecture details of the video encoder R(2+1)D-18 in Table 7 and the architecture
details of the audio encoder ResNet-9 in Table 8.

Table 7: The R(2+1)D-18 structure of the video
encoding branch.

stage detail output size
T ×HW × C

input data - 30× 1282 × 3

conv11
1× 72, 45
stride 1, 22

30× 642 × 45

conv12
3× 12, 64
stride 1, 12

30× 642 × 64

conv2

[
1× 32, 64
3× 12, 64

]
× 2 30× 642 × 64

conv3

[
1× 32, 128
3× 12, 128

]
× 2 15× 322 × 128

conv4

[
1× 32, 256
3× 12, 256

]
× 2 8× 162 × 256

conv5

[
1× 32, 512
3× 12, 512

]
× 2 4× 82 × 512

poolavg global avg 1× 12 × 512

Table 8: The ResNet-9 structure of the audio
encoding branch.

stage detail output size
H ×W × C

input data - 40× 99× 1

conv1
7× 7, 64
stride 2,

18× 48× 64

poolmax
3× 3, 64
stride 2,

8× 23× 64

layer1

[
3× 3, 64
3× 3, 64

]
× 1 8× 23× 64

layer2

[
3× 3, 128
3× 3, 128

]
× 1 4× 12× 128

layer3

[
3× 3, 256
3× 3, 256

]
× 1 2× 6× 256

layer4

[
3× 3, 512
3× 3, 512

]
× 1 1× 3× 512

poolavg global avg 1× 12 × 512

A.2 IMPLEMENTATION IN DETAIL

A pseudo-code for speed augmentation using PyTorch is as follows. A code file including the imple-
mentation of the proposed approach can be found at https://anonymous.4open.science/
r/ICLR-2023-SvaCLR-Anonymous.

import random
from torchaudio.transforms import Resample
def video_speed_aug(video, start_frame, clip_len, video_speeds):

# video_speeds is the speed candidate for video and audio
new_video_sr = random.choice(video_speeds)
video = video[start_frame:clip_len:new_video_sr]
return video

def audio_speed_aug(audio, ori_audio_sr, audio_speeds):
new_audio_sr = random.choice(audio_speeds)
transform = Resample(ori_sr, new_audio_sr)
audio = transform(audio)
return audio

A.3 ANALYSIS OF CROSS-AFFINITY MODULE

To better understand what the cross-affinity module actually learns, we visualize (1) a histogram of
the affinity scores from the cross-affinity module for the sped-audio and video from different samples
in Fig. 6; (2) A boxplot of speed and cross-affinity weights in Fig. 7. These figures indicate that our
proposed cross-affinity module can well model the partial relationship between the sped-up audio
and video and a few examples are false negative samples due to the speed augmentation.

Qualitative Visualization. Based on the generated cross-affinity weights, we visualize four samples
with the highest and lowest weights in Fig. 8. We find that video-audio pairs with the lowest weights
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Figure 6: Histogram of cross-affinity
weights between sped-up audio and other
video examples.
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Figure 7: boxplot of speed and cross-
affinity weights. Blue triangle repre-
sents mean and orange line represents
median.
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Figure 8: Video samples and spectrograms with the highest and lowest affinity score.

are videos contain noisy audio, e.g., taichi with background music and bee keeping with human
talking. On the other hand, video-audio pairs with the highest weights are highly related, e.g., playing
drums and push up.

A.4 AUDIO CLASSIFICATION

For completeness, we evaluate the learned audio encoder on audio classification task using
DCASE Stowell et al. (2015) and ESC50 Piczak (2015b) datasets as shown in Table 9. It can
be seen that our approach achieves competitive results with other methods.

A.5 AUDIO-VIDEO RETRIEVAL

Implementation details. In Section 4.3, we present a new downstream task, audio-video retrieval,
to evaluate the cross-modality ability of the learned representations. We use the validation set of
K-sounds as the evaluation dataset. Two settings are considered, audio-to-video retrieval and video-
to-audio retrieval. For each setting, we uniformly sampled 10 clips of both audio and video from one
sample. Then the sampled clips are fed into the video and audio encoders to extract representations
from the last pooling layer (pool5). Based on the extracted representations, cosine distances are
computed. Finally, the retrieval performance is evaluated by querying top-k nearest neighbors from
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Table 9: Audio classification. Audio representations are evaluated on standard audio classification
benchmarks using DCASE Stowell et al. (2015) and ESC50 Piczak (2015b).

Method Pretraining Acc%
DCASE ESC50

Autoencoder (Aytar et al., 2016) - - 39.9
Random Forest (Piczak, 2015b) - - 44.3
Piczak ConvNet (Piczak, 2015a) - - 64.5
RNH (Roma et al., 2013) - 72 -
Ensemble (Stowell et al., 2015) - 77 -

AVTS (Korbar et al., 2018) K400 91 76.7
XDC (Alwassel et al., 2019) K400 – 78.0
AVID (Morgado et al., 2021b) K400 93 79.1
ACC (Ma et al., 2020) K400 – 79.2

SvaCLR (Ours) K400 94 79.5

Video query Retrieval audio results

Figure 9: Qualitative video-to-audio retrieval results. The correctly retrieved results are marked in
green while the failure cases are in orange. Better visualization with color.

Audio query Retrieval video results

Figure 10: Qualitative audio-to-video retrieval results. The correctly retrieved results are marked
in green while the failure cases are in orange. Better visualization with color.
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the other modality samples based on cosine distances. Here, we consider k to be 1, 5, 10, 20. If the
test clip class label is within the top-k retrieval results, it is considered to be successfully retrieved.

Visualizations. Figures 9 and 10 show qualitative retrieval results. We investigate some failure
cases of the retrieval results and we find that networks can be confused by samples with similar
sounds and thus retrieve those samples. For example, “playing drums” is confused with “tap dancing”,
and “shoveling snow” is confused with “shuffling cards”.

A.6 CLASSES OF KINETICS-SOUNDS DATASET

Note that the original Kinetics-Sounds dataset described in (Arandjelovic & Zisserman, 2017) consists
of 34 action classes, where a few classes got removed currently. Therefore, after discussing with the
authors, we retain the following 30 classes: blowing nose, bowling, chopping wood, ripping paper,
shuffling cards, singing, tapping pen, blowing out candles, dribbling basketball, laughing, mowing
lawn, shoveling snow, tap dancing, tapping guitar, tickling, playing accordion, playing bagpipes,
playing bass guitar, playing clarinet, playing drums, playing guitar, playing harmonica, playing
keyboard, playing organ, playing piano, playing saxophone, playing trombone, playing trumpet,
playing violin, playing xylophone.
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