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Abstract001

Emotional support conversation systems aim to002
help users alleviate distress through empathetic003
dialogue. However, existing ESC datasets of-004
ten use coarse-grained problem categories, lim-005
iting models’ ability to address users’ com-006
plex, overlapping challenges. To address this,007
we propose a generalizable fine-grained prob-008
lem enhancement method that systematically009
augments problem types, user scenarios, and010
profiles, enabling the construction of richer011
and more diverse ESC corpora. As a demon-012
stration, we construct EmoCare, a large-scale013
ESC dataset with 2.6K dialogues and 42.8K014
utterances, expanding problem type coverage015
from 13 to 45 fine-grained categories. Building016
on this data augmentation process, we intro-017
duce FPEMF, a flexible framework for empa-018
thetic dialogue generation, which comprises019
two modules: fine-grained problem enhance-020
ment and multi-dimensional feedback, which021
can be seamlessly integrated with various back-022
bone models. The multi-dimensional feedback023
module evaluates responses from four perspec-024
tives: emotional understanding, strategy effec-025
tiveness, contextual consistency, and topic rel-026
evance, guiding models to generate more sup-027
portive replies. Experiments show that FPEMF028
consistently improves both automatic and hu-029
man evaluation metrics across different models.030

1 Introduction031

Empathy, which is the ability to understand and032

respond to others’ emotions, has become a key fo-033

cus in dialogue systems research (Cameron et al.,034

2019; Daley et al., 2020). As mental health con-035

cerns rise globally, scalable emotional support is036

increasingly needed, yet professional counseling037

remains inaccessible for many due to cost and re-038

source constraints (Cullen et al., 2020; Vindegaard039

and Benros, 2020). This motivates the develop-040

ment of conversational agents capable of providing041

effective emotional support at scale (Denecke et al.,042

2020; Kraus et al., 2021).043

My kids are driving me crazy now that we are all having to work and school our kids from
home. My husband and I both work from home now because of Corona. My 15 year old
boy and 8 year old girl argue after they finish schooling and my husband and I are still
working. It is starting to interrupt the quality of our work, Any suggestions? They are going
crazy since the emergence of the Corona Virus.

User Situation

Conversation Context

😥 Hi!

�How may I help you today?

😥 What suggestions do you have for unruly kids who argue when their
parent need quiet in their respective offices because we work at home?

🤖

🤖

🤖

Maybe you should try to talk with them about it. (Generic response)

I understand. I have had kids who argue with me and i have found it
to be very frustrating. (Lack actionable advice)

Have you tried talking to your kids about the situation and how you
are trying to solve it? (Lacks multi-dimensional feedback)

(KEMI)

(PAL)

(DKPE)

�Have you tried to talk to your kids about that?

😥 Talking is great when we are doing it and they all agree. But it never
stays this way.

The responses generated by existing models

Figure 1: An example showing a user facing both work
and family pressures. ESConv labels this as a "Job Cri-
sis", which misses the complexity of multiple stressors.

The Emotional Support Conversation (ESC) task 044

(Liu et al., 2021) and existing models such as KEMI 045

(Li et al., 2022), PAL (Cheng et al., 2023), and 046

DKPE (Hao and Kong, 2025) have advanced empa- 047

thetic dialogue by leveraging external knowledge. 048

However, their limited problem categories hinder 049

performance in complex, multi-challenge scenar- 050

ios, where users often face overlapping stressors. 051

As shown in Figure 1, the user is experienc- 052

ing the dual pressures of both work and family 053

responsibilities. However, the dataset simply clas- 054

sifies this situation as a "Job Crisis" problem, re- 055

flecting the issue of coarse-grained problem cate- 056

gories. This rough classification fails to capture 057

the unique challenges arising from the overlap of 058

multiple stressors. In addition, the intertwining of 059

multiple sources of stress often leads to responses 060

that lack specificity when generated under a single- 061

strategy framework. For example, KEMI gives a 062

generic suggestion even after the user explains that 063
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talking does not solve the problem for long. PAL064

only expresses understanding and shares a simi-065

lar experience, not providing any practical advice.066

DKPE repeats the idea of talking but does not ad-067

dress the user’s real needs. These responses fail to068

address the user’s nuanced needs and fully support069

users facing complex and overlapping challenges.070

This highlights the necessity of multi-dimensional071

feedback to guide responses toward greater com-072

prehensiveness and accuracy.073

To address the limitations of coarse-grained074

problem categories, we propose a systematic data075

augmentation method. We first collaborate with076

domain experts to expand the set of problem types077

from 13 to 45 fine-grained categories. For each078

type, we automatically generate diverse real-world079

scenarios and detailed user profiles, resulting in080

richer and more realistic training data. As a demon-081

stration, we construct EmoCare, a large-scale ESC082

dataset with 2,574 dialogues and 42,770 utterances,083

providing a stronger foundation for modeling com-084

plex user challenges.085

We further introduce FPEMF, a modular frame-086

work for empathetic dialogue generation. Its two087

components: Fine-grained Problem Enhancement088

and Multi-dimensional Feedback, which can be089

flexibly integrated with various backbone models.090

The enhancement module uses detailed problem091

types from EmoCare to better capture users’ needs.092

The feedback module evaluates responses across093

emotional understanding, strategy effectiveness,094

contextual consistency, and topic relevance, guid-095

ing models to generate more comprehensive and096

supportive replies. Experiments show that FPEMF097

consistently improves performance across different098

models, especially in complex scenarios.099

Our main contributions are as follows:100

• We propose a systematic data augmentation101

method that expands problem types with fine-102

grained categories and generates diverse real-103

world scenarios and user profiles, which leads104

to EmoCare, a large-scale ESC dataset cover-105

ing 45 fine-grained problem types.106

• We design a multi-dimensional feedback mod-107

ule that evaluates empathetic responses from108

four perspectives: emotional understanding,109

strategy effectiveness, contextual consistency,110

and topic relevance, guiding models to gener-111

ate more comprehensive and accurate support.112

• By integrating fine-grained problem enhance-113

ment and multi-dimensional feedback, our 114

FPEMF framework can be flexibly applied to 115

various backbone models and achieves state- 116

of-the-art performance on the ESConv dataset. 117

2 Related Work 118

2.1 Emotional Support Conversation Systems 119

Emotional support conversation systems aim to 120

help users resolve emotional distress by select- 121

ing appropriate support strategies and generating 122

empathetic responses. Early work focused on 123

building high-quality annotated datasets such as 124

ESConv (Liu et al., 2021) and EmpatheticDia- 125

logues (Rashkin et al., 2019), but limited size and 126

coarse-grained problem categories restricted their 127

effectiveness in real-world scenarios. Recent stud- 128

ies have explored leveraging commonsense knowl- 129

edge (Tu et al., 2022), external resources (Li et al., 130

2022), hierarchical graph networks (Peng et al., 131

2022), and reinforcement learning (Cheng et al., 132

2022; Zhou et al., 2023; Li et al., 2024) to improve 133

strategy selection and response generation. Person- 134

alized support has also been enhanced by modeling 135

seeker persona and controllable strategies (Cheng 136

et al., 2023; Hao and Kong, 2025). To address data 137

scarcity and increase diversity, large language mod- 138

els have been used for data augmentation (Qiu et al., 139

2024; Zheng et al., 2023, 2024), rewriting or gen- 140

erating new dialogues based on existing corpora. 141

However, most existing datasets and models still 142

rely on coarse-grained problem labels and strug- 143

gle to provide nuanced, multi-dimensional support, 144

especially for complex and overlapping challenges. 145

2.2 Multi-dimensional Feedback Evaluation 146

Multi-dimensional feedback has been widely 147

adopted across domains: in synthetic data genera- 148

tion, utility is assessed along multiple dimensions 149

such as attribute and population fidelity (Dankar 150

et al., 2022); in infrastructure analysis, resilience 151

is measured using multi-dimensional criteria (Ma 152

et al., 2022); for text generation, unified evaluators 153

assess coherence, fluency, and consistency to better 154

align with human judgment (Zhong et al., 2022); 155

and in empathetic dialogue, adaptive modules en- 156

sure generated responses are both coherent and 157

emotionally appropriate through multi-dimensional 158

evaluation (Xu and Jiang, 2024). These advances 159

motivate our multi-dimensional feedback module 160

to enhance the quality and reliability of emotional 161

support dialogue systems. 162
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Prompt for Profile

Problem type: Issues with Children

ESConv
Prompt for ScenarioSamples

Problem type: Issues with Children
Scenario:Ever since remote work became
the norm, managing both my job and my two
children at home has been overwhelming.
My 12-year-old daughter and 9-year-old son
often get into loud arguments just as my
afternoon meetings begin, making it hard to
focus. I feel exhausted trying to balance my
responsibilities as a parent and an
employee.

Problem type: Issues with Children
Scenario:Ever since remote work became
the norm, managing both my job and my two
children at home has been overwhelming. My
12-year-old daughter and 9-year-old son
often get into loud arguments just as my
afternoon meetings begin, making it hard to
focus. I feel exhausted trying to balance my
responsibilities as a parent and an employee.
Profile: 
Name: Lisa
Age: 38 
Gender: Female
Traits/hobbies: patient, detail-oriented, enjoys
gardening
Career: Marketing managerESConv

seeker

Hi, I’m struggling to keep my kids from
fighting while I’m working from home. Do you
have any advice for handling this?

Strategy
Counselor

It sounds really tough to juggle work and
parenting at the same time. Have you tried
setting up a routine or some quiet activities
for them during your work hours?

Question

JudgerHuman Check

EmoCare

Samples

x

Supporter

(a) Fine-grained Problem Enhancement

(b) Multi-dimensional Feedback
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Figure 2: FPEMF consists of two key modules: fine-grained problem enhancement and multi-dimensional feedback.

3 Fine-grained Problem Enhancement163

3.1 Data Augmentation Process164

3.1.1 Seeker Design165

Fine-Grained Problem Types To ensure com-166

prehensive and realistic coverage of user chal-167

lenges, we collaborate with three psychology ex-168

perts (two university and one prison psychologist),169

to jointly define 45 fine-grained problem types, ex-170

panding on the 13 categories in ESConv. Each of171

the experts holds a professional psychological qual-172

ification certificate. These problems, of which the173

distribution is shown in Table 1, span a wide range174

of emotional, interpersonal, and behavioral issues,175

denoted as P = {p1, p2, . . . , p45}.176

Scenario Construction For each new problem177

type p′ ∈ Pnew (i.e., the problems newly added178

beyond those in ESConv), we construct multiple179

realistic scenarios to capture users’ nuanced real-180

world contexts. Following (Ye et al., 2025), we181

curate a seed pool S of about 1,000 high-quality182

ESConv examples. For each p′, three relevant sce-183

narios from S are sampled as in-context examples184

for LLaMA1 to generate a new scenario s′, using 185

the prompt in Appendix A: 186

s′ ← GenerateScenario(p′, S) (1) 187

This process ensures that the newly expanded cate- 188

gories in EmoCare are grounded in representative 189

and diverse real-world user challenges. 190

Seeker Profile To enhance realism and person- 191

alization, each scenario is paired with a detailed 192

seeker profile, including name, age, gender, per- 193

sonality traits, hobbies, and occupation. For each 194

(p′, s′) pair, we use a similar in-context prompt for 195

LLaMA, incorporating the problem type and sce- 196

nario, to generate a concise and role-play-friendly 197

profile c′, using the prompt in Appendix B: 198

c′ ← GenerateProfile(p′, s′, C) (2) 199

where C is the candidate pool of user attributes. 200

The final seeker set is constructed as: 201

C ← C ∪ {(p′, s′, c′)} (3) 202

1LLaMA refers to LLaMA2-70b in our paper(https://
huggingface.co/meta-llama/Llama-2-70b).
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Category Problem Type Num Category Problem Type Num

Emotional and
Mental Health Issues

Anger Management Issues 28

Interpersonal
Relationships

Breakups or Divorce 123
Anxiety Disorders 20 Conflicts or Communication Problems 201
Bipolar Disorder 25 Issues with Children 173
Death of a Loved One 27 Issues with Parents 335
Emotional Fluctuations 24 Marital Problems 74
Grief and Loss 29 Problems with Friends 322
Identity Crises 58 School Bullying 172
Obsessive-Compulsive Disorder (OCD) 26 Culture Shock 28
Ongoing Depression 176

Personal
Development

Appearance Anxiety 90
Post-Traumatic Stress Disorder (PTSD) 34 Career Development Issues 23
Schizophrenia 25 Goal Setting Issues 21
Self-Esteem Issues 16 Motivation Problems 18
Spirituality and Faith 29 Personal Growth Challenges 35
Sexual Orientation 35 Procrastination 83
Sexual Assault or Domestic Violence Recovery 67 Sleep Problems 155

Life and Work Stress

Academic Pressure 187

Behavioral
Issues

Addictive Behaviors (e.g., Drug Use, Gambling) 30
Burnout 28 Alcohol Abuse 75
Chronic Stress 29 Compulsive Behaviors 35
Financial Problems 132 Eating Disorders 36
Health Problems 149 Internet Addiction 28
Job Crisis 217 Self-Harm Behaviors 43
Life Transitions (e.g., Retirement, Relocation) 241 Debt Problems 22
Workplace Stress 33

Table 1: Statistics of predefined fine-grained problem types.

This process ensures that each conversation is203

grounded in a unique and contextually relevant204

seeker persona.205

3.1.2 Strategy Counselor Design206

Although LLMs have shown improvement in gen-207

erating empathetic responses, they often exhibit208

strong preferences for certain support strategies209

and may select less appropriate strategies at random210

when outside their preferred set (Kang et al., 2024).211

To address this, we introduce a strategy counselor212

based on LLaMA, fine-tuned with LoRA (Hu et al.,213

2021) on ESConv’s strategy labels. We formulate214

strategy selection as a classification task: given215

the current dialogue history h, the model selects216

the most appropriate support strategy t from the217

strategy pool T as:218

t← GenerateStrategy(h, T ) (4)219

where T contains all strategies in ESConv. The in-220

struction template for fine-tuning is in Appendix C.221

3.1.3 Supporter Design222

We use LLaMA as the supporter to generate contex-223

tually relevant emotional support replies. Guided224

by the selected strategy and dialogue history, the225

supporter produces targeted and actionable re-226

sponses with the help of in-context examples.227

Specifically, for each dialogue, three case dialogues228

with the same category are randomly sampled from229

ESConv as demonstrations. The supporter then230

generates the response r:231

r ← GenerateResponse(h, u,D) (5)232

where h is the dialogue history, u is the user re- 233

sponse, and D denotes sampled case dialogues. 234

The prompt template is shown in Appendix D. 235

3.1.4 Role-Playing Dialogue Construction 236

In EmoCare, multi-turn dialogues between the 237

seeker and supporter form the core of empathetic 238

conversation modeling. During each interaction, 239

the strategy counselor analyzes the dialogue con- 240

text and provides explicit strategy guidance to the 241

supporter, enabling clear and empathetic responses. 242

To further enhance problem type and strategy di- 243

versity, the system simulates role-playing sessions 244

by randomly selecting new problem types and sce- 245

narios, allowing the three roles to automatically en- 246

gage in dialogue and iteratively expand the dataset. 247

To determine when a conversation should end, we 248

introduce a Judger based on LLaMA, which de- 249

cides if the dialogue is complete based on explicit 250

ending signals or conversational cues. The prompt 251

template for the Judger is provided in Appendix E. 252

3.1.5 Human Check and Refinement 253

To ensure data quality, all constructed dialogues are 254

reviewed by the three psychology experts who de- 255

fined the fine-grained problems. The experts assess 256

whether each dialogue matches the assigned prob- 257

lem type, scenario, and seeker profile; whether the 258

supporter’s responses are helpful and realistic; and 259

whether the interactions reflect genuine psycholog- 260

ical counseling situations. Only dialogues unani- 261

mously approved by all three experts are retained. 262

About 180 low-quality dialogues are removed, and 263
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Category ESConv EmoCare

Overall

Total dialogues 1,300 2,574
Total utterances 29,278 42,770
Average dialogue length 22.54 16.61
Average utterance length 21.17 17.49

Seeker
Total utterances 14,639 20,913
Average utterances per dialogue 11.27 8.12
Average utterance length 19.90 14.49

Supporter
Total utterances 14,639 21,857
Average utterances per dialogue 11.27 8.49
Average utterance length 22.45 20.33

Table 2: Comparison between EmoCare and ESConv.

a small number of conversations with minor issues,264

such as abrupt endings, are manually refined.265

3.2 Dataset Comparison and Analysis266

Table 2 presents a comparison between EmoCare267

and ESConv. EmoCare contains 2,574 dialogues268

and 42,770 utterances, nearly twice the size of ES-269

Conv. By limiting each utterance to a maximum270

of three sentences during role-playing, EmoCare271

dialogues and utterances tend to be shorter than272

ESConv. This increases data diversity while main-273

taining concise and focused interactions. Notably,274

as illustrated in Figure 2(a), our data augmentation275

process enables the construction of cases where276

users face overlapping challenges, such as simulta-277

neously experiencing work and family stress, sim-278

ilar to Figure 1. While ESConv would label such279

cases only as "Job Crisis", EmoCare can annotate280

similar cases as "Issues with Children" or other rel-281

evant fine-grained types, enriching the dataset with282

more nuanced and realistic problem coverage.283

Significantly, our data augmentation method284

is highly flexible and can be applied to various285

datasets and tasks. The set of problem types and286

the amount of data for each type can be further287

expanded as needed. Future research can explore288

whether increasing the number or diversity of prob-289

lem types, or scaling up data volume, leads to per-290

formance saturation for existing models. These291

possibilities highlight the generalizability and prac-292

tical value of our data augmentation approach.293

4 Multi-dimensional Feedback294

4.1 Multi-dimensional Evaluation Metrics295

Emotional Understanding Measures whether the296

response accurately recognizes and addresses the297

user’s emotional state, following the three-level298

framework of (Hill, 2009). Responses marked as299

"none" across all mechanisms in their 3,000-pair300

dataset are considered unhelpful. 301

Strategy Effectiveness Assesses if the communica- 302

tion strategy is appropriate, based on the MI coding 303

scheme of (Moyers et al., 2003) and the 17,000- 304

pair dataset from (Welivita and Pu, 2022). "MI- 305

nonadherent" responses are considered unhelpful. 306

Contextual Consistency Checks if the response is 307

coherent with the dialogue context. We construct 308

a binary dataset with 4,000 coherent pairs by sam- 309

pling, and 8,000 incoherent context-response pairs 310

by replacing responses or modifying keywords. 311

Topic Relevance Evaluates whether the response 312

matches the main topic (i.e., problem type) of the 313

conversation. Following the same approach as 314

above, we create 4,000 topic-matched and 8,000 315

topic-mismatched samples. 316

For efficient evaluation, we fine-tune a Scorer 317

using LLaMA2-7b on these datasets to automate 318

multi-dimensional scoring. The instruction tem- 319

plates are in Appendix F, G, H, and I. A response 320

is labeled "1" only if it passes all four criteria; oth- 321

erwise, it is marked as "0". 322

4.2 Mitigation of Unhelpful Responses 323

To further reduce unhelpful or generic responses, 324

we adopt a multi-dimensional feedback-based miti- 325

gation module. For each input x, we use baseline 326

models with diverse beam search (Vijayakumar 327

et al., 2016) to generate a set of K candidate re- 328

sponses {ŷ1, . . . , ŷK}, promoting diversity among 329

outputs. Each candidate ŷi is evaluated by the fine- 330

tuned Scorer to obtain a multi-dimensional help- 331

fulness label l̂i ∈ {0, 1}. We also compute the 332

feedback score Pi for each candidate as the aver- 333

age log-likelihood: 334

Pi =
1

|ŷi|α

|ŷi|∑
t=1

logG(ŷti |x, ŷ<t
i ) (6) 335

where G is the generation model, α is a length 336

penalty, x is the input context, ŷi is the i-th candi- 337

date response, and ŷ<t
i denotes its prefix up to step 338

t−1. We then apply a contrastive loss to encourage 339

higher feedback scores for helpful responses: 340

Lul =
1

2K

∑
i

∑
j ̸=i

max
(
0− (l̂i − l̂j) 341

× (Pi − Pj + λ)
)

(7) 342
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Models ACC↑ PPL↓ B-1↑ B-2↑ B-3↑ B-4↑ D-1↑ D-2↑ R-L↑

BBJ 17.69 17.39 18.78 7.02 3.20 1.63 2.96 17.87 14.92
BBJFPEMF 21.56 15.91 20.59 8.46 4.35 2.53 3.17 20.56 17.92
BBJw/oFPE 21.43 15.97 20.57 8.42 4.32 2.49 3.12 20.37 17.85
BBJw/oMF 18.57 16.87 19.03 8.05 3.84 2.27 2.83 19.04 16.57

KEMI – 15.92 – 8.31 – 2.51 – – 17.05
KEMIFPEMF 33.73 15.15 21.55 8.47 4.45 2.67 4.87 23.67 17.67
KEMIw/oFPE 31.81 15.83 20.83 8.13 4.13 2.42 4.51 21.71 17.14
KEMIw/oMF 31.49 15.97 21.38 8.62 4.51 2.56 4.68 22.05 16.93

PAL 34.51 15.92 – 8.75 – 2.66 5.00 30.27 18.06
PALFPEMF 34.37 14.88 21.69 9.08 4.63 2.73 5.73 30.85 18.68
PALw/oFPE 31.00 15.58 20.30 8.55 4.00 2.00 5.00 26.85 17.68
PALw/oMF 32.00 15.58 20.30 9.20 4.30 2.60 5.30 29.00 17.50

DKPE 35.51 14.88 21.38 9.27 4.93 2.92 4.88 25.95 18.87
DKPEFPEMF 35.54 14.70 21.64 9.25 5.03 2.99 5.03 27.03 19.24
DKPEw/oFPE 33.84 15.30 21.10 8.95 4.68 2.80 4.70 25.23 18.64
DKPEw/oMF 32.50 15.50 20.50 9.10 4.60 2.70 4.50 25.50 18.00

Qwen2.5 14.11 40.60 9.45 5.99 4.32 3.26 7.22 22.42 9.27
GPT-4o 23.72 - 15.42 7.08 5.15 3.87 8.43 29.61 9.96
DeepSeek-R1 16.72 - 10.96 6.13 3.86 2.47 6.69 19.47 7.13

Table 3: Overall experimental results and ablation studies. FPE denotes Fine-grained Problem Enhancement and
MF denotes Multi-dimensional Feedback.

where λ is a margin hyperparameter. The standard343

generation loss is:344

Lgen = − 1

|y|

|y|∑
t=1

logG(yt|x, y<t) (8)345

where y is the ground-truth response and y<t de-346

notes its prefix up to step t− 1. Finally, the overall347

training objective combines both losses:348

L = βulLul + βgenLgen (9)349

where βul and βgen are balancing weights. We350

encourage the model to generate more helpful and351

diverse responses by penalizing unhelpful outputs.352

5 Experiments353

5.1 Experimental Preparations354

We evaluate our framework using several state-355

of-the-art emotional support dialogue models, in-356

cluding BlenderBot-Joint (BBJ) (Liu et al., 2021),357

KEMI (Li et al., 2022), PAL (Cheng et al., 2023),358

and DKPE (Hao and Kong, 2025). For these mod-359

els, we use the same hyperparameters. The learn-360

ing rate is set to 3 × 10−5, and training is run for361

2 epochs, as the loss converges within this range.362

Key hyperparameters are set as follows: margin363

parameter λ = 0.01, length penalty α = 1, and364

loss weights βul = βgen = 1. For response gener-365

ation, the number of sampled responses K is set366

to 10 (with beam size and group number also set 367

to 10). All experiments are conducted on the ES- 368

Conv dataset, which contains approximately 1,000 369

dialogues and 31,000 utterances. 370

In addition, we conduct zero-shot comparison 371

experiments on Qwen2.5-7b (Yang et al., 2024), 372

GPT-4o, and DeepSeek-R1 (Guo et al., 2025). For 373

GPT-4o and DeepSeek-R1, responses are generated 374

via API calls, so perplexity cannot be reported. 375

5.2 Automatic Evaluation Results 376

We evaluate model performance using standard au- 377

tomatic metrics for dialogue generation, including 378

accuracy (ACC), perplexity (PPL), BLEU-n (B-1 379

to B-4) (Papineni et al., 2002), Distinct-n (D-1, 380

D-2) (Li et al., 2015), and ROUGE-L (Lin, 2004). 381

As shown in Table 3, integrating FPEMF leads to 382

substantial improvements across all backbone mod- 383

els. For BBJ, all metrics increase significantly af- 384

ter applying FPEMF. KEMI, PAL, and DKPE also 385

show consistent improvements in every metric after 386

incorporating FPEMF. For example, KEMI’s ACC 387

jumps to 33.73, and PAL and DKPE both achieve 388

higher BLEU, Distinct, and ROUGE-L scores. The 389

only exception is a slight decrease in ACC for PAL 390

(from 34.51 to 34.37), but all other metrics still 391

improve. In contrast, general-purpose LLMs such 392

as Qwen2.5, GPT-4o, and DeepSeek-R1 perform 393

considerably worse on most metrics, highlighting 394

the importance of domain-specific modeling and 395
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(a) Single-response strategy

Model emp. skill cohr. top.

BBJFPE 81.90 92.03 78.89 64.51
BBJFPEMF 84.66 94.21 79.76 65.73

KEMIFPE 83.01 88.47 85.76 70.90
KEMIFPEMF 84.22 89.55 86.13 72.06

PALFPE 82.45 90.88 80.25 66.37
PALFPEMF 84.05 91.73 81.57 67.50

DKPEFPE 85.83 92.82 84.33 71.26
DKPEFPEMF 86.41 93.78 84.90 72.44

(b) Diverse beam search

Model emp. skill cohr. top.

BBJFPE 79.31 90.56 79.75 62.79
BBJFPEMF 82.48 92.01 80.41 64.79

KEMIFPE 81.16 87.49 81.57 65.14
KEMIFPEMF 82.51 88.14 82.09 66.56

PALFPE 83.02 90.01 83.08 68.93
PALFPEMF 84.19 91.07 83.64 69.57

DKPEFPE 89.84 96.05 82.60 73.84
DKPEFPEMF 90.12 96.47 83.21 74.65

Table 4: Comparison of multi-dimensional feedback results. The left table shows the performance under a single-
return strategy (generating only one response), while the right table presents helpfulness statistics when using
diverse beam search (beam size = 10) to generate ten candidate responses. emp., skill, cohr., and top. represent
empathetic expression, communication skill effectiveness, response coherence, and topic relevance, respectively.
All values indicate the percentage (%) of responses rated as "helpful", with higher values being better.

fine-grained feedback for emotional support tasks.396

5.3 Ablation Study397

We conduct ablation experiments to examine the398

effectiveness of the Fine-grained Problem Enhance-399

ment (FPE) and Multi-dimensional Feedback (MF)400

modules in FPEMF, as shown in Table 3. Re-401

moving either FPE or MF leads to clear perfor-402

mance drops across all backbone models, confirm-403

ing that both modules are crucial. FPE mainly im-404

proves topic relevance and contextual understand-405

ing, while MF enhances empathy and supportive-406

ness. Notably, the full FPEMF framework achieves407

the best overall results, demonstrating the com-408

plementary benefits of combining both modules.409

Interestingly, for DKPE, using only FPE or only410

MF results in lower performance than the origi-411

nal model, further highlighting the importance of412

jointly leveraging both modules for maximum ef-413

fectiveness.414

5.4 Multi-dimensional Feedback Evaluation415

We evaluate models on four dimensions: empa-416

thetic expression, communication skill, coherence,417

and topic relevance in Table 4, reporting the per-418

centage of responses rated as "helpful" under both419

single-response and diverse beam search settings.420

Integrating FPEMF consistently boosts all four421

metrics across models. For instance, BBJ+FPEMF422

achieves higher scores than the baseline in empa-423

thy (84.66% vs. 81.90%), communication skill424

(94.21% vs. 92.03%), coherence (79.76% vs.425

78.89%), and topic relevance (65.73% vs. 64.51%).426

Similar gains are seen for KEMI, PAL, and DKPE,427

with DKPE+FPEMF reaching the highest scores428
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Figure 3: Human evaluation results of each model be-
fore and after incorporating the FPEMF framework.

(e.g., 90.12% empathy, 74.65% topic relevance 429

in diverse beam search). These results show that 430

FPEMF enhances both the quality and relevance of 431

emotional support responses. 432

5.5 Human Evaluation 433

We conduct a human evaluation to further assess 434

the quality of model responses across five dimen- 435

sions: coherence, identification, comforting, sug- 436

gestion, and information. The definitions of these 437

metrics are provided in Table 6. We recruit 223 438

undergraduate and 192 graduate students as annota- 439

tors. Each annotator is asked to compare responses 440
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Conversation Context

Help-seeker : I’m an alcoholic. Once the thought of a drink comes, I can’t stop craving it.

Supporter : Perhaps you could focus on something else instead of that craving?

Help-seeker : Like what, though?

Model Responses Comparison

BBJ You can try to be normal. That is a great idea. (Lack of empathy)
BBJFPEMF I hear how hard it is. Maybe you can do something small—like texting a friend—when

that urge shows up.

KEMI I think you should try some new activities to calm down. (Generic advice)
KEMIFPEMF It sounds overwhelming. Perhaps jotting down each craving and how you feel might help

you notice a pattern.

PAL Have you tried meditation? It can help you get out of the moment and clear your thoughts.
(Needs immediate comfort)

PALFPEMF I’m sorry you feel overwhelmed by that urge. Maybe take a deep breath, or message a
close friend the moment it starts—it might help you feel less alone.

DKPE I understand that. But you should put your attention on other things instead of a beer.
(Generic advice)

DKPEFPEMF I hear how tough it is when that craving appears. Could you go for a short walk or text
someone you trust whenever you sense it coming on?

Table 5: Comparison of generated responses from BlenderBot-Joint, KEMI, PAL, DKPE, and their enhanced
versions with FPEMF. Blue highlights indicate the main issues in the original versions.

generated by the base models and their FPEMF-441

enhanced versions, and to judge which response is442

better, or if they are equivalent, for each dimension.443

As shown in Figure 3, incorporating FPEMF444

leads to clear improvements across all models and445

evaluation aspects. For KEMI, FPEMF outper-446

forms the baseline in over half of the cases for447

every dimension, with particularly strong gains in448

comforting and suggestion. PAL shows even more449

pronounced improvements, with FPEMF achieving450

up to 71% win rate in information and over 60% in451

identification, comforting, and suggestion. DKPE452

also consistently benefits from FPEMF, with win453

rates above 53% for all dimensions and losses be-454

low 10%. Overall, FPEMF-enhanced models are455

recognized as superior by a majority of human eval-456

uators, demonstrating the effectiveness of FPEMF457

in generating more coherent, empathetic, and infor-458

mative emotional support responses.459

6 Case Study460

Table 5 presents representative examples highlight-461

ing the impact of FPEMF. In scenarios involving462

multiple user stressors, baseline models often pro-463

duce generic or repetitive replies, lacking action-464

able support or deep empathy (e.g., "You can try to465

be normal"). In contrast, FPEMF-enhanced mod-466

els generate more specific, empathetic, and prac-467

tical responses. For instance, BBJ+FPEMF and 468

DKPE+FPEMF not only acknowledge users’ diffi- 469

culties but also suggest concrete coping strategies 470

(e.g., "Maybe you can do something small—like 471

texting a friend—when that urge shows up"). 472

KEMI+FPEMF and PAL+FPEMF similarly pro- 473

vide more relevant and supportive suggestions. 474

These cases demonstrate that FPEMF significantly 475

improves both empathy and usefulness in emo- 476

tional support dialogue systems. 477

7 Conclusion 478

In this paper, we present EmoCare, a large-scale 479

ESC dataset with fine-grained problem types and 480

diverse user profiles, and propose FPEMF, a novel 481

framework that integrates fine-grained problem 482

enhancement and multi-dimensional feedback for 483

empathetic dialogue generation. Extensive exper- 484

iments show that FPEMF consistently improves 485

both automatic and human evaluation metrics 486

across various backbone models, especially in com- 487

plex scenarios with multiple or overlapping user 488

stressors. These results demonstrate the effective- 489

ness of FPEMF in enhancing empathy, relevance, 490

and supportiveness in emotional support dialogue 491

systems. We hope this work provides a valuable 492

resource and methodology for future research in 493

empathetic conversational AI. 494
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Limitations495

While our work demonstrates the effectiveness496

of fine-grained problem modeling and multi-497

dimensional feedback, there is still room for further498

improvement. For example, although EmoCare499

offers diverse and detailed scenarios, real-world500

conversations may involve even more subtle and501

dynamic emotional shifts. Additionally, while psy-502

chology experts reviewed our data, cross-cultural503

and multilingual generalizability remains to be fur-504

ther validated. We leave these directions for future505

research.506

Ethical Considerations507

All data in EmoCare were constructed and re-508

viewed by professional psychology experts, with509

no real user information involved. Our system510

is intended to assist, not replace, human mental511

health professionals. We strongly advise deploy-512

ing such models with appropriate disclaimers, user513

safeguards, and escalation protocols for high-risk514

or crisis situations.515
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ing unique events, relationships, or cir-712

cumstances that have significantly im-713

pacted your life.714

Notes:715

1. The situation description should be716

concise, specific and diverse, avoid-717

ing general or vague descriptions.718

2. Focus on unique experiences or con-719

ditions that have uniquely shaped720

your life.721

3. Sentences should be brief and clear.722

Example: {case scenario}.723

Your problem type: {problem type}.724

Your scenario:725

B Profile Prompt726

You are seeking for emotional support.727

Based on the provided problem type and728

scenario, describe your profile in one sen-729

tence, including your name, age, gender,730

career (or academic major), location, and731

any significant traits or hobbies. Prefers732

that the profile should be tailored for role-733

play purposes, allowing for better immer-734

sion in the character.735

Notes:736

1. Provide a detailed and specific de-737

scription of your profile.738

2. Emphasize traits or behaviors that739

are significantly impacting your cur-740

rent emotional state.741

3. State your profile in a brief sen-742

tence, and avoid adding any addi-743

tional content.744

4. Avoid including content that repeats745

information already covered in the746

situation description.747

Example: {case profile}.748

Your problem type: {problem type}.749

Your scenario: {scenario}.750

Your profile:751

C Strategy Prompt752

You are an emotional support assistant.753

Your task is to select appropriate emo-754

tional support strategies based on the755

user’s responses and dialogue history.756

The strategies include: Question, Re- 757

statement or Paraphrasing, Reflection 758

of Feelings, Self-disclosure, Affirmation 759

and Reassurance, Providing Suggestions, 760

Information, Others. 761

User’s responses: {dialogue history}. 762

Strategy: 763

D Supporter Prompt 764

The seeker is currently consulting on 765

{problem type}. Your task is to reduce 766

users’s emotional distress and help them 767

go through the challenges that they face. 768

Based on the ongoing dialogue, your cur- 769

rent strategy is {strategy}. 770

Notes: 771

1. End the conversation by replying 772

"N/A" when you believe it can be 773

concluded. 774

2. Keep your responses to one sen- 775

tence at a time. 776

3. Ensure the conversation feels natu- 777

ral, informal, and closely mirrors a 778

real-life chat. 779

4. Avoid generic empathetic phrases. 780

Instead, provide responses that of- 781

fer genuine understanding and prac- 782

tical steps or insights related to the 783

user’s scenario. 784

Here is a case dialog: {seed data}. 785

User’s responses: {user context} 786

E Judger Prompt 787

You are an emotional support dialogue 788

judge. Your task is to decide whether the 789

conversation should be ended. 790

Criteria: 791

1. The seeker or supporter explicitly 792

states that the conversation is over 793

(e.g., "That’s all", "I have no more 794

questions", "Goodbye"). 795

2. The seeker uses multiple farewell 796

or greeting words at the end (e.g., 797

"bye", "thanks", "good night", "see 798

you"). 799

3. The conversation content indicates 800

that the user’s problem has been re- 801

solved or there is no further need 802

for support. 803
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Given the full dialogue history, output804

YES if the conversation should end, or NO805

if it should continue. Do not provide any806

explanation.807

Dialogue history: {dialogue history}808

F Emotional Understanding Instruction809

Template810

### Instruction: In the context of811

empathy, there are three key aspects812

to consider: (1) Emotional Reac-813

tions—expressing emotions like warmth,814

compassion, and concern that the peer815

supporter feels after reading the seeker’s816

post; (2) Interpretations—conveying an817

understanding of the feelings and expe-818

riences inferred from the seeker’s post;819

(3) Explorations—seeking a deeper un-820

derstanding of the seeker by delving821

into feelings and experiences not explic-822

itly stated in the post. Each aspect can823

exhibit varying degrees of communica-824

tion—none, weak, or strong—based on825

the manner in which related content is ex-826

pressed. The overall level of empathy is827

determined by the highest level achieved828

across these three aspects. Your task is829

to identify the level of empathy in the830

Supporter’s response within the provided831

conversation.832

### Input: Conversation Context: {con-833

text}. The last supporter statement: {re-834

sponse}. Identify the empathy level of835

the Supporter’s response. Choose one of836

the following options: No Communica-837

tion, Weak Communication, and Strong838

Communication.839

G Strategy Effectiveness Instruction840

Template841

### Instruction: Motivational Interview-842

ing involves three distinct strategies.843

Each strategy can be described as fol-844

lows: 1. MI Adherent Strategies: Advis-845

ing (when directly requested), Encourag-846

ing, Emphasizing Autonomy, Compas-847

sion Statements. 2. MI Non-Adherent848

Strategies: Unsolicited Suggestions, Di-849

rect Disagreement, Commands, Caution-850

ary Statements. 3. Other Strategies:851

Open/Close-ended Questions, Personal852

Disclosure, Repetition/Rephrasing, Edu- 853

cational Feedback. Your task is to deter- 854

mine the category of the strategy of the 855

Supporter’s response. 856

### Input: Conversation Context: {con- 857

text}. The last supporter statement: {re- 858

sponse}. Identify the strategy of the Sup- 859

porter’s response. Choose one of the fol- 860

lowing options: MI Adherent, MI Non- 861

Adherent, and Others. 862

H Contextual Consistency Instruction 863

Template 864

### Instruction: Your task is to assess 865

whether the Supporter’s response is con- 866

textually consistent with the preceding 867

conversation. A contextually consistent 868

response should logically follow the dia- 869

logue history, maintain topic continuity, 870

and avoid abrupt or off-topic transitions. 871

### Input: Conversation Context: {con- 872

text}. The last supporter statement: {re- 873

sponse}. Is the Supporter’s response con- 874

textually consistent with the conversa- 875

tion? Choose one of the following op- 876

tions: Coherent, Incoherent. 877

I Topic Relevance Instruction Template 878

### Instruction: Your task is to evaluate 879

whether the Supporter’s response is rele- 880

vant to the main topic of the conversation 881

(e.g., family issues, academic stress). A 882

topic-relevant response should directly 883

address the user’s stated problem and 884

avoid introducing unrelated topics. 885

### Input: Conversation Context: {con- 886

text}. The last supporter statement: {re- 887

sponse}. Is the Supporter’s response rel- 888

evant to the main topic of the conversa- 889

tion? Choose one of the following op- 890

tions: Relevant, Irrelevant. 891
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Table 6: Definitions of human evaluation metrics.

Metric Definition

Coherence Measures whether the response is logically consistent with the preceding dia-
logue and maintains a natural conversational flow.

Identification Assesses the degree to which the response demonstrates understanding of and
empathy for the user’s feelings and situation.

Comforting Evaluates whether the response provides emotional comfort, reassurance, or
support to the user.

Suggestion Judges whether the response offers practical advice or actionable suggestions
relevant to the user’s problem.

Information Measures whether the response provides useful information or knowledge that
helps address the user’s needs.
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