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We are submitting this tiny paper to showcase our early research ideas on empowerment and to foster
discussions and collaborations in the cognitive science and artificial intelligence communities.

In this work, we are interested in bridging causal learning in humans and reinforcement learning
(RL) in agents. Earlier work in cognitive science on causal learning has found that both adults
and children are strongly motivated to discover causal structure in their environment. Meanwhile,
research in RL has focused on learning to maximize rewards without explicitly attempting to discover
causal structure. We hypothesize that the concept of “empowerment” in reinforcement learning
can provide a bridge between reinforcement learning and causal learning. “Empowerment” is an
intrinsic reward that involves maximizing the mutual information between an agent’s actions and
outcomes in the world, and so maximizing the agent’s ability to control the environment, rather than
maximizing particular external rewards. This ability to control the environment is also at the heart of
“interventionist” accounts of causality and causal learning (e.g. Woodward, 2005; Pearl 2000, 2009).
From the machine learning perspective Empowerment may thus be an especially promising intrinsic
motivation for RL agents to discover causal structure. From the cognitive science perspective we
will explore whether human causal learning can be explained by a drive to maximize empowerment,
compared to other forms of novelty-seeking drives.

We will build on ongoing work from Gopnik (2024) that has started examining ideas of empowerment
as causal learning. Recent work from Rule et al. (2023) have described children’s play as optimizing
for empowerment gain. Du et al. (2023) have used the Crafter environment to study intrinsic
motivation in humans and agents, suggesting that empowerment may be an important motivator for
open-world exploration.

This research aims to add another component to this previous work that we believe is important:
causal learning. On the cognitive science side, we plan to run empirical studies on children and adults
to investigate if causal judgments track empowerment relationships. On the reinforcement learning
side, this work seeks to address the gap in causal learning for RL. We plan to investigate if an agent
trained with empowerment can discover more causal relationships in an environment compared to
agents trained with other intrinsic motivations such as information gain. Moreover, we will ask if
such an agent can learn to solve tasks more efficiently than RL systems that learn predictive rather
than causal world models (Hafner et al. 2023).

We have already started coming up with rough ideas for human study designs. Some ideas include
studies that disentangle empowerment from other information-seeking objectives and use it to predict
human decision-making and judgements about causal relationships. We have further ideas about
preference and performance when the magnitude of novelty and empowerment are varied. We also
plan to explore how causal learning unfolds when participants in an environment either act as an
agent engaging in interventions, see another agent engage in interventions, or see outcomes of events
happen with no agent involved.

Accepted at the Intrinsically Motivated Open-ended Learning workshop at NeurIPS 2024.
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