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Abstract

Analogy-making lies at the heart of human cog-
nition. Adults solve analogies such as horse
belongs to stable like chicken belongs to . . . ?
by mapping relations (kept in) and answering
chicken coop. In contrast, young children of-
ten use association, e.g., answering egg. This
paper investigates whether large language mod-
els (LLMs) solve verbal analogies in A:B::C:?
form using associations, similar to what chil-
dren do. We use verbal analogies extracted
from an online learning environment, where
14,006 7-12 year-olds from the Netherlands
solved 872 analogies in Dutch. The eight tested
LLMs performed at or above the level of chil-
dren, with some models approaching adult per-
formance estimates. However, when we control
for solving by association this picture changes.
We conclude that the LLMs we tested rely heav-
ily on association like young children do. How-
ever, LLMs make different errors than children,
and association doesn’t fully explain their supe-
rior performance on this children’s verbal anal-
ogy task. Future work will investigate whether
LLMs associations and errors are more similar
to adult relational reasoning.

1 Introduction

Analogy-making, using what you know about one
thing to infer knowledge about a new, somehow
related instance, lies at the heart of human intelli-
gence and creativity and forms the core of educa-
tional practice (Gentner, 1988; Hofstadter, 1997;
Holyoak, 2012). Given how important analog-
ical reasoning is to learning and generalization,
much research has focused on how this seemingly
unique human ability emerges, develops, and can
be improved (Goswami, 1991; Sternberg and Nigro,
1980; Stevenson and Hickendorff, 2018) as well as
emulated in machines (Gentner and Forbus, 2011;
Mitchell, 2021). Recently, large language models
(LLMs), such as GPT-3 (Brown et al., 2020), have
demonstrated surprisingly good performance in ver-

Figure 1: How well does each LLM perform? We see
that when prompted with A:B::C:? many LLMs out-
perform children. However, LLMs can also solve most
items by association, evidenced by correctly solving
analogies when only prompted with C:?.

bal analogy solving (e.g., table is to legs as tree
is to . . . ? chair, leaves, branches or roots?) (Lu
et al., 2022; Webb et al., 2023). The question then
arises how LLMs solve these analogies. Is it simi-
lar to adult humans using relational mapping? Or
perhaps more similar to the associative processes
children tend to use?

Earlier work shows that language models largely
rely on semantic similarity between analogy terms
to solve analogies (Rogers et al., 2020; Ushio et al.,
2021b), which would indicate solving by associa-
tion. In this paper we investigate whether LLMs
use association or analogy to solve a set of Dutch
verbal analogies. First, we examine how LLM per-
formance compares to children and find that the
best models outperform 12-year-olds, approaching
adult performance estimates. Second, we exam-
ine whether LLM performance is influenced by the
same item characteristics that affect children’s anal-
ogy solving, where results confirmed that this is
indeed the case, especially for lower performing
models. Third, through a series of prompting ex-
periments we show that these LLMs appear to use
association to solve a large proportion of analogies.



Fourth, we compare error patterns of children with
LLMs and find that LLMs are far more similar to
each other (and those of similar architecture and
size) than to children.

This paper contributes to the study of analogical
reasoning in LLMs in three ways: (1) it is the first
to directly compare LLM verbal analogy solving
performance to that of children; (2) we use exper-
iments to tap into whether LLMs solve analogies
using association like young children; and (3) we
use Dutch rather than English language items and
examine performance in multilingual LLMs.

2 Theoretical Background

2.1 The Analogical Reasoning Process

Although there are different cognitive models of
analogical reasoning—varying in the order of pro-
cessing steps and whether these occur sequentially
or in parallel—there is a general consensus on
which processes are involved. Taking the exam-
ple of “body is to feet as tree is to . . . ?” (or more
abstractly, A:B::C:?), the basic analogy informa-
tion processing steps are generally considered to be:
(1) encoding relevant information about the base
(A:B) and target (C) domains; (2) searching and
retrieving relationships and similarities between
the analogy elements in the base domain, A and B
(e.g., “stands on” for body and feet); (3) aligning
the base and target domains ("body and tree are
things that stand") and mapping the mostly likely
relationship between A and B, to the target domain,
C, to come up with D; and (4) evaluating the valid-
ity of the predicted solution (Gentner and Hoyos,
2017; Sternberg, 1977; Thibaut and French, 2016).

2.2 Factors Affecting People’s Verbal Analogy
Solving

The basic analogy solving steps are consistently
found in people from about 12 years and up
(Thibaut and French, 2016). When adults make
mistakes there are three main factors that lead to
errors: (1) the relation type (causal is more difficult
than categorical), (2) a large conceptual distance
between analogy base and target domains, and (3)
salient distractors amongst the multiple-choice op-
tions (Jones et al., 2022).

Type of Relation Jones et al. (2022) grouped
analogical relations into three types: categori-
cal, causal and compositional. They found that
adults perform better on categorical analogies (e.g.,

tarantula:spider::bee:insect) than causal (e.g., frac-
ture:cast::incision:scar) or compositional (e.g., fin-
gernail:finger::knee:leg) analogies. Children’s per-
formance follows a similar pattern, assuming suf-
ficient domain knowledge is in place (e.g., Stern-
berg and Nigro, 1980; Goswami and Brown, 1990;
Alexander and Kulikowisch, 1991).

Conceptual Distance Between Base and Target
Domains The greater the distance between an
analogy base and target domain the more diffi-
cult the analogy is for adults and children to solve
(Jones et al., 2022; Thibaut and French, 2016). For
example, bowl:dish::spoon:silverware is easier for
people to solve than wrench:tool::sad:mood.

Distractor Salience People are sometimes lured
to choose a distracting incorrect response in mul-
tiple choice verbal analogies, and are most easily
distracted by answer options that have a strong
semantic association with the C term (Kucwaj
et al., 2022). Jones et al. (2022) defines distrac-
tor salience as the relation between C:D relative
to each of the C:D’, where D’ represents each dis-
tractor option. Distractor salience is high, when
the semantic similarity between C and one of the
incorrect answers D’ is greater than the seman-
tic similarity between C and the correct answer D.
High distractor salience leads to lower performance
in adults (Ichien et al., 2020; Jones et al., 2022) and
this is even more apparent in children (Richland
et al., 2006; Thibaut and French, 2016).

2.3 Analogical Reasoning Development

Children’s verbal analogical reasoning improves
with age, where a gradual shift occurs around 4-
8 years of age from reasoning based on surface
similarities and associations to reasoning based on
(abstract) relations (Gentner, 1988; Stevenson and
Hickendorff, 2018; Gentile et al., 1977). For ex-
ample, if we ask a four-year-old “horse belongs to
stable like chicken belongs to . . . ?” they may use
association and reply “egg”, relying on the strong
connection between the words chicken and egg
to solve the problem. In contrast, older children
and adults will likely give the intended relational
response “chicken coop”, using the underlying re-
lation structure to solve the analogy.

However, even when children can solve these
analogies, two main factors that seem to affect the
transition from associative to relational reasoning
are increased domain knowledge (Goswami and



Brown, 1990; Gentner, 1988; Alexander and Ku-
likowisch, 1991) and improved executive functions
(working memory and inhibition control; Doumas
et al., 2018; Thibaut and French, 2016).

Children tend to fail in analogy solving if they
are unfamiliar with the elements or relations in the
analogy (Gentner and Hoyos, 2017; Goswami and
Brown, 1990; Goddu et al., 2020). If children are
shown to possess the required domain knowledge
and are provided clear instructions on how to solve
the task then they can successfully solve verbal
analogies (in the form of pictures) as early as 3-
years-old (Goswami, 1991; Goddu et al., 2020).

However, even when children can solve these
analogies, evidence from scene analogy problems
(Richland et al., 2006) and eye-tracking studies
(Thibaut and French, 2016) shows that children up
to 8 years-old tend to focus first on the C term when
solving analogies, sometimes ignoring A and B al-
together (Thibaut and French, 2016). This appears
to be related to limited working memory capac-
ity (Richland et al., 2006; Stevenson et al., 2013;
Stevenson, 2017) and limits in inhibition- and exec-
utive control (Thibaut and French, 2016; Doumas
et al., 2018). Performance improves when interven-
tions are used that support children’s processing
capacities (Stevenson and Hickendorff, 2018) and
when children are forced to focus first on the A:B
pair (Glady et al., 2017).

2.4 Verbal Analogy Solving in LLMs

The extent to which LLMs can solve analogies is a
subject of debate. Most of this work has focused on
comparing models in terms of overall accuracy on
benchmarks such as the Bigger Analogy Test Set
(BATS; Mikolov et al., 2013b) and verbal analo-
gies from the Scholastic Assessment doTest (SAT;
Turney et al., 2003) and investigating the types
of relations they can solve (e.g., syntactic versus
semantic). More importantly, when LLMs demon-
strate analogy solving abilities, it is unclear how
they achieved these solutions (e.g., Webb et al.,
2023), whether this is through relational reasoning
or another process, such as the associative strategy
often employed by young children.

Word embeddings Over a decade ago, Mikolov
et al. (2013b) published their seminal paper
showing that pre-trained word embeddings (e.g.,
Word2Vec Mikolov et al., 2013a) could be used
to solve verbal analogies in the form of A:B::C:?
using vector arithmetic, the most famous ex-

ample being: embed(king) − embed(man) +
embed(woman) ≈ embed(queen), where
embed represents the word embedding obtained
from the pre-trained neural network. This mile-
stone was tempered by Gladkova et al. (2016),
who made clear that this method was limited in
the breadth of relations that it could process. For
example, the capitol-country relation was solved
quite successfully, but others such as animal-sound
and part-whole, were solved less successfully.

Transformer language models With the rise of
the Transformer architecture, featuring language
models such as BERT (Devlin et al., 2018), ver-
bal analogy solving remained a challenge. Ear-
lier work transferred the verbal analogy datasets,
such as the BATS to the sentence level, and
showed that BERT-based models and GPT-2 (Rad-
ford et al., 2019) performed at a similar level to
GloVe (Pennington et al., 2014), a word embed-
ding model, on analogies containing relations such
as capitol-country and male–female pairs (Zhu and
de Melo, 2020). More recently, Czinczoll et al.
(2022) developed a dataset containing scientific
and metaphor analogies (SCAN). Here there was
a clear advantage of transformer models over anal-
ogy solving with word embeddings, where GPT-2,
BERT and M-BERT outperformed GloVe on the
analogy items containing metaphors such as ca-
reer:mountain::success:ascent. Also, Petersen and
van der Plas (2023) showed that by changing the
training objective of LLMs to maximize relational
similarity, LLM performance improves. Yet, the
general conclusion remained that verbal analogy
solving is more challenging for LLMs than people.

People versus LLMs in analogy solving Recent
research has shown that LLMs can solve verbal
analogies with similar accuracy to people. For ex-
ample, Ushio et al. (2021b) showed that LLMs such
as GPT-2 and RoBERTa generally perform well on
analogies designed for 4th to 10th graders (9-16
year-olds). Also, Webb et al. (2023) concluded that
GPT-3 and GPT-4 generally perform around the
same level as adults on two verbal analogy datasets.

Item factors affecting LLM verbal analogy solv-
ing There has been some research on the effect of
relationship type on LLM’s verbal analogy solving
performance. Ushio et al. (2021a) showed that fine-
tuned RoBERTa models performed slightly better
on categorical relations (hypernymns) than compo-
sitional ones (meronymns). And Webb et al. (2023)



found that categorical relations in the SAT verbal
analogies were easier for GPT-3 than composi-
tional (function) relations and also that categori-
cal relations were easier than both compositional
and causal relations on the items from Jones et al.
(2022). Similarly, Linford et al. (2022) found that
categorical relations were easier for BERT mod-
els than causal relations, although performance on
both was far lower than for human adults.

Similarly to people, LLMs have more difficulty
as the conceptual distance between the domains
in the analogy increases. For example, the LLMs
in Czinczoll et al. (2022) performed better on the
BATS analogies than on their SCAN dataset com-
prising scientific and metaphor based analogies,
where the semantic distance between the base and
target domains was greater. In addition the scien-
tific analogies were solved better by LLMs than
those based on metaphors, which was explained by
there being a clearer correspondence between base
and target domains in scientific analogies. Also,
Webb et al. (2023), used the items from Jones et al.
(2022) to investigate whether, like in people, a near
conceptual distance between the base and target
domains made analogies easier to solve for GPT-3
than far analogies; this was indeed the case. Inter-
estingly,do humans outperformed GPT-3 on the
far analogies.

There is less research on the effect of distractor
salience on LLM analogy solving. In Petersen and
van der Plas (2023) their best performing trained
model appeared unaffected by low versus high dis-
tractor salience. In Musker et al. (2024), analogy
tasks presented in an in-context-learning setting
with interleaved distractors affected LLMs more
than human adults. We expect that salient distrac-
tors, i.e. multiple-choice options that are seman-
tically more similar to the analogy terms than the
correct response, will have a greater chance of be-
ing "selected" by the LLMs.

3 Research Questions

In this study, with pre-registered hypotheses and
methods, we examine how 8 multilingual LLMs
solve 872 verbal analogies, also solved by 14,006
in an online learning environment.

RQ1: How well do LLMs perform compared
to children ages 7-12 in verbal analogy solving?
We expected recent LLMs to solve the analogies
with similar accuracy to older children (12-year-
olds) as this is similar to adult performance (hy-

pothesis 1; Webb et al., 2023; Ushio et al., 2021a).

RQ2: Which item characteristics influence chil-
dren’s and LLM performance on verbal analo-
gies? We expected the pattern of results found in
adults also to be found in children and in LLMs. A
growing strand of work shows that children, from a
very young age, are remarkably sensitive to distri-
butional regularities in their input and are adept at
learning from this type of information (e.g., Saffran
et al., 1996; Bresnan, 2007; Clark, 2014). Given
the similarity (albeit to a limited extent) to how
LLMs extract and track information from their in-
put, we investigate whether the two learners are
affected by shared item characteristics. First, we
expect performance on categorical relations to be
better than compositional and causal relations for
both children (Sternberg and Nigro, 1980, hypothe-
sis 2a1) and LLMs (Webb et al., 2023, hypothesis
2a2). Second, we expect analogies with a near con-
ceptual distance between A:B to be easier than far
analogies for children (Thibaut and French (2016);
Hypothesis 2b1) and LLMs (Czinczoll et al., 2022;
Webb et al., 2023, hypothesis 2b2). Third, we ex-
pect higher distractor salience to lead to more errors
in children (Thibaut and French, 2016, hypothesis
2c1) and LLMs (Ushio et al., 2021b, hypothesis
2c2).

RQ3: Do LLMs choose associative or analogical
solutions? We investigate this through a series
of experiments comparing LLM performance on
alternative formulations of the verbal analogies,
where we control for associative responses.

4 Methods

LLM data and code and a selection of the chil-
dren’s data is publicly available. The full dataset
is available upon request from Prowise Learn, the
company that provided the children’s data on the
verbal analogies dataset.

4.1 Prowise Learn’s Verbal Analogies Game

Prowise Learn is an online adaptive learning envi-
ronment for elementary school children.

Verbal analogies is one of the games on the plat-
form (see Appendix A for a screenshot of the game).
The analogies are presented as text in "A:B::C:?"
format, and the children must choose among five
answer options, all five of which are semantically
associated with C. For more information see Ap-
pendix A.



Data Collection with Children For this study,
we extracted information on 14,006 7-12 year-old’s
(M = 10.73, SD = 1.15 years) performance on 872
verbal analogies from the Prowise Learn database.
We applied three selection criteria when extracting
the children’s data (on June 19, 2021): (1) children
solved at least 20 items to ensure stable ability
estimates, (2) children had last played the game on
or after September 1st 2020, the start of the school
year and 4 months after the launch of the game,
when item difficulty estimates were verified to have
small standard errors and (3) children were ages 7-
12 to avoid confounds in performance (i.e., younger
children most likely did not have sufficient reading
abilities and older children had most likely repeated
a grade). This data collection was approved by the
University of Amsterdam’s Ethics Review Board
with id FMG-3037.

Data Collection with Adults To provide an esti-
mate of adult-level performance on this children’s
verbal analogy task, we collected data from 120
Dutch-speaking adults (M = 29.20, SD = 9.96
years) through Prolific’s academic participant re-
cruitment system. Each person solved 30 analogies
presented in a similar format to those of children,
with the aim of having each item solved by 4 adults
to estimate item-level performance. Also, to test
to what extent adults solve analogies by associa-
tion we administered 30 additional items in C-only
format (see 7.1 for a description). We applied two
inclusion criteria before analyzing the adults’ data.
First, we included adults that solved >=50% of
items correctly (i.e., achieved at least average chil-
dren’s performance), which led to 3 participants
being excluded. Second, we included adults who
explicitly stated that they did not use AI-tools to
solve the analogies (1 person excluded). This data
collection was approved by the University of Ams-
terdam’s Ethics Review Board with id FMG-3105.

Item Selection The game contained three types
of verbal reasoning problems; verbal analogies was
one of them. From the initial set of 872 verbal
analogies, we checked all items that were outliers
(>1.5 SD) on the item difficulty scale and removed
17 items that were judged by two independent raters
to contain errors (e.g., multiple correct solutions,
requiring domain knowledge likely unfamiliar to
children). This resulted in 855 items for data anal-
ysis.

4.2 Item characteristics
Relation Type Relationship type refers to how
the A and B term are related. This relationship is
applied to the C-term to find D. Table 2 provides a
selected overview of relation types in the analogy
task1. For analyses related to RQ2 we selected 302
items that fall into the following three categories
defined by Jones et al. (2022):

• Categorical: one of the A:B terms defines the
category and the other word is an example of
this category. For example, “yellow” is part
of the category “color”.

• Causal: one of the A:B terms is the cause and
the other is the effect. For example, “stum-
bling” will result in “falling”.

• Compositional: one of the A:B terms is part
of the other term. For example, “leaf” is part
of a “tree”.

Conceptual Distance Between Base and Target
Domains We used three vector-based language
models2 to compute the semantic distance (1 - co-
sine similarity) between the A:B and the C:D pair.
We used the mean value over the three vector-based
models as the selected category for each item for
analysis.

Distractor Salience Distractor salience was mea-
sured by the cosine similarity between C and D
minus the cosine similarity between C and each in-
correct answer D’. We used the same three vector-
based models from Section 4.2 to compute the co-
sine distances between embeddings for C and each
of the five D’s. Then we determined distractor
salience per item for each vector model and used
the mean value for analysis.

4.3 Analogy completion with LLMs
Pretrained Language Models We studied how
8 transformer-based multilingual LLMs solved the
same set of verbal analogies as the children.

Two of the LLMs are BERT-based masked lan-
guage models. RobBERT (Delobelle et al., 2020)
was pretrained on Dutch data only, and a multi-
lingual variant XLM-V (Liang et al., 2023) was

1These labels were chosen and annotated by the Prowise
Learn item developers.

2Word2Vec trained by CLIPS on different Dutch corpora
(Tulkens et al., 2016), Word2Vec trained by the Nordic Lan-
guage Processing Laboratory on the CoNLL17 corpus (Kutu-
zov et al., 2017), and FastText trained on Common Crawl and
Wikipedia (Grave et al., 2018).



trained on 116 languages.3 Identical to BERT (De-
vlin et al., 2018), both models contain 12 layers
with 12 attention heads each.

The other LLMs are autoregressive transformer-
decoder based language models. The open-source
models we use are Aya and Command-R, both
accessed through the Cohere API. The proprietary
models we use are Anthropic’s Claude Sonnet-
3.5, Google’s Gemini-2.0-flash, and Open AI’s
GPT-3 and GPT-4o, each accessed through the
API provided by the respective company.

Analogy completion We wanted to mimic the
way the children solved the analogies in the best
way possible. This was especially important be-
cause we investigate whether an associative re-
sponse is more likely in the presence of a correct
response. Therefore, we prompted the generative
LLMs with the full analogy and asked them to
choose from the five response options. For exam-
ple, "tripping is to falling as picking up is to ?
Choose clean, junk, mess, room, or thrift store."
The response options were presented in random
order.

However, this method was not possible to im-
plement for the BERT-based models. Therefore,
for the RobBERT and XLM-V models we used
the masked language model approach and fed the
models ‘A is to B, as C is to D’, replacing D with
each possible multiple-choice solution. The D op-
tion with the highest probability for the completion
was considered the selected response.

5 Results RQ1: How well do LLMs
perform compared to children?

Figure 1 shows performance per model on the
872 items. We see that all tested models,
both BERT-based and autoregressive transformer-
decoder based language models, perform at or
above the level of children on the multiple choice
question verbal analogy task. Children already at
the age of 7 perform higher than chance level (gray
dashed line), with Aya , Command-R , GPT-3 ,
RobBERT and XLM-V around the same level as
12 years old, whereas Claude , Gemini and GPT-
4o outperform all children and other models, and
perform at the level of adults on this task.

We analyzed how many of the items LLMs
could solve by word association and report their

3We found XLM-V to be more suitable than mBERT or
XLM-R as it suffers less from overtokenization in Dutch and
thus covers more of our test words.

performance on the C:? task (Experiment 1, see
also 7). Results show that for the autoregressive
transformer-decoder based models, word associa-
tion can explain most of their success, but also in
other models a large portion of items can be solved
solely by association (Figure 1, blue portion of the
bars). See 7 for further details and conclusions.

6 Results RQ2: Which item factors
influence analogy solving?

For RQ2, we tested the effects of solver (children,
LLMs) and/or item characteristics on accuracy. 9
logistic regression models (one per each solver
type) predicted the performance on each item by
relation type, semantic distance between base and
target domains and distractor salience. We also
included by-item intercepts as random effects.

Relation Type Logistic regression analyses of
children’s performance revealed significant effect
of relation type (beta = −0.49, z = −2.20, p <
0.05) such that compositional items were easier
than causal items for children to solve, follow-
ing a similar pattern previously found in adults
(Jones et al., 2022). Relation type did not sig-
nificantly influence performance in most models
with the exception of Gemini that performed bet-
ter on items with compositional than categorical
relations (β = −0.9, z = −658.5, p < 0.001),
and on items with compositional than causal rela-
tions (β = −0.19, z = −144.4, p < 0.001). Rob-
BERT showed similar significant effect of com-
positional versus categorical relation items (β =
−0.64, z = −2.58, p < 0.001). GPT-3 , however,
performed better on categorical than compositional
items (β = 0.45, z = 2.06, p < 0.05).

Semantic Distance between Base and Target Do-
mains Logistic regression of children’s perfor-
mance revealed a significant effect of the seman-
tic distance between the base and target domains.
Items with shorter distance were easier for chil-
dren to solve (β = −0.54, t = −4.05, p < 0.001).
A similar pattern was observed in most LLMs in-
cluding Aya (β = −1.79, z = −2.16, p < 0.05),
Command-R (β = −3.07, z = −3.90, p <
0.001),Gemini (β = −6.23, z = −4536.2, p <
0.001), GPT-4o (β = −2.84, z = −2.67, p <
0.01), GPT-3 (β = −2.64, z = −3.31, p < 0.001),
RobBERT (β = −− 4.15, z = −4.38, p < 0.001)
and XLM-V (β = −5.13, z = −4.67, p < 0.001).
Only Claude showed no significant effect of se-



Figure 2: Near analogies are often easier to solve than
far analogies for both children and LLMs. Note: for pur-
pose of clarity, in the plot we binned semantic distance
into near and far categories, where near is < median se-
mantic distance and far is >= median semantic distance.

mantic distance on performance (p = 0.95)(see
Figure 2).

Distractor Salience As can be seen in Fig-
ure 3, items with lower distractor salience were
significantly easier to solve than those with
high distractor salience for children (beta =
−2.65, z = −4.33, p < 0.001) and most
LLMs including Aya (beta = −2.76, z =
−4.07, p < 0.001), Command-R (beta =
−2.63, z = −4.31, p < 0.001), Gemini (beta =
−1.81, z = −1322.5, p < 0.001), GPT-4o
(beta = −1.99, z = −2.61, p < 0.01), GPT-3
(beta = −3.39, z = −4.99, p < 0.001), Rob-
BERT (beta = −2.69, z = −3.94, p < 0.001) and
XLM-V (beta = −2.64, z = −3.63, p < 0.001).
Only Claude showed no significant effect of dis-
tractor salience on performance (p = 0.89).

7 Results RQ3: Do LLMs choose
associative or analogical solutions?

We investigated whether LLMs choose analogical
solutions to verbal analogies, after explicitly testing
and controlling for associative responses.

7.1 Experiment 1: C:?

In experiment 1, we prompt the LLMs (and adult
participants) with only the C-term, e.g., "C is to
[MASK]". If these are solved by association as

Figure 3: Analogies with low distractor salience are
easier to solve than those with high distractor salience
for both children and LLMs. Note: for purpose of
clarity, in the plot we binned distractor salience into low
and high categories, where low is < median distractor
salience and high is >= median distractor salience.

Figure 4: Near analogies are still easier than far analo-
gies, when we control for associative responses (i.e.,
when filtering out the correctly solved C:? items for
each model).

we expect, then LLMs should still be able to solve
a substantial portion of analogies purely by asso-
ciation with C (Ushio et al., 2021b; Poliak et al.,
2018); hypothesis 3a). This was indeed the case as
can be seen in Table 1, where the generative LLMs
solve up to 62% of items without being given A:B.
Notably, adults also solved 57% of items with the
C-only prompt, where there was 49-71% overlap
between models and adults in which items could
be solved by association.

7.2 Experiment 2: A:B::C:? for selected items

We removed items that each model solved correctly
with C:? and reevaluated their performance along
the same item factors from RQ2. This was done to
test the factors affecting the models’ performance
on items that were not solved by word association
alone. We ran logistic mixed effects models pre-
dicting the performance of each LLM by the three



Exp 0 A:B::C:? Exp 1 C:? Exp 2 filtered A:B::C:?
LLMs LLMs LLMs Children

7-yrs 8-yrs 9-yrs 10-yrs 11-yrs 12-yrs
model N items Acc (SD) Acc (SD) N items Acc (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)

Aya 855 .67 (.47) .49 (.50) 435 .54 (.50) .21 (.37) .25 (.38) .30 (.38) .35 (.38) .42 (.39) .49 (.39)
Command-R 855 .57 (.50) .42 (.49) 494 .50 (.50) .23 (.39) .28 (.39) .34 (.39) .39 (.39) .47 (.38) .53 (.39)
Claude 855 .86 (.34) .60 (.49) 343 .80 (.40) .15 (.32) .19 (.33) .25 (.34) .30 (.35) .37 (.36) .44 (.36)
Gemini 855 .84 (.36) .62 (.48) 321 .73 (.45) .10 (.27) .14 (.28) .19 (.29) .25 (.31) .33 (.33) .40 (.35)
GPT-4o 855 .85 (.36) .58 (.49) 359 .76 (.43) .15 (.32) .19 (.33) .24 (.34) .30 (.35) .37 (.36) .44 (.37)
GPT-3 855 .55 (.36) .31 (.49) 359 .47(.50) .24 (.39) .27 (.40) .33 (.39) .38 (.39) .45 (.39) .52 (.38)
RobBERT 680 .56 (.50) .29 (.45) 484 .51 (.50) .25 (.40) .30 (.40) .35 (.40) .40 (.39) .48 (.39) .54 (.38)
XLM-V 622 .59 (.49) .28 (.45) 447 .51 (.50) .24 (.39) .28 (.39) .34 (.39) .41 (.39) .48 (.38) .55 (.38)

Table 1: LLM Performance on Experiment 0 (original set of A:B::C:? items), Experiments 1 (C:?) and 2 (selection
of A:B::C:? after filtering out correct C:? items by each model). Children’s mean proportion correct (by age group)
on the same selection of items per LLM from Experiment 2.

Figure 5: Analogies with low distractor salience are
still easier for LLMs, when we control for associative
responses.

item characteristics we tested (relation type, seman-
tic distance between base and target domains and
distractor salience) on the selected items after filter-
ing out items that were also solved by association
only for each model 4. The models also included
by-item intercepts as random effects. Results show
that LLMs’ performance is still affected by the se-
mantic distance between the base and the target
words (see 4) and by distractor salience (see 5).
The only exceptions were for GPT-4o and XLM-V
, where there were no longer significant effects of
distractor salience (p = 0.43 and p = 0.22, respec-
tively), and for Gemini where there were no signif-
icant effects of both semantic distance (p = 0.57)
and distractor salience (p = 0.88) (see Appendix
C for the full report of results).

Table 1 shows an overview of model versus chil-
dren’s performance where all items solved correctly
with the C:? prompt had been filtered out. We see
that BERT-based models solve nearly 30% of analo-

4This means that the set of A:B::C: selected items, as well
as their total number, differ across models.

gies correctly when prompted with only "C:?", so
without any information about the relation A:B
to be mapped. The autoregressive transformer-
decoder models solved even greater portions cor-
rectly (40−60%) with the C-only prompt. Notably,
for the youngest children in our dataset, 7-8-year
olds, performance dropped to below chance level
on the filtered items sets.

7.3 RQ4: Do LLMs choose the same
distractors as children do?

In this exploratory analysis we compared LLM er-
rors to those of children and pilot data from adults.
For each of the tested models, we looked at the
subset of items it answered incorrectly and com-
pared the distractor it chose to the one chosen by
most children and piloted adults. We computed
Cohen’s Kappa coefficient (Cohen, 1960) to test
the agreement of distractor choice between each
pair of models and between each model and the
children (see Figure 6). As can be expected, the
Bert-based models, RobBERT and XLM-V , show
similar error patterns, while having low agreement
with the autoregressive transformer-decoder mod-
els. Notably, neither type of model architecture
nor adult pilot data showed similar error patterns
to those of children. These results suggest that
the high performance of LLMs in this task is not
driven by the same process as children. However,
top-performing models -Gemini and GPT-4o - had
similar error patterns to small sample of adults.

8 Discussion

The main goal of this paper was to investigate
whether LLMs rely on association to solve ver-
bal analogies, similar to young children. Direct
performance comparisons showed that some LLMs



Figure 6: Inter-solver agreement in distractor choice
measured using Cohen’s Kappa. Values closer to 1
indicate higher agreement. LLMs and children show
different error patterns in solving verbal analogies.

perform at the level of 12-year-olds, while top-
performing models surpass children and reach
adult-level performance. All LLMs appeared to
rely heavily on association, though they made dif-
ferent errors than children, and association alone
doesn’t fully explain their superior performance on
this children’s analogy task.

To examine whether LLMs are influenced by the
same analogy item characteristics as children, we
tested the effects of distractor salience, semantic
distance between base and target domains, and re-
lation type. Both distractor salience and semantic
distance affected LLM performance similarly to
children, especially in smaller models. These ef-
fects persisted even when association didn’t fully
account for the reasoning. Relation type, however,
did not influence most LLMs in the same way it
does children.

A notable finding was that LLMs solved
28%–62% of analogies when prompted with only
"C:?", without any information about the relation
A:B to be mapped. This experimental manipula-
tion is similar to Ushio et al. (2021b) who found
that RoBERTa and BERT only dropped 10 to 15
percentage points in accuracy, still achieving accu-
racies of 30% or higher on the SAT analogies. In
our case, LLMs also dropped around 10 percentage
points after filtering out items solved correctly with
C:? only. Interestingly, 7-8 year-olds performance
often dropped to below chance level on the filtered
item sets, which is what was expected as associa-
tion is the most utilized strategy in this age-group

(see Table 1; Thibaut and French (2016); Stevenson
and Hickendorff (2018)). A small sample of adults
tested on same items also solved 56% of the items
when prompted with the C term only.

Our error analysis provides further insight into
the similarities in verbal analogical reasoning be-
tween children and LLMs. While LLMs exhibit
comparable error patterns—particularly among
models with the same architecture—their mistakes
only loosely align with those made by children.
This suggests that there are differences in the way
LLMs and children solve verbal analogies. We col-
lected pilot data to examine whether LLM error
patterns better coincided with adults to determine
whether LLMs resemble more advanced human
reasoning or rely on fundamentally different pro-
cesses. Preliminary results show that the errors
of top-performing LLMs, Gemini and GPT-4o -
but not Claude , are somewhat similar to those of
adults. However, each separate item was solved by
only four adults, so future work must determine the
reliability of these results.

Our study relies on behavioral methods to eval-
uate the model’s performance on analogy tasks,
which, while comparable to the methods used to
investigate analogical reasoning in humans, do not
allow us to draw definitive conclusions about the
underlying mechanisms the model uses to solve
these items. In future work, we intend to address
this gap by employing mechanistic interpretabil-
ity techniques—such as visualizing attention pat-
terns—to more directly investigate the process by
which LLMs solve analogies.

9 Conclusion

In sum, LLMs perform at or above the level of
children on our verbal analogical reasoning task.
While word association plays a significant role in
LLMs’ success, they are able to solve analogies
also when this strategy is absent. While LLMs
share some similarity to children in the factors that
affect performance, the errors they make suggest
a different mechanism. Future work can contrast
adult-like relational mapping with other possible
mechanisms children have been postulated to use
such as relational priming (Leech et al., 2008) or
partial analogical reasoning (Stevenson and Hick-
endorff, 2018) to further examine how LLMs solve
verbal analogies.
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Figure 7: Example analogy "lawyer : defending ::
teacher : educating"

A Prowise Learn Verbal Analogies Data

Prowise Learn games are adaptive, so that children
solve items that are neither too difficult nor too
easy, presenting children with items that they have
a 65-85% chance of solving correctly, using re-
sponse time to improve ability estimates (Klinken-
berg et al., 2011). Each time a child solves an item
his/her ability score on the game is updated accord-
ing to an algorithm similar to the adaptive ELO
rating system used for chess players (for details see
Klinkenberg et al., 2011). At the same time the
item’s difficulty level is adapted according to the
same algorithm. In this way item difficulty is on
the same scale as the children’s ability, and, as such
item difficulties can be used to study children’s
abilities (see van der Ven et al., 2015; Gierasim-
czuk et al., 2013, for examples in math and logical
reasoning). The ELO algorithm is based on the
one-parameter logistic function from item response
theory where we estimate the probability a child
will solve an item correctly given the child’s ability
score θ and the item’s difficulty level β as shown
in Equation 1.

P (X = 1|θ, β) = e(θ−β)

1 + e(θ−β)
(1)

Information extracted per item The following
information was extracted per item: question text,
answer options, item difficulty rating, standard er-
ror of item difficulty rating, type of analogy rela-
tion, number of times the item was solved, propor-
tion of times each response option was selected.

B Effect of Relation Type on Children’s
and LLMs’ Performance

B.1 Examples for each Relation Type

See Table 2.
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Prowise Learn relations N relations∗ example
action-result 36 causal parasol : shadow :: sun : warmth
cause-effect 11 causal falling : broken :: heating : hot
problem-solution 6 causal noisy : earplugs :: illness : medicine
same category 28 categorical lion : tiger :: dog : wolf
classification 51 categorical lego : toys :: sock : clothes
item-characteristic 45 compositional skyscraper : high :: lead : heavy
object-function 34 compositional pan : cooking :: pen : writing
part-whole 51 compositional gate : city :: door : house
share characteristic 25 compositional giant : mountain :: dwarf : mouse

Table 2: ∗ Mapping of selected relations in verbal analogies game to those examined in Jones et al. (2022).

C Results for item characteristics on
items not solved by word association

Results from Aya show effect of semantic
distance(beta = −3.94, z = −3.22, p < 0.01)
and distractor salience (beta = −3.23, z =
−3.34, p < 0.001). Results from linear model
of Command-R show effect of semantic distance
(beta = −4.14, z = −3.97, p < 0.001) and dis-
tractor salience (beta = −3.31, z = −3.99, p <
0.001). No significant effect of semantic dis-
tance and distractor salience was found for Claude
(p = 0.27 and p = 0.73, respectively). No sig-
nificant effect of semantic distance and distractor
salience was found for Gemini (p = 0.57 and
p = 0.88, respectively). A significant effect of
semantic distance was found for GPT-4o (beta =
−3.73, z = −2.55, p < 0.05) but no significant ef-
fect of distractor salience (p = 0.43). Results from
GPT-3 show effect of distractor salience(beta =
−2.90, z = −3.97, p < 0.001) with no signifi-
cant effect of semantic distance(p = 0.12). Re-
sults from linear model of RobBERT show ef-
fect of semantic distance(beta = −4.28, z =
−4.08, p < 0.001) and distractor salience (beta =
−1.86, z = −2.37, p < 0.05). A significant ef-
fect of semantic distance was found for XLM-V
(beta = −5.01, z = −3.96, p < 0.001) but no
significant effect of distractor salience (p = 0.22).

Figure 8: In children (as with adults) compositional
relations are easier than causal. Pattern in LLM perfor-
mance differs per model.
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