Approximate information state based convergence analysis of recurrent Q-learning

Abstract

In spite of the large literature on reinforcement learning (RL) algorithms for partially observable Markov decision processes (POMDPs), a complete theoretical understanding is still lacking. In a partially observable setting, the history of data available to the agent increases over time so most practical algorithms either truncate the history to a finite window or compress it using a recurrent neural network leading to an agent state that is non-Markovian. In this paper, it is shown that in spite of the lack of the Markov property, recurrent Q-learning (RQL) converges in the tabular setting. Moreover, it is shown that the quality of the converged limit depends on the quality of the representation which is quantified in terms of what is known as an approximate information state (AIS). Based on this characterization of the approximation error, a variant of RQL with AIS losses is presented. This variant performs better than a strong baseline for RQL that does not use AIS losses. It is demonstrated that there is a strong correlation between the performance of RQL over time and the loss associated with the AIS representation.

1 Introduction

In recent years, Reinforcement Learning (RL) has witnessed many successes such as achieving human-level performance in Go [Sil+16], learning to play Atari [Mni+13; Mni+15], as well as solving many control problems arising in engineering and robotics [Sch+15b; Sch+17; Haa+18; Tas+18]. These successes are achieved by algorithms with strong theoretical basis [SB18; BT96]. However, RL theory, for the most part, is limited to models with full state information.

In various applications such as finance, healthcare, and robotics, the agent does not observe the full state of the environment. Such partially observed systems are mathematically modeled as partially observable Markov decision processes (POMDPs). When the system model is known, POMDPs can be viewed as MDPs by considering the belief state (i.e., the posterior distribution of the partially observed environmental state) as an information state [Ast65]. Furthermore, there are various efficient algorithms to compute approximately optimal planning solutions [SPK13].

However, it is not possible to generalize these planning results to develop learning algorithms because constructing the belief state requires knowledge of the model. So, an agent operating in an unknown partially observed environment cannot construct a belief state based on its observation. Two approaches are commonly used in the literature to circumvent this conceptual difficulty (i) use a finite window of observations (rather than the full history) and (ii) use a recursively updateable (or recurrent) agent state. A key difficulty in analyzing these learning algorithms is that the state
of the agent may evolve in a non-Markovian manner. Furthermore, for the recurrent algorithm, the representation mapping histories to agent states needs to be learnt in parallel, which is especially difficult in sparse reward environments. So, even though there is a rich and large literature on RL theory for POMDPs [see LM92; Lit94; SJJ94; JSJ94; McC96; WL95; LS98; PP02, and follow-up literature], much of the literature either analyzes the case where the agent does not have a memory, or only provides empirical evidence but does not include a detailed convergence or approximation analysis.

In this paper, we investigate one of the most popular RL algorithms for POMDPs: Recurrent Q-learning (RQL), which uses a recurrent neural network (RNN) for approximating a history-based Q-function. RQL was initially proposed by [Sch91; HS92] with a substantial follow up literature [Bak02; Wie+07; Wie+10; DSH13]. There is growing empirical evidence suggesting that variants of RQL work well in practice [HS15; Kap+19; Foe+16; Ou+21; Mou+17; Sor+15]. However, a detailed theoretical understanding of the algorithm is lacking.

Review of theoretical papers analyzing RL for POMDPs There are a few recent papers which analyze closely related problems. A general framework of approximation for POMDPs based on the notion of approximate information state (AIS) is proposed in [Sub+22]. It is shown that a planning policy computed using an AIS is approximately optimal with bounded loss of optimality. Furthermore, an actor-critic algorithm which uses the AIS-approximation losses as an auxiliary loss is presented and it is demonstrated that the proposed algorithm has good empirical performance. Even though AIS may be viewed as a recurrent agent state, the analysis presented in [Sub+22] is for actor-critic algorithms and is not directly applicable to RQL.

Approximate planning and Q-learning for POMDPs with a finite window of observations is presented in [KY22a; KY22b], where the approximation error and convergence are quantified. The special case of just using the current observation has also been analyzed in [SJJ94]. Even though our analysis uses similar technical tools as [SJJ94; KY22a; KY22b], the analysis of these papers is for Q-learning with finite window of observations and is not directly applicable to RQL.

Regret guarantees for RL agents operating in non-Markovian environments and using an optimistic variant of Q-learning is presented in [DVZ22]. Even though the agent state in [DVZ22] is a recurrent state, the analysis of [DVZ22] is tuned for an optimistic variant of Q-learning and is not directly applicable to RQL.

The papers closest to our work are [MH18; CBD22] which establish convergence of Q-learning in a non-Markovian environment under the assumption that the state-observation-action process is stationary and ergodic\(^1\) (an additional technical assumption of state uniformity is also imposed in [MH18]). Asymptotic rates of convergence are also characterized in [CBD22]. However, [MH18; CBD22] do not present explicit approximation bounds. In our analysis, we do not assume that the state-observation-action process is stationary and ergodic to provide approximation bounds.

Contributions Our main contributions are as follows. First, we show that in spite of the non-Markovian evolution of the agent state, RQL converges. As far as we are aware, this is the first result that establishes the convergence of RQL without making any assumptions on the stationarity of the agent state. Second, using ideas from approximate information state (AIS) [Sub+22], we quantify the quality of the converged limit of RQL in terms of error in representation. Third, we propose a variant of RQL called RQL-AIS which incorporates AIS losses. We implement RQL-AIS based on R2D2 [Kap+19], a popular RQL algorithm, by incorporating auxiliary AIS losses. On perform detailed numerical experiments on the Minigrid benchmark [CWP18], and find that RQL-AIS performs better than R2D2. We also empirically demonstrate that there is a strong correlation between the performance of RQL over time and the loss associated with the AIS representation.

2 Background

Partially observable Markov decision processes (POMDPs) A partially observable Markov decision process (POMDP) is a tuple \((S, \mathcal{Y}, A, P, O, r, \gamma)\) where:

\(^1\)This assumption implies that the initial distribution of (state, observation, action) is the same as the steady state distribution induced by the exploration policy.
• $S$ denotes the state space, which is assumed to be finite. The state at time $t$ is denoted by $S_t$.
• $Y$ denotes the observation space, which is also assumed to be finite. The observation at time $t$ is denoted by $Y_t$.
• $A$ denotes the action space, which is also assumed to be finite. The action at time $t$ is denoted by $A_t$.

• $P: S \times A \to \Delta(S)$ denote the state transition matrix. In particular, for any time $t$ and any $s_{1:t+1} \in S_{t+1}$, $y_{1:t} \in Y^t$, and $a_{1:t} \in A_t$, we have

\[
P(S_{t+1} = s_{t+1} \mid S_t = s_t, Y_{1:t} = y_{1:t}, A_{1:t} = a_{1:t}) = P(S_{t+1} = s_{t+1} \mid S_t = s_t, A_t = a_t) =: P(s_{t+1} \mid s_t, a_t).
\]

• $O: S \times A \to \Delta(Y)$ denotes the observation probability matrix. In particular, for any time $t$ any $s_{1:t} \in S^t, y_{1:t} \in Y^t$, and $a_{1:t-1} \in A^{t-1}$, we have

\[
P(Y_t = y_t \mid S_t = s_{1:t}, Y_{1:t-1} = y_{1:t-1}, A_{1:t-1} = a_{1:t-1}) = P(Y_t = y_t \mid S_t = s_t, A_{t-1} = a_{t-1}) =: O(y_t \mid s_t, a_{t-1}).
\]

• $r: S \times A \to \mathbb{R}$ is the per-step reward function.
• $\gamma \in (0, 1)$ denotes the discount factor.

We use the following additional notation. $H_t = (Y_1, A_1, Y_2, A_2, \ldots, Y_t)$ denotes the history of observations and actions until time $t$; $H_t = Y^t \times A^{t-1}$ denotes the space of all histories until time $t$; $R_t = r(S_t, A_t)$ denotes the random reward received at time $t$.

A policy $\pi = (\pi_1, \pi_2, \ldots)$ is a collection of history dependent randomized decision rules $\pi_t: H_t \to \Delta(A)$ such that the action at time $t$ is chosen according to $A_t \sim \pi_t(H_t)$. The performance of any policy $\pi$ starting from history $h_t \in H_t$ at time $t$ is given by the value function $V^\pi_t(h_t)$ defined as

\[
V^\pi_t(h_t) := \mathbb{E}^\pi \left[ \sum_{\tau=t}^{\infty} \gamma^{\tau-t} r(S_{\tau}, A_{\tau}) \mid H_t = h_t \right].
\]

The corresponding action-value function or Q-function $Q^\pi_t(h_t, a_t)$ is defined as

\[
Q^\pi_t(h_t, a_t) := \mathbb{E}^\pi \left[ r(S_{t}, A_{t}) + \gamma V^\pi_{t+1}(H_{t+1}) \mid H_t = h_t, A_t = a_t \right].
\]

A policy $\pi^*$ is called optimal if for every other policy $\pi$, we have $V^\pi^*_t(h_t) \geq V^\pi_t(h_t)$, for all $t \in \mathbb{Z}_{\geq 0}$ and $h_t \in H_t$. The value function and action-value function of optimal policies are denoted by $V^*_t$ and $Q^*_t$.

**Integral Probability Metrics (IPMs)** Integral probability metrics (IPMs) are a family of semimetrics on probability measures defined in terms of a dual relationship [Mül97].

**Definition 1.** Let $(\mathcal{X}, \mathcal{G})$ be a measurable space and $\mathfrak{I}$ be a class of measurable real-valued functions on $(\mathcal{X}, \mathcal{G})$. The integral probability metric (IPM) between two probability distributions $\mu, \nu \in \mathcal{P}(\mathcal{X})$ with respect to the function class $\mathfrak{I}$ is defined as $d_\mathfrak{I}(\mu, \nu) := \sup_{f \in \mathfrak{I}} \left| \int_\mathcal{X} f d\mu - \int_\mathcal{X} f d\nu \right|$.

A key property of IPMs is that for any function $f$ (not necessarily in $\mathfrak{I}$), we have

\[
\left| \int_\mathcal{X} f d\mu - \int_\mathcal{X} f d\nu \right| \leq \rho_\mathfrak{I}(f) \cdot d_\mathfrak{I}(\mu, \nu),
\]

where $\rho_\mathfrak{I}(f) := \inf\{ \rho \in \mathbb{R}_{>0} : \rho^{-1} f \in \mathfrak{I} \}$ is called the Minkowski functional of $f$.

Some examples of IPMs are as follows: (i) **Total variation distance** where $\mathfrak{I} = \mathfrak{T}_{TV} := \{ f : \text{span}(f) \leq 1 \}$ (where $\text{span}(f)$ is the span semi-norm of a function). For this case, $\rho_{TV}(f) = \text{span}(f)$, (ii) **Wasserstein distance** where $\mathfrak{I} = \mathfrak{I}_{Wass} := \{ f : \text{Lip}(f) \leq 1 \}$ (where $\mathcal{X}$ is a metric space and $\text{Lip}(f)$ is the Lipschitz constant of the function $f$, computed with respect to the metric on $\mathcal{X}$). For this case, $\rho_{Wass}(f) = \text{Lip}(f)$. (iii) **Maximum mean discrepancy (MMD)** where $\mathfrak{I} = \mathfrak{I}_{\text{MMD}} := \{ f \in H : \| f \|_H \leq 1 \}$ (where $H$ is a reproducing kernel Hilbert space of real-valued functions on $\mathcal{X}$ and $\| f \|_H$ is the Hilbert space norm of $f$). For this case, $\rho_{\text{MMD}}(f) = \| f \|_H$. 


**Approximate information state (AIS)**  Approximate information state (AIS) is a self-predictive representation for POMDPs, first proposed in [Sub+22].

**Definition 2.** Given a function class $\mathcal{F}$ and a measurable space $Z$, an $(\varepsilon_t, \delta_t)_{t \geq 1}$ AIS-generator is a tuple $\langle \{\sigma_t\}_{t \geq 1}, \hat{P}, \hat{r} \rangle$ of history compression functions $\sigma_t: \mathcal{H}_t \rightarrow Z$, transition approximator $\hat{P}: Z \times A \rightarrow \Delta(Z)$, and reward approximator $\hat{r}: Z \times A \rightarrow R$ such that for all $h_t \in \mathcal{H}_t$ and $a_t \in A$

$$d_{\mathcal{F}}(\mathbb{P}(Z = h_t | H_t = h_t, A_t = a_t), \hat{P}(\cdot | \sigma_t(h_t), a_t)) \leq \delta_t.$$ 

Given an AIS generator, consider the following dynamic program:

$$\tilde{Q}(z, a) = \hat{r}(z, a) + \gamma \int_{Z} \hat{P}(dz' | z, a) \max_{a' \in A} \tilde{Q}(z', a').$$

(4)

Let $\hat{Q}^*$ denote the unique fixed point of (4). Define $\hat{V}^*: Z \rightarrow R$ to be the value function corresponding to $\hat{Q}^*$ and $\hat{\pi}^*: Z \rightarrow A$ to be the greedy policy\(^2\) with respect to $\hat{Q}^*$, i.e.,

$$\hat{V}^*(z) = \max_{a \in A} \hat{Q}^*(z, a), \quad \text{and} \quad \hat{\pi}^*(z) = \arg \max_{a \in A} \hat{Q}^*(z, a).$$

Then, the following result is a generalization of [Sub+22, Theorem 27].

**Theorem 1.** Let $\hat{\pi} = (\hat{\pi}_1, \hat{\pi}_2, \ldots)$ be a time-varying and history-dependent policy given by $\hat{\pi}_t(h_t) = \hat{\pi}^*(\sigma_t(h_t))$. Then, for any time $t$ and any history $h_t \in \mathcal{H}_t$ and action $a_t \in A$, we have

- **Bounds on value approximation:**

  $$|Q^*_t(h_t, a_t) - \hat{Q}^*(\sigma_t(h_t), a_t)| \leq (1 - \gamma)^{-1} \left[ \varepsilon_t + \gamma \delta_t \rho_{\mathcal{F}}(\hat{V}^*) \right],$$

  (5)

  $$|V^*_t(h_t) - \hat{V}^*(\sigma_t(h_t))| \leq (1 - \gamma)^{-1} \left[ \varepsilon_t + \gamma \delta_t \rho_{\mathcal{F}}(\hat{V}^*) \right].$$

  (6)

  where $\varepsilon_t = (1 - \gamma) \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \varepsilon_\tau$ and $\delta_t = (1 - \gamma) \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \delta_\tau$.

- **Bounds on policy approximation:**

  $$|V^*_t(h_t) - \hat{V}^*(h_t)| \leq 2(1 - \gamma)^{-1} \left[ \varepsilon_t + \gamma \delta_t \rho_{\mathcal{F}}(\hat{V}^*) \right].$$

  (7)

Latent state models for MDPs were introduced in [Gel19] and it was shown that similar to the AIS setting, minimizing the per-step reward and next latent state prediction can provide a bound on the quality of the learned representations. With AIS models, we focus on partially observable settings which are more general than MDPs.

**Recurrent Neural Networks (RNN)** Recurrent neural networks (RNNs) are neural networks with feedback connections that are used to process sequential data by keeping track of a state. At an abstract level, we may model an RNN with a hidden state\(^3\) $z_t$ to be a function of the past sequence of inputs $x_1, \ldots, x_t$, which is updated recursively using a non-linear activation function: $z_t = f(z_{t-1}, x_t)$. Typically, $f(\cdot)$ is a parameterized family of functions, e.g., in vanilla RNN, $f(z_{t-1}, x_t) = \tanh(W_{zz}z_{t-1} + W_{zx}x_t + W_b)$, where $(W_{zz}, W_{zx}, W_b)$ are parameters. In practice, one uses more sophisticated RNN architectures such as long short-term memory (LSTM) [HS97] or gated recurrent units (GRUs) [Cho+14], which mitigate the problem of vanishing gradients.

**Recurrent Q-learning** Recurrent Q-learning (RQL) is a variant of Q-learning algorithm for POMDPs, which uses an RNN to estimate the Q-function $Q_t(h_t, a_t)$ [Sch91; HS92]. In particular, an RNN with input $(y_t, A_{t-1})$ is used to generate a hidden state $z_t \in Z$ which is updated recursively as $z_t = f(z_{t-1}, y_t, a_{t-1})$, where $f(\cdot)$ is the update function of an RNN. We will sometimes write $z_t = \sigma_t(h_t)$ to highlight the fact that $z_t$ is a function of the history $h_t$.

In RQL the learning agent uses an exploration policy $\pi_{\text{expl}}$ to generate experience and updates an estimate of the Q-function using the following recursion:

$$\hat{Q}_{t+1}(z_t, a_t) = \hat{Q}_t(z_t, a_t) + \alpha_t(z_t, a_t) \left[ R_t + \gamma \max_{a \in A} \hat{Q}_{t+1}(z_{t+1}, a) - \hat{Q}_t(z_t, a_t) \right].$$

(8)

\(^2\)To avoid ambiguity due to the non-uniqueness of the arg-max, we assume that there is a deterministic rule to break ties is pre-specified so that the arg-max is always unique.

\(^3\)Normally, the hidden state of an RNN is denoted using $h_t$. However, we are using $h_t$ to denote the history of a POMDP. So, we use $z_t$ to denote the hidden state of an RNN.
We impose assumption (A1). Define \( \hat{V}_t: Z \rightarrow \mathbb{R} \) to be the value function corresponding to \( \hat{Q}_t \) and \( \hat{\pi}_t: Z \rightarrow A \) to be the greedy policy w.r.t. \( \hat{Q}_t \), i.e.,
\[
\hat{V}_t(z) = \max_{a \in A} \hat{Q}_t(z, a) \quad \text{and} \quad \hat{\pi}_t(z) = \arg \max_{a \in A} \hat{Q}_t(z, a).
\]

3 Theoretical results

The key challenge in characterizing the convergence of RQL is that the agent state \( \{Z_t\}_{t \geq 1} \) is not a controlled Markov process. Therefore, the standard results on the convergence of Q-learning [JJS93] are not directly applicable. In Sec. 3.1, we show that it is possible to adapt the standard convergence arguments to show that RQL converges.

The quality of the converged solution depends on choice of the exploration policy as well as the representation. The dependence of the representation is not surprising. For example, it is clear that when the representation is bad (e.g., a representation that maps all histories to a single agent state), then RQL will converge to a limit which is far from optimal. So, it is important to quantify the degree of sub-optimality of the converged limit. We do so in Sec. 3.2.

3.1 Establishing the convergence of RQL

Lemma 1. Under any policy \( \pi: Z \rightarrow \Delta(A) \), the process \( \{(S_t, Y_t, Z_t, A_t)\}_{t \geq 1} \) is a Markov chain.

We impose the following assumptions:

(A1) The state space, action space, and the recurrent state space are finite.

(A2) The exploration policy \( \pi_{\text{expl}}: Z \rightarrow \Delta(A) \) is such that the Markov chain \( \{(S_t, Y_t, Z_t, A_t)\}_{t \geq 1} \) has a unique stationary distribution \( \xi \). Moreover, for every \( (s, y, z, a) \), \( \xi(s, y, z, a) > 0 \).

(A3) The learning rate \( \alpha_t(z, a) \) is given by \( \alpha_t(z, a) = \mathbb{I}_{\{Z_t=z, A_t=a\}} / (1 + \sum_{\tau=0}^{\infty} \mathbb{I}_{\{Z_{\tau}=z, A_{\tau}=a\}}) \).

We impose assumption (A1) to analyze the simplest version of the RQL. Assumption (A2) is a mild assumption on the exploration policy and is commonly assumed in several variations of Q-learning with function approximation [TV97]. Assumption (A3) is a common assumption on the step-size of stochastic approximation algorithms.

For the ease of notation, we continue to use \( \xi \) to denote marginal and conditional distributions w.r.t. \( \xi \). For example, \( \xi(y, z, a) = \sum_{s \in S} \xi(s, y, z, a) \) and similar notation holds for other marginals. Similarly, \( \xi(s|z) = \xi(s, z)/\xi(z) \) and similar notation holds for other conditional distributions.

Given a steady-state distribution \( \xi \) corresponding to the exploration policy, define a reward function \( r_\xi: Z \times A \rightarrow \mathbb{R} \) and transition probability \( P_\xi: Z \times A \rightarrow \Delta(Z) \) as follows:
\[
r_\xi(z, a) = \sum_{s \in S} r(s, a) \xi(s \mid z, a),
\]
\[
P_\xi(z' \mid z, a) = \sum_{s \in S} \xi(s \mid z, a) \sum_{s' \in S} P(s'|s, a) \sum_{y' \in Y} O(y'|s', a) \mathbb{I}_{\{z'=f(z,y',a)\}}.
\]

Furthermore, define \( Q^\xi_\xi \) to be the unique fixed point of the following fixed point equation:
\[
Q^\xi_\xi(z, a) = r_\xi(z, a) + \gamma \sum_{z' \in Z} P_\xi(z' \mid z, a) \max_{\tilde{a} \in A} Q^\xi_\xi(z', \tilde{a}). \tag{9}
\]

Define \( V^\xi_\xi: Z \rightarrow \mathbb{R} \) be the value function corresponding to \( Q^\xi_\xi \) and \( \pi^\xi_\xi: Z \rightarrow A \) to be the greedy policy with respect to \( Q^\xi_\xi \), i.e.,
\[
V^\xi_\xi(z) = \max_{a \in A} Q^\xi_\xi(z, a) \quad \text{and} \quad \pi^\xi_\xi(z) = \arg \max_{a \in A} Q^\xi_\xi(z, a).
\]

Theorem 2. Under Assumptions (A1)–(A3), the iterates \( \{\hat{Q}_t\}_{t \geq 1} \) of (8) converge almost surely to \( Q^\xi_\xi \) given by (9). Therefore \( \{\hat{\pi}_t\}_{t \geq 1} \) converges to \( \pi^\xi_\xi \) (see footnote 2 for uniqueness of arg-max).

Proof outline. The main idea of the proof is inspired from [JJS93; KY22a]. To establish that \( \hat{Q}_t \rightarrow Q^\xi_\xi \), a.s., we will show that \( \Delta_t := \hat{Q}_t - Q^\xi_\xi \rightarrow 0 \), a.s. Define \( \hat{V}_t(z) = \max_{a \in A} \hat{Q}_t(z, a) \). Combining (8) and (9), we get that
\[
\Delta_{t+1}(z, a) = (1 - \alpha_t(z, a)) \Delta_t(z, a) + \alpha_t(z, a) \left[ F^1_t(z, a) + F^2_t(z, a) \right], \tag{10}
\]
where
\[ F^1_t(z, a) = \gamma \hat{V}_t(Z_{t+1}) - \gamma V^\ast_t(Z_{t+1}), \]
\[ F^2_t(z, a) = R_t - r_t(z, a) + \gamma V^\ast_t(Z_{t+1}) - \gamma \sum_{z' \in Z} P_t(z'|z, a) V^\ast_t(z'). \]  
Following [JJS93], we view (10) as a linear system with two inputs and do “state splitting” to write
\[ \Delta_t(z, a) = W^1_t(z, a) + W^2_t(z, a) \]
where for \( i \in \{1, 2\} \), each “state component” \( W^i_t(z, a) \) is initialized to 0 and evolves for \( t \geq 1 \) as
\[ W^{i+1}_t(z, a) = (1 - \alpha_t(z, a)) W^i_t(z, a) + \alpha_t(z, a) F^i_t(z, a), \quad i \in \{1, 2\}. \]
From (11), we have that
\[ F^1_t(z, a) = \gamma [\hat{V}_t(Z_{t+1}) - V^\ast_t(Z_{t+1})] \leq \gamma \| \hat{V}_t - V^\ast_t \|_\infty \leq \gamma \| \hat{Q}_t - Q^\ast_t \|_\infty = \gamma \| \Delta_t \|_\infty. \]
Using assumptions (A1)–(A3), we can show that \( W^2_t(z, a) \to 0 \), a.s., for all \((z, a)\). See the supplementary material for proof. Therefore, there exists a set \( \Omega_t \) such that \( P_t(\Omega_t) = 1 \) and for every \( \omega \in \Omega_t \) and any \( \epsilon > 0 \), there exists a \( T(\omega, \epsilon) \) such that for all \( t > T(\omega, \epsilon) \), \( |W^2_t(z, a)| < \epsilon \), a.s., for all \((z, a)\). Now, pick \( C \) such that \( \gamma (1 + 1/C) < 1 \). For any \( t > T(\omega, \epsilon) \) if \( \| W^1_t(z, a) \|_\infty > C^\epsilon \)， then
\[ F^1_t(z, a) \leq \gamma \| \Delta_t \|_\infty \leq \gamma \| W^1_t \|_\infty + \gamma \epsilon < \gamma (1 + 1/C) \| W^1_t \|_\infty < \| W^1_t \|_\infty. \]
where the first inequality uses (13), the second uses the triangle inequality, and the others follow from the definition of \( C \) and \( \epsilon \). Consequently, for any \( t > T(\omega, \epsilon) \) and \( \| W^1_t(z, a) \|_\infty > C^\epsilon \)， we have that
\[ W^{1+1}_t(z, a) = (1 - \alpha_t(z, a)) W^1_t(z, a) + \alpha_t(z, a) F^1_t(z, a) < \| W^1_t \|_\infty. \]
Hence, when \( \| W^1_t \|_\infty > C^\epsilon \)， it decreases monotonically. So, there are two possibilities: either it gets below \( C^\epsilon \) or it never goes below \( C^\epsilon \). In the supplementary material, we show that the process cannot stay above \( C^\epsilon \) all the time. Hence, it must hit below \( C^\epsilon \) at some point. In the supplementary material, we show that once the process hits below \( C^\epsilon \), it stays there. Thus, we have shown that for all sufficiently large \( t \), \( \| W^1_t \|_\infty < C^\epsilon \)， a.s. Since \( \epsilon \) is arbitrary, this implies that \( W^1_t(z, a) \to 0 \), a.s., for all \((z, a)\). Combining this with the fact that \( W^2_t(z, a) \to 0 \) and that \( \| \Delta_t \|_\infty \leq \gamma \| W^1_t \|_\infty + \gamma \epsilon \), we get that \( |V_t(z, a)| \leq C^\epsilon \)， a.s., for all \((z, a)\). Let \( F_t = \sigma(W^1_t, F^1_t) \). Then, \( \| E[F^1_t(z, a) \mid F_t] \|_\infty \leq \| E[F^1_t(z, a) \mid F_t] \|_\infty \leq \| \Delta_t \|_\infty \). Moreover, since the state space is finite, the per-step reward is bounded. Therefore, both \( V_t(Z_{t+1}) \) and \( V^\ast_t(Z_{t+1}) \) are bounded. Therefore, there exists a constant \( C \) such that \( \| V^1_t(z, a) \|_\infty \leq C. \) Thus, the iteration for \( W^1_t(z, a) \) satisfies all conditions of [JJS93, Theorem 1], and by that result, \( W^1_t(z, a) \to 0 \), a.s., for all \((z, a)\). For convenience, we restate [JJS93, Theorem 1] in the supplementary material.

**Remark 1.** In the special case when \( z_t = (y_{t-n:t}, a_{t-n:t-1}) \) is the last \( n \) observations and actions (i.e., frame-stacking), the result of Theorem 2 recovers the result of [KY22a, Theorem 4.1 (i)].

**Remark 2.** In [CBD22, Theorem 1], it was shown that the results of Theorem 2 hold if (A2) and (A3) are replaced by the following:

**(A2’)** Assumption (A2) holds and the initial distribution satisfies \( P(S_1 = s, Z_1 = z) = \xi(s, z) \).

**(A3’)** The learning rate \( \alpha_t(z, a) \) satisfies \( \sum_{t \geq 1} \alpha_t(z, a) = \infty \) and \( \sum_{t \geq 1} \alpha^2_t(z, a) < \infty \), a.s.

Note that (A2’) is stronger than (A2) and implies that the process \( \{(S_t, Y_t, Z_t, A_t)\}_{t \geq 1} \) is stationary and ergodic. In contrast, assumption (A2) does not impose any restriction on the initial state distribution and simply assumes that the induced Markov chain \( \{(S_t, Y_t, Z_t, A_t)\}_{t \geq 1} \) has a steady-state distribution. However, the learning rate condition (A3’) is weaker than (A3).

Theorem 2 addresses the main challenge in convergence analysis of RQL: the non-Markovian dynamics. We have shown that RQL converges. So, the next question is: How good is the converged solution compared to the optimal? We address this question in the next section.

### 3.2 Characterizing the approximation error of the converged value

Our key observation is that for any \( \hat{\xi} \), \( (\sigma^t, P^t, r^x) \) is an \((\epsilon_t, \delta_t)_{t \geq 1}\) AIS-generator where
\[ \epsilon_t := \max_{h_t \in H_t, a_t \in A} \left| E[r(S_t, A_t) \mid H_t = h_t, A_t = a_t] - r^x(\sigma^t(h_t), a_t) \right|, \]
\[ \delta_t := \max_{h_t \in H_t, a_t \in A} d^\xi \left( P(Z_{t+1} = \cdot \mid H_t = h_t, A_t = a_t), P^x(\cdot \mid \sigma^t(h_t), a_t) \right). \]
Therefore, an immediate implication of Theorem 1 is the following.
Theorem 3. Let $\hat{\pi} = (\hat{\pi}_1, \hat{\pi}_2, \ldots)$ be a time-varying and history-dependent policy given by $\hat{\pi}_t(h_t) = \pi_t^\star(\sigma_t(h_t))$. Then, for any time $t$ and any history $h_t \in \mathcal{H}_t$ and action $a_t \in \mathcal{A}$, we have:

- **Bounds on value approximation:**
  \begin{align}
  |Q_t^\pi(h_t, a_t) - Q_t^\pi(\sigma_t(h_t), a_t)| &\leq (1 - \gamma)^{-1} [\tilde{\varepsilon}_t + \gamma \delta_t \rho_\delta(V^\pi_t)] , \quad (17) \\
  |V_t^\pi(h_t) - V_t^\pi(\sigma_t(h_t))| &\leq (1 - \gamma)^{-1} [\tilde{\varepsilon}_t + \gamma \delta_t \rho_\delta(V^\pi_t)] , \quad (18)
  \end{align}

  where $\tilde{\varepsilon}_t = (1 - \gamma) \sum_{r=t}^{\infty} \gamma^{r-t} \varepsilon_r$ and $\delta_t = (1 - \gamma) \sum_{r=t}^{\infty} \gamma^{r-t} \delta_r$.

- **Bounds on policy approximation:**
  \begin{align}
  |V_t^\pi(h_t) - V_t^\pi(\sigma_t(h_t))| &\leq 2(1 - \gamma)^{-1} [\tilde{\varepsilon}_t + \gamma \delta_t \rho_\delta(V^\pi_t)] . \quad (19)
  \end{align}

Remark 3. We may upper bound $\tilde{\varepsilon}_t$ by $\varepsilon_t^* := \sup_{r \geq t} \varepsilon_r$ and $\delta_t$ by $\delta^* := \sup_{r \geq t} \delta_r$.

The bound of Theorem 3 is instance dependent because it depends on the value function $V_t^\pi$. In the supplementary material, we illustrate instance independent bounds by upper bounding $\rho_\delta(V^\pi_t)$ in terms of properties of the transition and reward functions.

4 RQL with AIS losses

The results of Theorem 3 suggest that the performance of RQL could be enhanced by improving the representation function $f$ so as to minimize the approximation losses $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots)$ and $\delta = (\delta_1, \delta_2, \ldots)$. A similar idea was proposed in [Sub+22] to improve the performance of actor-critic algorithms. In this section, we verify that adding such AIS losses improves the performance of RQL.

4.1 Adding AIS losses to RQL

The key idea is to model each component of the AIS generator as a parametric family of functions/distribution and then use stochastic gradient descent to update these parameters. Note that in RQL, we use a RNN to model the state update function $f$. Please keep in mind that we are relaxing the discreteness assumption for the recurrent hidden state space in this section. This allows us to use RNN architectures such as LSTMs [HS97]. As explained in [Sub+22, Proposition 8], in this case we can use an observation predictor $\hat{P}^\psi: \mathcal{Z} \times \mathcal{A} \to \Delta(\mathcal{Y})$ as a proxy for the state predictor $\hat{P}$ and replace $\delta_t$ by $\hat{\delta}_t/\bar{\kappa}_\delta(f)$, where

\[ \hat{\delta}_t := \max_{h_t \in \mathcal{H}_t, a_t \in \mathcal{A}} d_3(\mathcal{P}(Y_{t+1} = \cdot | H_t = h_t, A_t = a_t), \hat{P}^\psi(\cdot | \sigma_t(h_t), a_t)) . \]

and $\bar{\kappa}_\delta(f) = \sup_{z \in \mathcal{Z}, a \in \mathcal{A}} \kappa_\delta(f(z, \cdot, a))$.

Let $\psi$ denote the combined parameters of the AIS-generator. Then, we could choose the AIS loss function $\mathcal{L}_{\text{AIS}}$ as any monotonic function of $(\varepsilon_t, \delta_t)$ because reducing $(\varepsilon_t, \delta_t)$ reduces the upper bound of Theorem 3. As suggested in [Sub+22], we choose the AIS loss as

\[ \mathcal{L}_{\text{AIS}}(\psi) = \frac{1}{T} \sum_{t=1}^{T}(\lambda \varepsilon_t^2 + (1 - \lambda) \delta_t^2) \]

where $\lambda$ is a hyper-parameter and $T$ is the batch size. A detailed discussion of the choice of IPM is presented in [Sub+22]. We choose $d_3$ as $\ell_2$-distance based MMD [see Sub+22, Proposition 32] for which case the AIS loss can be simplified as [Sub+22, Proposition 33]:

\[ \mathcal{L}_{\text{AIS}}(\psi) = \frac{1}{T} \sum_{t=1}^{T} \left[ \lambda |R_t - \hat{r}(Z_t, A_t)|^2 + (1 - \lambda)(M_t^\psi - 2Y_t)M_t^\psi \right] + \text{const}(\psi) \]

where $M_t^\psi$ is the mean of the distribution $\hat{P}^\psi(\cdot | Z_t, A_t)$ and $\text{const}(\psi)$ are terms which do not depend on $\psi$ and can therefore be ignored. Then, we update the parameters $\psi$ of the AIS generator using stochastic gradient descent.

The updates of the representation using AIS losses is carried out in parallel with RQL. For our experiments, we choose R2D2 [Kap+19], which generalizes Double Q-learning (DQL) with replay buffers to RNNs [HGS15]. Note that as in [Sub+22], we do not backpropagate the Q-learning losses to the AIS generator. A block diagram showing the network architecture is shown in Figure 1. The complete implementation details are presented in the supplementary material.
4.2 Empirical evaluation

In this section, we compare the performance of RQL-AIS (the algorithm described in the previous section) with a non-distributed variant of R2D2 proposed in [Kap+19], which we label as ND-R2D2. The exact implementation details, including the choice of hyper-parameters are presented in the supplementary material. We want to emphasize that the two implementations are identical except that RQL-AIS includes the AIS loss block and updates the parameters $\psi$ of the representation by backpropogating the AIS loss $L_{\text{AIS}}(\psi)$ rather than backpropogating the Q-learning losses.

We evaluate the two algorithms on 22 environments from the MiniGrid benchmark [CWP18], which are partially observed MiniGrid environments with tasks with increasing complexity, described in detail in the supplementary material. In all environments, the layout at the start of each episode is randomly chosen, so the agent cannot solve the task by memorizing an exact sequence of actions. Similar to [Sub+22; HS18], before running the experiments, we train an autoencoder on a dataset of random agent observations to compress the observations of the agent into compact vectors. The weights of the autoencoder are kept frozen during the RL experiments.

We train both RQL-AIS and ND-R2D2 for $T = 4 \cdot 10^6$ environment steps for $N = 5$ seeds. During the data gathering phase, the agent behaves according to the epsilon-greedy approach [Mni+13] to allow for exploration of the environment with epsilon value exponentially decreasing over time. We run two set of studies: one with uniform sampling from the replay buffer and the other using prioritized

<table>
<thead>
<tr>
<th>Environment</th>
<th>RQL-AIS</th>
<th>ND-R2D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SimpleCrossingS9N1</td>
<td>0.789 ± 0.166</td>
<td>0.926 ± 0.044</td>
</tr>
<tr>
<td>SimpleCrossingS9N2</td>
<td>0.944 ± 0.007</td>
<td>0.757 ± 0.423</td>
</tr>
<tr>
<td>SimpleCrossingS9N3</td>
<td>0.934 ± 0.006</td>
<td>0.933 ± 0.019</td>
</tr>
<tr>
<td>SimpleCrossingS11N5</td>
<td>0.835 ± 0.072</td>
<td>0.285 ± 0.140</td>
</tr>
<tr>
<td>LavaCrossingS9N1</td>
<td>0.853 ± 0.054</td>
<td>0.955 ± 0.005</td>
</tr>
<tr>
<td>LavaCrossingS9N2</td>
<td>0.926 ± 0.014</td>
<td>0.934 ± 0.034</td>
</tr>
<tr>
<td>LavaCrossingS9N3</td>
<td>0.871 ± 0.063</td>
<td>0.920 ± 0.029</td>
</tr>
<tr>
<td>LavaCrossingS11N5</td>
<td>0.316 ± 0.145</td>
<td>0.310 ± 0.254</td>
</tr>
<tr>
<td>Unlock</td>
<td>0.956 ± 0.011</td>
<td>0.969 ± 0.002</td>
</tr>
<tr>
<td>UnlockPickup</td>
<td>0.517 ± 0.471</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>KeyCorridorS3R1</td>
<td>0.937 ± 0.026</td>
<td>0.944 ± 0.012</td>
</tr>
<tr>
<td>KeyCorridorS3R2</td>
<td>0.885 ± 0.038</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>KeyCorridorS3R3</td>
<td>0.155 ± 0.347</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>ObstructedMaze-1Dl</td>
<td>0.916 ± 0.020</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>ObstructedMaze-1Dlh</td>
<td>0.000 ± 0.000</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>MultiRoom-N2-S4</td>
<td>0.879 ± 0.049</td>
<td>0.839 ± 0.010</td>
</tr>
<tr>
<td>MultiRoom-N4-S5</td>
<td>0.438 ± 0.400</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>RedBlueDoors-6x6</td>
<td>0.865 ± 0.075</td>
<td>0.977 ± 0.011</td>
</tr>
<tr>
<td>RedBlueDoors-8x8</td>
<td>0.977 ± 0.009</td>
<td>0.962 ± 0.018</td>
</tr>
</tbody>
</table>

In [Kap+19], the distributed setup is introduced to allow for parallel data collection and training in environments requiring very high number of interactions. This is not the case in our setup and both the RQL-AIS and R2D2 are implemented in a non-distributed manner.
experience replay (PER) [Sch+15a]. We report the results for uniform sampling here and the results for PER in the supplementary material.

The mean and standard deviation of the final performance for both algorithms is shown in Table 1. Figure 2 shows the training curves for 8 representative environments. Training curves for all environments are included in the supplementary material.

Discussion of the results For the simpler environments, both RQL-AIS and ND-R2D2 learn to solve the task, with ND-R2D2 performing slightly better. However, there are seven environments where ND-R2D2 fails to learn. This is not surprising as the MiniGrid environments are sparse reward environments which are used as a benchmark for research on exploration methods in RL [Par+21; Mav+22; Zha+21; JGR21; Al+18; Goy+19]. ND-R2D2, which does not include any exploration bonuses, fails to learn in some of the larger environments. What is surprising is that RQL-AIS is still able to learn in such environments without any exploration bonuses. We show in the supplementary material that adding prioritized experience replay boosts the performance of RQL-AIS in the harder environments.

What is the impact of AIS losses on learning? To understand the impact of AIS losses on learning, we compare the evolution of the MMD distance and the episodic return with the number of environment steps. The results are shown in Figure 3, where the environment steps are plotted on a log scale. In each environment, when the MMD loss is initially high, the episodic return does not improve considerably. However, when the MMD distance loss becomes smaller (≈ 0.5), the episodic return starts improving. This suggests that it takes some time for the agent to learn a good representation through the AIS losses, and once a good representation has been obtained (small MMD loss), RL losses through Q-learning are much more effective in training policies, thus allowing policies to improve much quicker, i.e., with fewer samples. This makes sense because optimizing the AIS losses effectively gives the same representation to several different possible histories (but identical from the perspective of performance), which then allows Q-learning updates to propagate through all these possible histories instead of just a single history trajectory. The ability to map more histories to fewer representations accurately improves with the quality of approximation of the AIS. Thus, AIS losses not only help in establishing theoretical performance bounds, but it is evident that they help in learning in empirical experiments.

5 Conclusion

In this work, we establish the convergence of recurrent Q-learning (RQL) in the tabular setting for POMDPs using a representation of the history called an approximate information state (AIS). We also establish upper bounds on the degree of sub-optimality of the converged solution. These bounds quantify the relationship between the quality of representation and the quality of the converged solution of RQL. Based on these bounds, a variant of RQL called RQL-AIS was proposed and it was observed that RQL-AIS performs better than the state-of-the-art baseline ND-R2D2 on the
Figure 3: Episodic Return (left-axis) and MMD loss (right-axis, on log scale) plots for the RQL-AIS method on 8 selected MiniGrid environments. There is a close correlation between the drop in MMD loss value and improvement in episodic return. Both Environment Steps and MMD loss are in the logarithmic scale.

MiniGrid benchmark. A detailed comparison of the time evolution of AIS losses and performance strongly suggests that the improvement in performance is correlated to the decrease in AIS losses. In conclusion, the results of this paper show that AIS is a useful theoretical tool for analyzing the performance of RQL in POMDPs and also an effective block for algorithm design for POMDPs.

Our theoretical analysis is restricted to the tabular setting. Interesting future work includes generalizing the analysis to more general models, including using function approximation for approximating the Q-function. Another interesting avenue is formally showing convergence of an algorithm which learns the AIS and Q-function in parallel with two time-scale methods.

Acknowledgements

This work was supported in part by Natural Science and Engineering Council of Canada through Discovery Grant RGPIN-2021-03511 and Alliance International Catalyst Grant ALLRP 571054-21. The numerical experiments were enabled in part by compute resources provided by the Digital Research Alliance of Canada.

References


Daan Wierstra et al. “Solving deep memory POMDPs with recurrent policy gradients”. In: International Conference on Artificial Neural Networks (ICANN). 2007.


Tianjun Zhang et al. BeBold: Exploration Beyond the Boundary of Explored Regions. 2021. URL: https://openreview.net/forum?id=_ptUyYP19mP.
A Proof of claims in Theorem 1

The high-level idea of the proof is the same as that [Sub+22] [Theorem 27] and relies on the following two observations:

1. **Approximating the infinite horizon system by a finite horizon system.** First note that the finiteness of the state and action spaces implies that the per-step reward is uniformly bounded. Define \( r_{\text{MIN}} = \min_{s,a} r(s,a) \) and \( r_{\text{MAX}} = \max_{s,a} r(s,a) \). Then, \( R_t \in [r_{\text{MIN}}, r_{\text{MAX}}] \).

Now consider a finite horizon system that runs for horizon \( T \). Let \( V^*_t \) and \( V^\pi_t \) denote the optimal finite-horizon value function and the finite-horizon value function corresponding to policy \( \pi^* \) (defined in Theorem 1), respectively. Moreover, let \( Q^*_t \) denote the optimal finite-horizon Q-function. More specifically, for any \( t \leq T \), and any history \( h_t \in H_t \) and action \( a_t \in A \), we have

\[
V^*_t(h_t) := \sup_\pi \mathbb{E}^\pi \left[ \sum_{\tau = t}^{T-1} \gamma^{\tau-t} r(S_\tau, A_\tau) \bigg| H_t = h_t \right],
\]

\[
V^\pi_t(h_t) := \mathbb{E}^\pi \left[ \sum_{\tau = t}^{T-1} \gamma^{\tau-t} r(S_\tau, A_\tau) \bigg| H_t = h_t \right],
\]

\[
Q^*_t(h_t, a_t) := \sup_\pi \mathbb{E}^\pi \left[ \sum_{\tau = t}^{T-1} \gamma^{\tau-t} r(S_\tau, A_\tau) \bigg| H_t = h_t, A_t = a_t \right].
\]

Then, the boundedness of the per-step reward implies the following:

**Proposition 1.** For any \( T \), any \( t \leq T \), and any history \( h_t \in H_t \) and action \( a_t \in A \), we have the following:

\[
Q^*_t(h_t, a_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}} \leq Q^*_t(h_t, a_t) \leq Q^*_t(h_t, a_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MAX}},
\]

\[
V^*_t(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}} \leq V^*_t(h_t) \leq V^*_t(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MAX}},
\]

\[
V^\pi_t(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}} \leq V^\pi_t(h_t) \leq V^\pi_t(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MAX}}.
\]

2. **Approximating the finite horizon system with the approximate AIS model.** Given the AIS reward \( \hat{r} \) and dynamics \( \hat{P} \), define a Bellman operator \( \hat{B}_V : \mathcal{Z} \to \mathcal{Z} \) as follows. For any \( \hat{V} : \mathcal{Z} \to \mathbb{R} \),

\[
\hat{B}_V \hat{V}(z) = \max_{a \in A} \left\{ \hat{r}(z, a) + \gamma \int_{\mathcal{Z}} \hat{V}(z') \hat{P}(dz' \mid z, a) \right\},
\]

and define a Bellman operator \( \hat{B}_Q : \mathcal{Z} \times A \to \mathcal{Z} \times A \) as follows. For any \( \hat{Q} : \mathcal{Z} \times A \to \mathbb{R} \),

\[
\hat{B}_Q \hat{Q}(z, a) = \hat{r}(z, a) + \gamma \int_{\mathcal{Z} \times A} \max_{a' \in A} \hat{Q}(z', a') \hat{P}(dz' \mid z, a)
\]

\[= \hat{r}(z, a) + \gamma \int_{\mathcal{Z} \times A} \hat{V}(z') \hat{P}(dz' \mid z, a).\]

Thus the two Bellman operators \( \hat{B}_V \) and \( \hat{B}_Q \) are related as follows

\[
\hat{B}_V \hat{V}(z) = \max_{a \in A} \hat{B}_Q \hat{Q}(z, a).
\]

Now, define initial value functions \( \hat{V}^0(z) = 0 \) and \( \hat{Q}^0(z, a) = 0 \) for all \( z \) and \( a \). Recursively define \( \hat{V}^{n+1} = \hat{B}_V \hat{V}^n \) and \( \hat{Q}^{n+1} = \hat{B}_Q \hat{Q}^n \). Then, we have the following:

**Proposition 2.** Arbitrarily fix the function space \( \mathcal{F} \). For any \( T \) and \( t \leq T \), define

\[
\eta_{t,T} = \sum_{\tau = t}^{T-1} \gamma^{\tau-t} \varepsilon_{\tau} + \sum_{\tau = t+1}^{T-1} \gamma^{\tau-t} \rho_{\mathcal{F}}(\hat{V}^{T-\tau}) \delta_{\tau-1}.
\]
Then, we have the following bounds:

\[ |Q^*_t(h_t, a_t) - \bar{Q}^{T-t}(\sigma_t(h_t), a_t)| \leq \eta_{h,T}, \quad (23) \]
\[ |V^*_t(h_t) - \bar{V}^{T-t}(\sigma_t(h_t))| \leq \eta_{h,T}, \quad (24) \]
\[ |V^*_t(h_t) - \bar{V}^{T-t}(\sigma_t(h_t))| \leq \eta_{h,T}. \quad (25) \]

### A.1 Proof of Proposition 1

Consider the optimal value functions in the original model for the infinite horizon case, i.e., \( V^*_t(h_t) \) and \( Q^*_t(h_t, a_t) \).

\[
V^*_t(h_t) = \sup_{\pi_t} \left[ \sum_{\tau=t}^{\infty} \gamma^{\tau-t} R_\tau \bigg| H_t = h_t \right]
\]
\[
\geq \sup_{\pi_t} \left\{ \sum_{\tau=t}^{T-1} \gamma^{\tau-t} R_\tau + \sum_{\tau=T}^{\infty} \gamma^{\tau-t} r_{\text{MIN}} \bigg| H_t = h_t \right\}
\]
\[
= \sup_{\pi_t} \left\{ \sum_{\tau=t}^{T-1} R_\tau \bigg| H_t = h_t \right\} + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}}
\]
\[
= V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}}.
\]

Similarly, it can be shown by reversing the inequality and using \( r_{\text{MAX}} \) instead of \( r_{\text{MIN}} \) that

\[ V^*_t(h_t) \leq V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MAX}}. \]

Thus, we have the result

\[ V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}} \leq V^*_t(h_t) \leq V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MAX}}. \]

We can obtain a similar bound for \( Q^*_t \). In particular, we have

\[
Q^*_t(h_t, a_t) = \sup_{\pi_t} \left[ r(h_t, a_t) + \sum_{\tau=t+1}^{\infty} \gamma^{\tau-t} R_\tau \bigg| H_t = h_t, A_t = a_t \right]
\]
\[
\geq \sup_{\pi_t} \left\{ r(h_t, a_t) + \sum_{\tau=t+1}^{T-1} \gamma^{\tau-t} R_\tau + \sum_{\tau=T}^{\infty} \gamma^{\tau-t} r_{\text{MIN}} \bigg| H_t = h_t, A_t = a_t \right\}
\]
\[
= \sup_{\pi_t} \left\{ r(h_t, a_t) + \sum_{\tau=t+1}^{T-1} R_\tau \bigg| H_t = h_t, A_t = a_t \right\} + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}}
\]
\[
= Q^*_{t,T}(h_t, a_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}}.
\]

Similarly, it can be shown by reversing the inequality and using \( r_{\text{MAX}} \) instead of \( r_{\text{MIN}} \) that

\[ Q^*_t(h_t, a_t) \leq Q^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MAX}}. \]

Thus, we have

\[ Q^*_{t,T}(h_t, a_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MIN}} \leq Q^*_t(h_t, a_t) \leq Q^*_{t,T}(h_t, a_t) + \frac{\gamma^{T-t}}{1-\gamma} r_{\text{MAX}}. \]
Next, consider the value function in the original model for the infinite horizon case \( V^*_t(h_t) \).

\[
V^*_t(h_t) = E^* \left[ \sum_{\tau = t}^{\infty} \gamma^{\tau-t} R_{\tau} \mid H_t = h_t \right] \\
\geq E^* \left[ \sum_{\tau = t}^{T-1} \gamma^{\tau-t} R_{\tau} + \sum_{\tau = T}^{\infty} \gamma^{\tau-t} r_{\text{MIN}} \mid H_t = h_t \right] \\
= E^* \left[ \sum_{\tau = t}^{T-1} R_{\tau} \mid H_t = h_t \right] + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}} \\
= V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}}.
\]

Similarly, it can be shown by reversing the inequality and using \( r_{\text{MAX}} \) instead of \( r_{\text{MIN}} \) that

\[
V^*_t(h_t) \leq V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MAX}}.
\]

Thus, we have the result

\[
V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MIN}} \leq V^*_t(h_t) \leq V^*_{t,T}(h_t) + \frac{\gamma^{T-t}}{1 - \gamma} r_{\text{MAX}}.
\]

### A.2 Proof of Proposition 2

First, we look at the proof for (23) and (24). A dynamic program can be written for the optimal value functions for \( t \in \{1, \cdots, T-1\} \) as \{\( V^*_{t,T}; H_t \to R \)\} and \{\( Q^*_{t,T}; H_t \times A_t \to R \)\} with \( V^*_{T,T}(h_T) = 0 \) and \( Q^*_{T,T}(h_T, a_T) = 0 \) such that:

\[
V^*_{t,T}(h_t) := \max_{a_t \in A} E \left[ R_t + \gamma V^*_{t+1,T}(H_{t+1}) \mid H_t = h_t, A_t = a_t \right], \\
Q^*_{t,T}(h_t, a_t) := E \left[ R_t + \gamma V^*_{t+1,T}(H_{t+1}) \mid H_t = h_t, A_t = a_t \right].
\]

We prove the result by backward induction. Consider the bounds \( |Q^*_{t,T}(h_T, a_T) - \tilde{Q}^0(\sigma_{t}(h_t), a_T)| \leq \eta_{t,T} = 0 \) and \( |V^*_{t,T}(h_T, a_T) - \tilde{V}^0(\sigma_{t}(h_t), a_T)| \leq \eta_{t,T} = 0 \) which hold by definition. Thus, the bound holds for \( t = T \). This forms the basis of induction. Now, assume that the bound holds for \( t + 1 \) and consider the system at time \( t \). We have

\[
|Q^*_{t,T}(h_t, a_t) - \tilde{Q}^{T-t}(\sigma_t(h_t), a_t)|
\]

\[
\leq |E[R_t \mid H_t = h_t, A_t = a] - \tilde{r}(\sigma_t(h_t), a)| + \gamma E[|V^*_{t+1,T}(H_{t+1}) - \tilde{V}^{T-t-1}(\sigma_{t+1}(H_{t+1}))| \mid H_t = h_t, A_t = a]
\]

\[
+ \gamma \left| E[\tilde{V}^{T-t-1}(\sigma_{t+1}(H_{t+1})) \mid H_t = h_t, A_t = a] - \int_\mathbb{Z} \tilde{V}^{T-t-1}(z_{t+1}) \tilde{P}(dz_{t+1} \mid \sigma_t(h_t), a) \right|
\]

\[
\leq \varepsilon_t + \gamma \eta_{t+1,T} + \gamma \rho_{\tilde{\delta}}(\tilde{V}^{T-t-1}) \delta_t = \eta_{t,T}
\]

where (a) follows from the triangle inequality, the definition of \( Q^*_{t,T}(h_t, a_t) \), the definition of \( \tilde{Q}^{T-t}(\sigma_t(h_t), a_t) \); (b) follows from the induction hypothesis and the definitions of \( \varepsilon_t \) and \( \delta_t \). We also have

\[
|V^*_{t,T}(h_t) - \tilde{V}^{T-t}(\sigma_t(h_t))| \leq_{\eta_{t,T}} \max_{a_t \in A} |Q^*_{t,T}(h_t, a_t) - \tilde{Q}^{T-t}(\sigma_t(h_t), a_t)|
\]

\[
\leq \varepsilon_t + \gamma \sum_{t+1}^{T-1} \rho_{\tilde{\delta}}(\tilde{V}^{T-t}) \delta_{t+1} - \sum_{t+1}^{T-1} \gamma^{T-t} \varepsilon_t + \gamma^{T-t} \rho_{\tilde{\delta}}(\tilde{V}^{T-t}) \delta_{t+1}
\]
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where (c) follows from the inequalities \( \max f(x) \leq \max|f(x) - g(x)| + \max g(x) \). Thus, the result holds for \( t \). Then, by the principle of induction, it holds for all \( t \leq T \). This completes the proof for (23) and (24).

Next, we look at the proof for (25). Consider value functions for \( t \in \{1, \ldots, T-1\} \) as \( \{V^\pi_{t,T}: \mathcal{H}_t \to \mathbb{R}\} \) with \( V^\pi_{t,T}(h_T) = 0 \) that are recursively defined such that:

\[
V^\pi_{t,T}(h_t) := \mathbb{E}^\pi \left[ R_t + \gamma V^\pi_{t+1,T}(H_{t+1}) \mid H_t = h_t \right].
\]

We prove this result by backward induction as well. Consider the bound \( |V^\pi_{t,T}(h_T) - \tilde{V}^0(\sigma_T(h_T))| \leq \eta_{T,T} = 0 \) which holds by definition. Thus, the bound holds for \( t = T \). This forms the basis of induction. Now assume that the bound holds for \( t + 1 \) and consider the system at time \( t \). We have

\[
|V^\pi_{t,T}(h_t) - \tilde{V}^{T-t}(\sigma_t(h_t))| \\
\leq (a) \max_{a \in \mathcal{A}} |\mathbb{E}[R_t \mid H_t = h_t, A_t = a] - \tilde{\sigma}(\sigma_t(h_t), a)| \\
+ \gamma \max_{a \in \mathcal{A}} |\mathbb{E}[V^\pi_{t+1,T}(H_{t+1}) - \tilde{V}^{T-t-1}(\sigma_{t+1}(H_{t+1})) \mid H_t = h_t, A_t = a]| \\
+ \gamma \max_{a \in \mathcal{A}} |\mathbb{E}[\tilde{V}^{T-t-1}(\sigma_{t+1}(H_{t+1}))) - \tilde{V}^{T-t-1}(\sigma_{t+1}(H_{t+1}))) \mid H_t = h_t, A_t = a] - \int_Z \tilde{V}^{T-t-1}(z_{t+1}) \tilde{P}(dz_{t+1} \mid \sigma_t(h_t), a) |
\]

follows from the induction hypothesis and the definitions of \( \varepsilon_t \) and \( \delta_t \).

Thus, this gives us

\[
|V^\pi_{t,T}(h_t) - \tilde{V}^{T-t}(\sigma_t(h_t))| \leq \eta_t \leq \sum_{t=0}^{T-1} \gamma^{T-t} \varepsilon_t + \sum_{t=0}^{T-1} \gamma^{T-t} \rho \tilde{V}^{T-t-1} \delta_t.
\]

Thus, the result holds for \( t \). Then, by the principle of induction, it holds for all \( t \leq T \). This completes the proof for (25).

### A.3 Bounds on value approximation

Combining Proposition 1: (20), (21) with Proposition 2: (23), (24) gives us

\[
\tilde{V}^{T-t}(\sigma_t(h_t)) - \eta_t, + \frac{\gamma^{T-t}}{1 - \gamma} \tau_{\min} \leq V^*_t(h_t) \leq \tilde{V}^{T-t}(\sigma_t(h_t)) + \eta_t, + \frac{\gamma^{T-t}}{1 - \gamma} \tau_{\max},
\]

\[
\tilde{Q}^{T-t}(\sigma_t(h_t), a_t) - \eta_t, + \frac{\gamma^{T-t}}{1 - \gamma} \tau_{\min} \leq Q^*_t(h_t, a_t) \leq \tilde{Q}^{T-t}(\sigma_t(h_t), a_t) + \eta_t, + \frac{\gamma^{T-t}}{1 - \gamma} \tau_{\max}.
\]

Note that due to discounting both \( \tilde{B}_V \) and \( \tilde{B}_Q \) are contractions. Therefore, from the Banach fixed point theorem, we know that \( \lim_{T \to \infty} \tilde{V}^{T-t} = \tilde{V}^* \) and \( \lim_{T \to \infty} \tilde{Q}^{T-t} = \tilde{Q}^* \). Furthermore, by the continuity of \( \rho \), we have \( \lim_{T \to \infty} \rho(\tilde{V}^{T-t}) = \rho(\tilde{V}^*) \). Thus, taking the limit \( T \to \infty \) in the above equations gives us

\[
\tilde{V}^*(\sigma_t(h_t)) - \eta_t^* \leq V^*_t(h_t) \leq \tilde{V}^*(\sigma_t(h_t)) + \eta_t^*,
\]

\[
\tilde{Q}^*(\sigma_t(h_t), a_t) - \eta_t^* \leq Q^*_t(h_t, a_t) \leq \tilde{Q}^*(\sigma_t(h_t), a_t) + \eta_t^*.
\]

where, \( \eta_t^* = \sum_{t=1}^{T} \gamma^{T-t} \varepsilon_t + \gamma \rho \tilde{V}^* \sum_{t=1}^{T} \gamma^{T-t} \delta_t \).

This shows that

\[
|V^*_t(h_t) - \tilde{V}^*(\sigma_t(h_t))| \leq \eta_t^*,
\]

\[
|Q^*_t(h_t, a_t) - \tilde{Q}^*(\sigma_t(h_t), a_t)| \leq \eta_t^*.
\]

This establishes the bounds in the main theorem on value approximation.
A.4 Bounds on policy approximation

Combining Proposition 1: (22) with Proposition 2: (25) gives us

\[ \tilde{V}^{T-t}(\pi_t(h_t)) - \eta_t, T + \frac{\gamma^{T-t}}{1 - \gamma} r_{T \min} \leq V_t^{\pi}(h_t) \leq \tilde{V}^{T-t}(\pi_t(h_t)) + \eta_t, T + \frac{\gamma^{T-t}}{1 - \gamma} r_{T \max}. \]

Note that due to discounting, \( \tilde{B}_V \) is a contraction. Therefore, from the Banach fixed point theorem, we know that \( \lim_{T \to \infty} \tilde{V}^{T-t} = \tilde{V}^{\pi \ast} \). Furthermore, by continuity of \( \rho_{\tilde{G}}(\cdot) \), we have \( \lim_{T \to \infty} \rho_{\tilde{G}}(V^{T-t}) = \rho_{\tilde{G}}(\tilde{V}^{\pi \ast}) \). Thus, taking the limit \( T \to \infty \) in the above equation gives us

\[ \tilde{V}^{\pi \ast}(\pi_t(h_t)) - \eta_t^{\pi \ast} \leq V_t^{\pi}(h_t) \leq \tilde{V}^{\pi \ast}(\pi_t(h_t)) + \eta_t^{\pi \ast}, \]

where, \( \eta_t^{\pi \ast} = \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \varepsilon_{\tau} + \gamma \rho_{\tilde{G}}(\tilde{V}^{\pi \ast}) \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \delta_{\tau}. \)

This shows that

\[ |V_t^{\pi}(h_t) - \tilde{V}^{\pi \ast}(\pi_t(h_t))| \leq \eta_t^{\pi \ast}. \tag{28} \]

Note that \( \tilde{V}^{\pi \ast}(\pi_t(h_t)) = \tilde{V}^{\ast}(\pi_t(h_t)) \). Finally, we have the bound on policy approximation:

\[
\begin{align*}
|V_t^{\pi}(h_t) - V_t^{\pi}(h_t)| & \overset{(a)}{\leq} |V_t^{\pi}(h_t) - \tilde{V}^{\pi \ast}(\pi_t(h_t))| + |V_t^{\pi}(h_t) - \tilde{V}^{\pi \ast}(\pi_t(h_t))| \\
& \overset{(b)}{\leq} 2 \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \varepsilon_{\tau} + 2 \gamma \rho_{\tilde{G}}(\tilde{V}^{\pi \ast}) \sum_{\tau=t}^{\infty} \gamma^{\tau-t} \delta_{\tau},
\end{align*}
\]

where \( (a) \) follows from the triangle inequality and \( (b) \) follows from (26) and (28). This establishes the bound in the main theorem on policy approximation.

B Instance independent bounds

In this section, we illustrate instance independent bounds by upper bounding \( \rho_{\tilde{G}}(V^{\pi \ast}) \) in terms of the properties of the transition and reward functions. These instance independent bounds have been established in [Sub+22].

When the IPM considered is the total variation distance, i.e., \( \tilde{G} = \tilde{G}_{TV} := \{ f : \text{span}(f) \leq 1 \} \) (where \( \text{span}(f) \) is the span semi-norm of a function), we have

\[ \rho_{\tilde{G}}(V^{\pi \ast}) = \text{span}(V^{\pi \ast}) \leq \frac{\text{span}(r)}{1 - \gamma}. \]

Next, when the IPM considered is the Wasserstein distance, i.e., \( \tilde{G} = \tilde{G}_{\text{Wass}} := \{ f : \text{Lip}(f) \leq 1 \} \) (where \( \mathcal{X} \) is a metric space and \( \text{Lip}(f) \) is the Lipschitz constant of the function \( f \), computed with respect to the metric on \( \mathcal{X} \)); the Lipschitz constants \( L_r \) of the reward function and \( L_P \) of the state transition matrix are finite; and \( \gamma L_P < 1 \); then we have

\[ \rho_{\tilde{G}}(V^{\pi \ast}) = \text{Lip}(V^{\pi \ast}) \leq \frac{L_r}{1 - \gamma L_P}. \]

C Proof of claims in Theorem 2

C.1 \( W^2_t(z, a) \) converges to 0 almost surely.

The definition of the learning rate \( \{\alpha_t\}_{t \geq 1} \) implies that

\[
W^2_{t+1}(z, a) = \lim_{t \to \infty} \frac{1}{t} \sum_{k=0}^{t-1} F^2_k(z, a) \mathbb{I}_{\{Z_k = z, A_k = a\}}
\]

\[
= \lim_{t \to \infty} \frac{1}{t} \sum_{k=0}^{t-1} \mathbb{I}_{\{Z_k = z, A_k = a\}}
\]

\[
= 0
\]
We first state [JJS93, Lemma 3]. which is an instance of the linear iteration described in Lemma 2. Therefore, by Lemma 2, 
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Recall that according to Strong Law of Large Numbers for for Markov chains, given a aperiodic and irreducible Markov chain \( \{X_t\}_{t \geq 1}, X_t \in \mathcal{X} \), with stationary distribution \( \rho \) and any (measurable) function \( h \), the long run average is equal to the steady state value, i.e.,
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} h(X_t) = \sum_{x \in \mathcal{X}} h(x) \rho(x), \text{ a.s.} \quad (30)
\]
Let \( \xi(s, y, z, z_+, a) = \xi(s, y, z, a) P_\gamma(z_+ | z, a) \). Then, the numerator of (29) may be simplified as
\[
\sum_{(s, y, z, z_+, a)} \left[ r(s, a) - r_\gamma(z, a) + \gamma V_\gamma^* (z_+) - \gamma \sum_{z'} P_\gamma(z'|z, a) V_\gamma^* (z') \right] \xi(s, y, z, z_+, a). \quad (31)
\]
By definition of \( r_\gamma(z, a) \), we have
\[
\sum_{(s, z, a)} \left[ r(s, a) - r_\gamma(z, a) \right] \xi(s, z, a) = \sum_{z, a} \left[ \sum_{s} r(s, a) \xi(s|z, a) - r_\gamma(z, a) \right] = 0
\]
Similarly, by definition of \( \xi(s, y, z, z_+, a) \), we have
\[
\sum_{s, y, z, z_+, a} \left[ V_\gamma^* (z_+) - \sum_{z'} P_\gamma(z'|z, a) V_\gamma^* (z') \right] \xi(s, y, z, a) P_\gamma(z_+ | z, a) = 0
\]
Substituting the above two equations in (31), we get that the numerator of (29) is zero. Hence, \( W_t^1(z, a) \to 0 \), a.s., for all \( (z, a) \).

C.2 \( W_t^1(z, a) \) cannot remain above \( C\epsilon \) forever

We first state [JJS93, Lemma 3].

**Lemma 2.** Let \( \mathcal{X} \) be a finite set. Consider a vector valued stochastic process \( \{X_t\}_{t \geq 1} \), where
\[
X_{t+1}(x) = (1 - \alpha(x)) X_t(x) + \beta_t(x) \|X_t\|
\]
where \( \sum_{t \geq 1} \alpha_t(x) = \infty, \sum_{t \geq 1} \alpha_t(x) < \infty, \sum_{t \geq 1} \beta_t(x) = \infty, \sum_{t \geq 1} \beta_t(x) < \infty \), almost surely, and \( E[\beta_t(x)] \leq E[\alpha_t(x)] \). Then, \( X_t(x) \) converges to zero almost surely for all \( x \in \mathcal{X} \).

Assume that for any \( t > T(\omega, \epsilon) \), we have \( \|W_t^1\|_{\infty} > C\epsilon \). Recall that we have shown in (15) that if \( \|W_t^1\|_{\infty} > C\epsilon \) then \( F_t^1(z, a) \leq \|W_t^1\|_{\infty} \). Define \( \beta_t(z,a) = \alpha_t(z,a) F_t^1(z,a) / \|W_t^1\|_\infty \). Then, the recursion for \( W_t^1 \) can be written as
\[
W_{t+1}(z, a) = (1 - \alpha_t(z,a)) W_t^1(z, a) + \beta_t(z, a) \|W_t^1\|_{\infty}
\]
which is an instance of the linear iteration described in Lemma 2. Therefore, by Lemma 2, \( W_t^1(z, a) \) converges to zero almost surely. But this contradicts the assumption that \( \|W_t^1\|_{\infty} > C\epsilon \). Hence, the assumption cannot be true.

C.3 If \( \|W_t^1\|_{\infty} \) hits below \( C\epsilon \) then it stays there

Recall that we have shown in (14) that \( F_t^1(z, a) \leq \gamma \|\Delta_t\|_{\infty} \). Now suppose that for some \( t > T(\epsilon, \omega) \), \( \|W_t^1\|_{\infty} < C\epsilon \). Then,
\[
F_t^1(z, a) \leq \gamma (\|W_t^1\|_{\infty} + \|W_{t+1}^2\|_{\infty}) \leq \gamma (C\epsilon + \epsilon) \leq \gamma (1 + C) \epsilon \leq C\epsilon
\]
where we have used the fact that \( \gamma (1 + \frac{1}{\epsilon}) < 1 \) in the last inequality. Thus,
\[
\|W_{t+1}^1(z, a)\| \leq (1 - \alpha_t(z,a)) \|W_t^1(z, a)\| + \alpha_t(z,a) |F_t^1(z, a)| \leq (1 - \alpha_t(z,a)) C\epsilon + \alpha_t(z,a) C\epsilon = C\epsilon.
\]
Hence \( \|W_{t+1}^1\|_{\infty} \leq C\epsilon \).

---

In [JJS93], the result is stated with using the iteration \( X_{t+1}(x) = (1 - \alpha(x)) X_t(x) + \gamma \beta_t(x) \|X_t\| \), where \( \gamma \in (0, 1) \). But \( \gamma \) plays no role in the proof argument of [JJS93, Lemma 3] and may be omitted.
D Recurrent Q-learning with AIS

The training phase of RQL-AIS consists of sampling batches of sequential data from the R2D2 replay buffer and training: 1) the AIS generator components using the AIS loss, 2) the Q-function using the multi-step Q-learning loss. The full RQL-AIS algorithm is presented in Algorithm 1. In this section, we assume the AIS history generator \( \sigma(h, z_0) \) is an RNN function which receives the initial hidden state \( z_0 \) and input history \( h \) and outputs \( z \) which is the hidden state corresponding to the sample at the end of the history sequence \( h \).

Algorithm 1 Recurrent Q-learning with AIS (RQL-AIS)

1: init \( \sigma, \hat{P}^\mu, \hat{r}, Q_\theta \) to random networks, init \( \theta' \leftarrow \theta \) and R2D2 buffer \( D \leftarrow \{\} \), \( L \) is the R2D2 sequence length, \( \phi \) is the pretrained observation encoder
2: for episode = 1, \( M \) do
3: start episode, init history \( h \leftarrow \{\} \)
4: while not done do
5: receive observation \( y_t \), encode \( y_t \) with \( \phi \) and append to history \( h \).
6: Select action \( a_t = \text{argmax}_a Q_\theta(\sigma(h, 0), a) \) with probability \( 1 - \epsilon \) otherwise random action with probability \( \epsilon \), append action to \( h \)
7: Add sequence to \( D \)
8: Sample batch of experience sequences \( (h_b, z, y_{1:L, r_{1:L}}, a_{1:L}) \) from \( D \)
9: Initialize \( \sigma \) with \( z \) and burn-in history \( h_b \) and detach gradients: \( z' = \sigma(h_b, z) \)
10: Compute AIS loss for \( (z', y_{1:L, r_{1:L}}, a_{1:L}) \) and update \( \sigma, \hat{P}^\mu \) and \( \hat{r} \)
11: Compute n-step Q-learning loss for \( (z', y_{1:L}, r_{1:L}, a_{1:L}) \) and update \( Q_\theta \)
12: Update target Q-function in regular intervals \( \theta' \leftarrow \theta \)
13: end while
14: end for

D.1 Recurrent replay buffer

With non-recurrent DQN for fully-observable environments, individual single step samples \((s, a, r, s')\) are saved in the replay buffer. With Recurrent Q-learning, full histories are required with each sample to allow for the accurate computation of the recurrent hidden states. The R2D2 method [Kap+19] suggests saving fixed length sequences of observation, action and rewards \((y, a, r)\) in the replay buffer. Furthermore, to recreate the internal state of the RNN during training, it is suggested to store the following with each sample sequence: 1) A truncated preceding "Burn-In" history, 2) An initial RNN internal hidden state representing the internal RNN state at the start of the "Burn-In" history. The "Burn-In" sequence allows us to unroll the recurrent network on a truncated portion of preceding history with each sample sequence. The "Burn-In" portion is only used for unrolling the recurrent network and updates are only done on the main sequence. Additionally, the recurrent state at the start of this "Burn-In" history is also saved with each sample in the buffer. Both of these allow the recurrent network to recreate the hidden state at the start of the main sample sequence as accurately as possible. We utilize the same replay buffer for RQL-AIS and our ND-R2D2 baseline.

The problem of inaccuracy in recreated RNN hidden states is called representation drift and the effect of distributed training on this problem is investigated in the original R2D2 paper [Kap+19]. The representation drift problem is less severe when the data samples are more recent as their saved internal states comes from a version of the RNN which is closer to the most recently updated version. It is demonstrated that the distributed setting can mitigate this issue with higher number of actors [Kap+19]. The higher number of actors allows for a larger amount of generated experience, which results in data being added to the buffer more frequently, meaning older samples are less likely to be sampled by the learner unit, effectively alleviating the issue. In our setup, distributed training is both unnecessary and infeasible. The environments used for our experimental setup require significantly less data to be successfully solved and also the computational resources available at our disposal do not allow for a distributed R2D2 implementation. In order to mitigate the representation drift problem in our setup, we choose a different set of R2D2 hyperparameters compared with [Kap+19].
First, we choose a significantly smaller main sequence length for our R2D2 buffer and second, we choose a much longer "Burn-In" sequence length compared with the original R2D2 implementation. This combination allows us to achieve a good performance with the R2D2 replay buffer while using a single actor setup. By using a shorter main sequence length and a larger batch size, single step samples are less correlated in each batch which helps with the performance of Q-learning. Furthermore, adjacent saved samples are no longer overlapping each other as they do in the original R2D2 implementation as we find that unnecessary considering the shorter main sequence length.

D.2 Q-learning

In the main text, we discussed the AIS loss used for training the AIS-generator. Assuming $Z_t$ is the recreated AIS state representation for each single-step sample, we train the Q-function using the $n$-step Q-learning loss:

$$\left| \sum_{k=0}^{n-1} R_{t+k} \gamma^k + \gamma^n Q_{\theta^-} (Z_{t+n}, a^*) - Q_{\theta} (Z_t, A_t) \right|^2, \quad a^* = \arg \max_a Q_{\theta^-} (Z_{t+n}, a). \quad (32)$$

with $Q_{\theta}$ being the Q-function and $Q_{\theta^-}$ being the target Q-function. Also, $a^*$ is chosen by taking the arg-max of $Q_{\theta^-} (Z_{t+n}, a)$ similar to the double Q-learning approach [HGS15]. The multi-step length $n$ is set to 5 for all experiments. Following the DQN implementation, target Q-function parameters $\theta^-$ are periodically updated with the most recent value of $\theta$. Gradients from the Q-learning loss do not backpropagate through the AIS generator parameters.

We can further utilize prioritized experience replay (PER) [Sch+15a] with RQL-AIS. With prioritized sampling, sequences in the R2D2 buffer are sampled with non-uniform probabilities. Each sequence’s priority is the absolute value of the $n$-step Q-learning error averaged over all samples in the sequence. Similar to the original PER method [Sch+15a], we use importance-sampling (IS) weights to correct the change in the data distribution introduced by the non-uniform weights. The importance sampling weights are applied to rescale both the AIS loss and the Q-learning loss.

D.3 Environments

We evaluate the performance of RQL-AIS and other baseline algorithms on 22 environments form the Minigrid testbed [CWP18]. All environments are partially observed grid worlds where the agent has to solve a series of tasks. At each time, the agent observes a $7 \times 7$ view in front of it; each observed tile is encoded as a three-dimensional tuple of (OBJECT_ID, COLOR_IDX, STATE). The agent cannot see through walls and closed doors nor see inside closed boxes. The agent receives a positive reward of $+1$ on successful completion of the task and no intermediate rewards. The environments are grouped into eight major categories, as shown in Figure 4

Given the large (discrete) observation space, we follow the methodology of [Sub+22] and use a pre-trained auto-encoder to compress the observations. The auto-encoder is trained on a dataset of random agent observations, separately for each environment. During the RL phase, the auto-encoder is frozen and doesn’t change.

D.4 Algorithms tested

We evaluate the performance of the algorithms described below. Each algorithm has two variants: one using uniform sampling (denoted by “U”) and another using prioritized experience replay (denoted by “PER”).

- RQL-AIS-U and RQL-AIS-PER: Recurrent Q-learning algorithm with AIS representations.
- ND-R2D2-U and ND-R2D2-PER: Non-distributed R2D2
- ND-R2D2-AE-U and ND-R2D2-AE-PER: Non-distributed R2D2 where observations are compressed using pre-trained auto-encoders.

Note that both RQL-AIS and ND-R2D2-AE use the same pretrained auto-encoders.
Simple Crossing
Navigate multiple corridors to reach the goal state.
Four variants of this environment with varying sizes are tested.

Lava Crossing
Navigate through lava fields to reach the goal while avoiding lava.
Four variants of this environment with varying sizes and number of lava fields are tested.

Unlock Pickup
There are two variants:
Unlock: Pick up a key and unlock the door.
Unlock Pickup: Additional step of picking up a box.

Door Key
Start in one room, find a key to unlock the door to the second room, navigate in the second room to reach the goal state.
Three variants of this environment with increasing room sizes are tested.

Key Corridor
Find the key behind a series of unlocked but closed doors. Use this key to open a door which leads to the goal state.
Three variants of this environment with increasing room sizes and larger number of doors and corridors are tested.

Obstructed Maze
Find a key and use it to unlock the door to the second room and navigate to reach the goal state.
In the second variant of this environment, the key is hidden in a box.

Multi-room
Navigate a series of rooms each connected to the next via unlocked but closed doors. The goal state is in the final room.
Two variants with varying number of rooms are tested.

Red Blue Doors
First open the red door, then the blue door.
Two variants with varying room sizes are tested.

Figure 4: Details of the different MiniGrid environments

We train all algorithms for $T = 4 \cdot 10^6$ environment steps for $N = 5$ seeds. The agents are trained using epsilon-greedy approach [Mni+13] to allow for exploration. The value of epsilon is chosen to smoothly decay between $\epsilon_{\text{start}}$ and $\epsilon_{\text{end}}$ according to:

$$\epsilon_{\text{expl},t} = \epsilon_{\text{end}} + (\epsilon_{\text{start}} - \epsilon_{\text{end}}) \exp \left( -\frac{t}{\epsilon_{\text{decay}}} \right).$$
<table>
<thead>
<tr>
<th>Environment</th>
<th>RQL-AIS</th>
<th>ND-R2D2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U</td>
<td>PER</td>
</tr>
<tr>
<td>SimpleCrossingS9N1</td>
<td>0.789 ± 0.166</td>
<td>0.767 ± 0.111</td>
</tr>
<tr>
<td>SimpleCrossingS9N2</td>
<td>0.941 ± 0.007</td>
<td>0.912 ± 0.022</td>
</tr>
<tr>
<td>SimpleCrossingS9N3</td>
<td>0.934 ± 0.006</td>
<td>0.935 ± 0.031</td>
</tr>
<tr>
<td>SimpleCrossingS11N5</td>
<td>0.835 ± 0.072</td>
<td>0.927 ± 0.011</td>
</tr>
<tr>
<td>LavaCrossingS9N1</td>
<td>0.953 ± 0.054</td>
<td>0.830 ± 0.051</td>
</tr>
<tr>
<td>LavaCrossingS9N2</td>
<td>0.926 ± 0.014</td>
<td>0.844 ± 0.044</td>
</tr>
<tr>
<td>LavaCrossingS9N3</td>
<td>0.871 ± 0.063</td>
<td>0.850 ± 0.061</td>
</tr>
<tr>
<td>LavaCrossingS11N5</td>
<td>0.316 ± 0.145</td>
<td>0.489 ± 0.138</td>
</tr>
<tr>
<td>Unlock</td>
<td>0.956 ± 0.011</td>
<td>0.965 ± 0.007</td>
</tr>
<tr>
<td>UnlockPickup</td>
<td>0.517 ± 0.474</td>
<td>0.847 ± 0.066</td>
</tr>
<tr>
<td>DoorKey-5x5</td>
<td>0.926 ± 0.053</td>
<td>0.928 ± 0.043</td>
</tr>
<tr>
<td>DoorKey-6x6</td>
<td>0.954 ± 0.005</td>
<td>0.910 ± 0.076</td>
</tr>
<tr>
<td>DoorKey-8x8</td>
<td>0.942 ± 0.038</td>
<td>0.945 ± 0.026</td>
</tr>
<tr>
<td>KeyCorridorS3R1</td>
<td>0.937 ± 0.026</td>
<td>0.945 ± 0.013</td>
</tr>
<tr>
<td>KeyCorridorS3R2</td>
<td>0.885 ± 0.038</td>
<td>0.631 ± 0.365</td>
</tr>
<tr>
<td>KeyCorridorS3R3</td>
<td>0.155 ± 0.347</td>
<td>0.759 ± 0.119</td>
</tr>
<tr>
<td>ObstructedMaze-1Dl</td>
<td>0.916 ± 0.020</td>
<td>0.916 ± 0.022</td>
</tr>
<tr>
<td>ObstructedMaze-1Dlh</td>
<td>0.000 ± 0.000</td>
<td>0.911 ± 0.022</td>
</tr>
<tr>
<td>MultiRoom-N2-S4</td>
<td>0.790 ± 0.049</td>
<td>0.787 ± 0.044</td>
</tr>
<tr>
<td>MultiRoom-N4-S5</td>
<td>0.438 ± 0.400</td>
<td>0.431 ± 0.394</td>
</tr>
<tr>
<td>RedBlueDoors-6x6</td>
<td>0.865 ± 0.075</td>
<td>0.889 ± 0.084</td>
</tr>
<tr>
<td>RedBlueDoors-8x8</td>
<td>0.977 ± 0.052</td>
<td>0.910 ± 0.050</td>
</tr>
</tbody>
</table>

Table 2: Comparison of RQL-AIS with the different variants of ND-R2D2 on the MiniGrid benchmark.

The trained agents are evaluated at regular intervals. During evaluation, the agents are tested for 10 episodes and actions are chosen greedily with respect to the trained Q-function.

D.5 Training results

The mean and the standard deviations of the final performance for all algorithms is shown in Table 2. Figure 5 shows the training curves for all 22 tested environments.

Prioritized experience replay can offer a significant boost to both algorithms in more difficult environments and we see RQL-AIS-PER to show the best performance among all tested algorithms. This variant of RQL-AIS is capable of solving all of the tested environments. We observe that variants of RQL-AIS and ND-R2D2 with prioritized sampling generally perform worse in simpler environments. Prioritized sampling relies on priority weights obtained from the absolute value of the n-step Q-learning loss. In the initial phases of training, Q value estimates are inaccurate, making prioritized sampling hurt performance initially while the uniform sampling variants of these algorithms are able to quickly solve these environments. We observe that AIS state representations are very effective in solving the more difficult environments and RQL-AIS to show superior performance in more difficult environments regardless of the sampling approach used for the replay buffer.

We are reporting two additional variants of R2D2 which work with the pretrained encoders (similar to RQL-AIS). The main ND-R2D2 baseline used in the main text does not use pretrained encoders as we believe pretrained encoders are not an essential component of ND-R2D2. Nevertheless, we report results for ND-R2D2 using these pretrained encoders so that their effect can be decoupled from the other factors. We observe that their performance is very similar to ND-R2D2 working on raw observations.
Figure 5: Training curves from all 22 tested MiniGrid environments. Results for both uniform sampling and prioritized sampling variants of RQL-AIS and ND-R2D2 are provided. Two additional variants of R2D2 are also included which use the pretrained encoders.

Figure 6: Performance plots of RQL-AIS using different values of the $\lambda$ hyperparameter.

### E Effect of the hyperparameter $\lambda$

In this section, we report the effect of the $\lambda$ hyperparameter on performance for four candidate environments. The plots show the performance of RQL-AIS with uniform sampling over time. We observe that the performance of RQL-AIS is robust with respect to the choice of the $\lambda$ hyperparameter with minor changes in performance seen between the different variants except for the $\lambda = 1.0$ case which represents training the AIS using only the reward loss. Very high values of $\lambda$ can diminish the gradients coming from the observation prediction component and hurt performance. We believe that the observation prediction component of the AIS loss has a big impact on the performance of RQL-AIS. This is understandable as MiniGrid environments are sparse reward and zero rewards are received on every environment interaction except the terminal steps leading to a successful completion of the task. Observation prediction can provide a much richer learning signal allowing the agent to learn more meaningful AIS state representations. The performance of RQL-AIS with different values of $\lambda$ is reported in Figure 6. We choose $\lambda = 0.5$ for all experiments involving RQL-AIS.
In this section, we first present the hyperparameters used for implementing RQL-AIS and ND-R2D2. These hyperparameters are shared between the two algorithms (unless specifically stated). We report the hyperparameter values in Table 3.

In all MiniGrid environments, the agent receives $7 \times 7 \times 3$ sized observation vectors. In order to compress the observations into a more compact representation, we are using pretrained encoders. These are simple auto-encoders [Kra91] that are trained on datasets of random agent observations. The encoders are trained for 100 epochs on this dataset. We use MLP layers with ReLU nonlinearities [Fuk75] for the encoder and the decoder architecture. The encoder weights are frozen during the RL phase. The encoder and decoder architectures are as follows:

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear (147, 96)</td>
<td>Linear (64, 96)</td>
</tr>
<tr>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Linear (96, 64)</td>
<td>Linear (96, 147)</td>
</tr>
<tr>
<td>Tanh</td>
<td></td>
</tr>
</tbody>
</table>

RQL-AIS has the following four components: the recurrent history compression function $\hat{\sigma}$, the reward prediction function $\hat{r}$, the observation prediction function $P^y$ and the action-value function $Q_\theta$. During our experimentation, we use Exponential Linear Units (ELUs) [CUH15] for the nonlinear layers. For the recurrent component, we are using an LSTM [KT01] function. Linear layers with input sizes $n$ and output sizes $m$ are denoted by Linear$(n,m)$ and an LSTM cell with input of size $n$ and a hidden vector size of $m$ is denoted by LSTM$(n,m)$. $n_O$ and $n_A$ denote the observation vector size and the action space size. The neural network architectures of the four components are:

<table>
<thead>
<tr>
<th>$\hat{\sigma}$</th>
<th>$\hat{r}$</th>
<th>$Q_\theta$</th>
<th>$P^y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear $(n_O + n_A, d_2)$</td>
<td>Linear $(n_A + d_2, \frac{1}{2}d_2)$</td>
<td>Linear $(d_2, d_2)$</td>
<td>Linear $(n_A + d_2, \frac{1}{2}d_2)$</td>
</tr>
<tr>
<td>ELU</td>
<td>ELU</td>
<td>ELU</td>
<td>ELU</td>
</tr>
<tr>
<td>LSTM $(d_2, d_2)$</td>
<td>Linear $(\frac{1}{2}d_2, 1)$</td>
<td>Linear $(d_2, d_2)$</td>
<td>Linear $(\frac{1}{2}d_2, n_O)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ELU</td>
<td>ElU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Linear $(d_2, n_A)$</td>
</tr>
</tbody>
</table>
For the experiments with ND-R2D2 we have divided the architecture into two components: the recurrent unit $\hat{\sigma}$ and the Q-function $\hat{Q}_\theta$. This is done for simplicity of implementation and consistency with the RQL-AIS notation but both are trained with the Q-learning loss. The Q-learning variant which does not use the pretrained autoencoders has an extra layer in its recurrent unit to allow for extra processing of the higher-dimensional inputs.

<table>
<thead>
<tr>
<th>$\hat{\sigma}(AE)$</th>
<th>$\hat{\sigma}($raw$)$</th>
<th>$Q_\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear $(n_O + n_A, d_{\hat{Z}})$</td>
<td>Linear $(n_O + n_A, d_{\hat{Z}})$</td>
<td>Linear $(d_{\hat{Z}}, d_{\hat{Z}})$</td>
</tr>
<tr>
<td>ELU</td>
<td>ELU</td>
<td>ELU</td>
</tr>
<tr>
<td>LSTM $(d_{\hat{Z}}, d_{\hat{Z}})$</td>
<td>Linear $(d_{\hat{Z}}, d_{\hat{Z}})$</td>
<td>Linear $(d_{\hat{Z}}, d_{\hat{Z}})$</td>
</tr>
<tr>
<td></td>
<td>ELU</td>
<td>ELU</td>
</tr>
<tr>
<td></td>
<td>LSTM $(d_{\hat{Z}}, d_{\hat{Z}})$</td>
<td>Linear $(d_{\hat{Z}}, n_A)$</td>
</tr>
</tbody>
</table>

G Limitations

In this work, we have conducted an extensive theoretical analysis into the convergence of recurrent Q-learning. Our analysis is restricted to a setting where the true state space and the recurrent state space are both finite and therefore the tabular setup can be used to represent the Q-function. In practice, the state space is either continuous or large so that some form of function approximation is needed and the recurrent state is continuous.

In addition, we assume that the AIS-generator functions including the recurrent history compression function are fixed throughout the Q-learning iterations. In a practical algorithm such as RQL-AIS, the representation is learnt in parallel with the Q-function.

Our results are derived under a slightly strong assumption on the learning rates (A3), while most convergence results (for MDPs) use the weaker assumption (A3').

In our empirical evaluation, we train the representation using an observation prediction as a proxy for the AIS-predictor. It is shown in [Sub+22, Proposition 8] that having a good observation predictor along with a recursively updateable AIS is a sufficient condition for having a good AIS-predictor. However, predicting all the observations might not be necessary and using an AIS-predictor may, in principle, need a smaller representation.