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Abstract

In spite of the large literature on reinforcement learning (RL) algorithms for
partially observable Markov decision processes (POMDPs), a complete theoretical
understanding is still lacking. In a partially observable setting, the history of
data available to the agent increases over time so most practical algorithms either
truncate the history to a finite window or compress it using a recurrent neural
network leading to an agent state that is non-Markovian. In this paper, it is
shown that in spite of the lack of the Markov property, recurrent Q-learning (RQL)
converges in the tabular setting. Moreover, it is shown that the quality of the
converged limit depends on the quality of the representation which is quantified in
terms of what is known as an approximate information state (AIS). Based on this
characterization of the approximation error, a variant of RQL with AIS losses is
presented. This variant performs better than a strong baseline for RQL that does
not use AIS losses. It is demonstrated that there is a strong correlation between the
performance of RQL over time and the loss associated with the AIS representation.

1 Introduction

In recent years, Reinforcement Learning (RL) has witnessed many successes such as achieving
human-level performance in Go [Sil+16], learning to play Atari [Mni+13; Mni+15], as well as
solving many control problems arising in engineering and robotics [Sch+15b; Sch+17; Haa+18;
Tas+18]. These successes are achieved by algorithms with strong theoretical basis [SB18; BT96].
However, RL theory, for the most part, is limited to models with full state information.

In various applications such as finance, healthcare, and robotics, the agent does not observe the full
state of the environment. Such partially observed systems are mathematically modeled as partially
observable Markov decision processes (POMDPs). When the system model is known, POMDPs can
be viewed as MDPs by considering the belief state (i.e., the posterior distribution of the partially
observed environmental state) as an information state [Ast65]. Furthermore, there are various efficient
algorithms to compute approximately optimal planning solutions [SPK13].

However, it is not possible to generalize these planning results to develop learning algorithms
because constructing the belief state requires knowledge of the model. So, an agent operating in
an unknown partially observed environment cannot construct a belief state based on its observation.
Two approaches are commonly used in the literature to circumvent this conceptual difficulty (i) use
a finite window of observations (rather than the full history) and (ii) use a recursively updateable
(or recurrent) agent state. A key difficulty in analyzing these learning algorithms is that the state
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of the agent may evolve in a non-Markovian manner. Furthermore, for the recurrent algorithm, the
representation mapping histories to agent states needs to be learnt in parallel, which is especially
difficult in sparse reward environments. So, even though there is a rich and large literature on RL
theory for POMDPs [see LM92; Lit94; SJJ94; JSJ94; McC96; WL95; LS98; PP02, and follow-up
liteature], much of the literature either analyzes the case where the agent does not have a memory,
or only provides empirical evidence but does not include a detailed convergence or approximation
analysis.

In this paper, we investigate one of the most popular RL algorithms for POMDPs: Recurrent Q-
learning (RQL), which uses a recurrent neural network (RNN) for approximating a history-based
Q-function. RQL was initially proposed by [Sch91; HS92] with a substantial follow up literature
[Bak02; Wie+07; Wie+10; DSH13]. There is growing empirical evidence suggesting that variants of
RQL work well in practice [HS15; Kap+19; Foe+16; Ou+21; Mou+17; Sor+15]. However, a detailed
theoretical understanding of the algorithm is lacking.

Review of theoretical papers analyzing RL for POMDPs There are a few recent papers which
analyze closely related problems. A general framework of approximation for POMDPs based on the
notion of approximate information state (AIS) is proposed in [Sub+22]. It is shown that a planning
policy computed using an AIS is approximately optimal with bounded loss of optimality. Furthermore,
an actor-critic algorithm which uses the AIS-approximation losses as an auxiliary loss is presented
and it is demonstrated that the proposed algorithm has good empirical performance. Even though
AIS may be viewed as a recurrent agent state, the analysis presented in [Sub+22] is for actor-critic
algorithms and is not directly applicable to RQL.

Approximate planning and Q-learning for POMDPs with a finite window of observations is presented
in [KY22a; KY22b], where the approximation error and convergence are quantified. The special case
of just using the current observation has also been analyzed in [SJJ94]. Even though our analysis
uses similar technical tools as [SJJ94; KY22a; KY22b], the analysis of these papers is for Q-learning
with finite window of observations and is not directly applicable to RQL.

Regret guarantees for RL agents operating in non-Markovian environments and using an optimistic
variant of Q-learning is presented in [DVZ22]. Even though the agent state in [DVZ22] is a recurrent
state, the analysis of [DVZ22] is tuned for an optimistic variant of Q-learning and is not directly
applicable to RQL.

The papers closest to our work are [MH18; CBD22] which establish convergence of Q-learning
in a non-Markovian environment under the assumption that the state-observation-action process is
stationary and ergodic' (an additional technical assumption of state uniformity is also imposed in
[MH18]). Asymptotic rates of convergence are also characterized in [CBD22]. However, [MH18;
CBD22] do not present explicit approximation bounds. In our analysis, we do not assume that the
state-observation-action process is stationary and ergodic to provide approximation bounds.

Contributions Our main contributions are as follows. First, we show that in spite of the non-
Markovian evolution of the agent state, RQL converges. As far as we are aware, this is the first
result that establishes the convergence of RQL without making any assumptions on the stationarity
of the agent state. Second, using ideas from approximate information state (AIS) [Sub+22], we
quantify the quality of the converged limit of RQL in terms of error in representation. Third, we
propose a variant of RQL called RQL-AIS which incorporates AIS losses. We implement RQL-AIS
bssed on R2D2 [Kap+19], a popular RQL algorithm, by incorporating auxiliary AIS losses. On
perform detailed numerical experiments on the Minigrid benchmark [CWP18], and find that RQL-AIS
performs better than R2D2. We also empirically demonstrate that there is a strong correlation between
the performance of RQL over time and the loss associated with the AIS representation.

2 Background

Partially observable Markov decision processes (POMDPs) A partially observable Markov
decision process (POMDP) is a tuple (S, Y, A, P, O, r,~) where:

'This assumption implies that the initial distribution of (state, observation, action) is the same as the steady
state distribution induced by the exploration policy.



* S denotes the state space, which is assumed to be finite. The state at time ¢ is denoted by S;.

* Y denotes the observation space, which is also assumed to be finite. The observation at time
t is denoted by Y;.

* A denotes the action space, which is also assumed to be finite. The action at time ¢ is
denoted by A;.

¢ P: S x A— A(S) denote the state transition matrix. In particular, for any time ¢ and any
s1a41 € STy € Y and ar € A, we have
P(St+1 = st41 | izt = 5124, Y1t = Y1e, Art = ait)
= IP(St+1 = St+1 | St = St,At = at) = P(St+1 | St,CLt).

* O0:8 x A— A(Y) denotes the observation probability matrix. In particular, for any time ¢
any Si:¢ S St’ Y1t S yt9 and a1:¢—1 S ‘At_lv we haVe

P(Y: =y | St:t = $1:65 Yiem1 = Y11, Arie—1 = a1:¢-1)
=P(Y; =y | St =86, Ar1 = as—1) = O(ys | 5¢,a-1).
* r: § X A — R is the per-step reward function.
* v € (0, 1) denotes the discount factor.
We use the following additional notation. Hy = (Y7, A1,Y3, Ao, ..., Y}:) denotes the history of

observations and actions until time ¢; H; = Y? x A*~! denotes the space of all histories until time ¢;
R; = r(St, A;) denotes the random reward received at time ¢.

A policy m = (71, ma, ... ) is a collection of history dependent randomized decision rules 7;: H; —
A(A) such that the action at time ¢ is chosen according to A; ~ 7,(H;). The performance of any
policy 7 starting from history h; € H; at time ¢ is given by the value function V;" (h;) defined as

Vi (hy) == E" [fj AT (S, AL ‘ H, = ht] )
=t

The corresponding action-value function or Q-function Q7 (h:, a;) is defined as
Qf(ht,at) =E" [T(St7At) + ’7‘/;511(Ht+1) | Hy = hy, Ay = at]- ()
A policy 7* is called optimal if for every other policy 7, we have Vi (hy) > V™ (hy), forall t € Zig

and h; € H,. The value function and action-value function of optimal policies are denoted by V,*
and Q).

Integral Probability Metrics IPMs) Integral probability metrics (IPMs) are a family of semi-
metrics on probability measures defined in terms of a dual relationship [Miil97].

Definition 1. Let (X', %) be a measurable space and § be a class of measurable real-valued functions
on (X, ¥). The integral probability metric (IPM) between two probability distributions i, v € (X)
with respect to the function class § is defined as dg (i, V) = sup ez Sy fdpn— [ fdz/|.

A key property of IPMs is that for any function f (not necessarily in ), we have

’/deﬂ—/)(de)Spg(f)'dg(,u,u), 3)

where pz(f) = inf{p € Rso: p~1f € F} is called the Minkowski functional of f.

Some examples of IPMs are as follows: (i) Total variation distance where § = Ftv = {f :
span(f) < 1} (where span(f) is the span semi-norm of a function). For this case, prv(f) =
span(f). (i) Wasserstein distance where § = §was = {f : Lip(f) < 1} (where X is a metric
space and Lip(f) is the Lipschitz constant of the function f, computed with respect to the metric
on X). For this case, pwas(f) = Lip(f). (iii) Maximum mean discrepancy (MMD) where
§=38wvmp = {f € H: || fllx <1} (where H is a reproducing kernel Hilbert space of real-valued
functions on X and || f||4 is the Hilbert space norm of f). For this case, pyivp (f) = || f |-



Approximate information state (AIS) Approximate information state (AIS) is a self-predictive
representation for POMDPs, first proposed in [Sub+22].

Definition 2. Given a function class § and a measurable space Z, an (g, d¢);>1 AIS-generator
is a tuple ({04 }+>1, P, 7) of history compression functions o;: H; — Z, transition approximator
P: Zx A— A(Z), and reward approximator 7: Z x A — R such that forall h; € H; and a; € A

|E[Re | Hy = hi, Ap = ag] — 7 (01 (he) ; a0)] < &4,
d{;(P(Z = ‘ Ht = htaAt = at),ﬁ’(~ | gt (ht) ,at)) S 5t~
Given an AIS generator, consider the following dynamic program:
Q(z,a) = 7(2,a) + 7/2 P(dZ'| z,a) max Q(,a). “4)
aec
Let Q*Ndenote the unique fixed point of (4). Define V*: Z — R to be the value function correspond-
ing to Q* and 7*: Z — A to be the greedy policy® with respect to Q*, i.e.,
‘7* — Nk d #* — Ak )
(=) = maxQ*(s,), and () = argmax G"(2,0)
Then, the following result is a generalization of [Sub+22, Theorem 27].

Theorem 1. Let 7 = (71, 72, . .. ) be a time-varying and history-dependent policy given by 7;(h;) =
7*(o¢(ht)). Then, for any time ¢ and any history h; € H; and action a; € A, we have

* Bounds on value approximation:
|Qf (hey ar) — Q*(u(h
|Vt*(ht V*(U t
where &, = (1 — ) Y27 . 4" te, and §; =

)| <@ =) E +Adps(VH)], Q)
)| < @ —7)7 E +vdepz (V)] (6)
L—7) 2272,y "o

s Ot

t)
(he)
(
* Bounds on policy approximation:

[V (he) = Vi (he)| < 2(1 =) 7" [ + 70ups (V)] (N

Latent state models for MDPs were introduced in [Gel+19] and it was shown that similar to the AIS
setting, minimizing the per-step reward and next latent state prediction can provide a bound on the
quality of the learned representations. With AIS models, we focus on partially observable settings
which are more general than MDPs.

Recurrent Neural Networks (RNN) Recurrent neural networks (RNNs) are neural networks
with feedback connections that are used to process sequential data by keeping track of a state.
At an abstract level, we may model an RNN with a hidden state® z; to be a function of the past
sequence of inputs 1, . . ., x4, which is updated recursively using a non-linear activation function:
zt = f(zt—1,2¢). Typically, f(-) is a parameterized family of functions, e.g., in vanilla RNN,
f(zio1,2¢) = tanh(W,, 241 + Wy + W), where (W, W, W,,) are parameters. In practice,
one uses more sophisticated RNN architectures such as long short-term memory (LSTM) [HS97] or
gated recurrent units (GRUs) [Cho+14], which mitigate the problem of vanishing gradients.

Recurrent Q-learning Recurrent Q-learning (RQL) is a variant of Q-learning algorithm for
POMDPs, which uses an RNN to estimate the Q-function Q;(h¢, a;) [Sch91; HS92]. In particular,
an RNN with input (Y3, A;_1) is used to generate a hidden state 2; € Z which is updated recursively
as z; = f(z¢—1,yt,ar—1), where f(-) is the update function of an RNN. We will sometimes write
2t = o¢(hy) to highlight the fact that z; is a function of the history h;.

In RQL the learning agent uses an exploration policy meyp to generate experience and updates an
estimate of the Q-function using the following recursion:

Qur1 (2, ar) = Qulze,ar) + (2, ar) [R: + ymax Qi(2e41,a) — Qu(z, a)] (®)

?To avoid ambiguity due to the non-uniqueness of the arg-max, we assume that there is a deterministic rule
to break ties is pre-specified so that the arg-max is always unique.

3Normally, the hidden state of an RNN is denoted using h:. However, we are using h: to denote the history
of a POMDP. So, we use z; to denote the hidden state of an RNN.



where { (2, a;) }1>1 is the learning rate. Define V,: Z — R to be the value function corresponding
to Q¢ and 7ty : Z — A to be the greedy policy w.r.t. Qy, i.e.,

Vi(z) = max Qi(z,a) and #,(z) = arg max Qi(z, ).

3 Theoretical results

The key challenge in characterizing the convergence of RQL is that the agent state {Z, };>1 is not a
controlled Markov process. Therefore, the standard results on the convergence of Q-learning [JJS93]
are not directly applicable. In Sec. 3.1, we show that it is possible to adapt the standard convergence
arguments to show that RQL converges.

The quality of the converged solution depends on choice of the exploration policy as well as the
representation. The dependence of the representation is not surprising. For example, it is clear that
when the representation is bad (e.g., a representation that maps all histories to a single agent state),
then RQL will converge to a limit which is far from optimal. So, it is important to quantify the degree
of sub-optimality of the converged limit. We do so in Sec. 3.2.

3.1 Establishing the convergence of RQL
Lemma 1. Under any policy 7: Z — A(A), the process {(S¢, Yy, Z¢, A¢) }i>1 is @ Markov chain.

We impose the following assumptions:

(A1) The state space, action space, and the recurrent state space are finite.
(A2) The exploration policy Texpi: £ — A(A) is such that the Markov chain {(Sy, Y3, Zy, A¢) b1
has a unique stationary distribution £. Moreover, for every (s, y, 2, a), £(s,y, z,a) > 0.

(A3) The learning rate o (2, a) is given by a4 (2,a) = Lyz,—2 a,=ay/ (1 + 30 o L{z. =24, —a})-
We impose assumption (A1) to analyze the simplest version of the RQL. Assumption (A2) is a mild
assumption on the exploration policy and is commonly assumed in several variations of Q-learning

with function approximation [TV97]. Assumption (A3) is a common assumption on the step-size of
stochastic approximation algorithms.

For the ease of notation, we continue to use ¢ to denote marginal and conditional distributions
w.r.t. . For example, {(y, 2, a) = > .5 &(s,y, 2, a) and similar notation holds for other marginals.
Similarly, £(s|z) = &(s, z)/£(z) and similar notation holds for other conditional distributions.

Given a steady-state distribution £ corresponding to the exploration policy, define a reward function
re: Z x A — R and transition probability P¢: Z x A — A(Z) as follows:

re(z,a) = > r(s,a)é(s | z,a),

seS
P Z ‘ 2, ll Zg S | Z,a Z P |S7a’) Z O(y/|5/aa)]l{z’:f(z,y’,a)}'
seS s'eS y'ey

Furthermore, define Qg to be the unique fixed point of the following fixed point equation:
Qi(z,a) =re(z,a0) +v X Pe(¥ | 2, a)maXQg(Z a). )
z'eZ
Define V: Z — R be the value function corresponding to Qf and w7 : Z — A to be the greedy
policy with respect to Q¢, i.e.,

* _ * * _ *
VE(z) = IaneajcQé(z,a), and 7 (z) = arg max Qi (z,a).

Theorem 2. Under Assumptions (A1)—(A3), the iterates {@t}tzl of (8) converge almost surely to
Qg given by (9). Therefore {7, };>1 converges to 772 (see footnote 2 for uniqueness of arg-max).

Proof outline. The main idea of the proof is inspired from [JJS93; KY22a]. To establish that
Qt — Qf, a.s., we will show that A; = Qt Qf — 0, as. Define Vt( ) = maxaeAQt(z a).
Combining (8) and (9), we get that

Apy1(z,a) = (1 — au(z,a))A(z,a) + ai(z, a) [Ftl (z,a) + F(z, a)}, (10)



where

F}(z,0) = WVi(Zu1) = WV (Ziga), (1n

F?(z,a) = Ry — r¢(z,a) + YVE(Zer1) =7 ez Pe(']2,a)VE(2). (12)

Following [JJS93], we view (10) as a linear system with two inputs and do “state splitting” to write
Ai(z,a) = Wh(z,a) + Wi(z,a) (13)

where for i € {1,2}, each “state component” W;(z, a) is initialized to 0 and evolves for ¢ > 1 as
Wti—&-l(za a) = (1 - Oét(Z, a))WtZ(za a) + Oét(Z, a’)Fti(Zv (I), (XS {17 2}
From (11), we have that
F(z,0) = 7[Vi(Zis1) = VE(Zer)] S A1V = Velloe < MQ0 = QElloe = WA lee (14)

Using assumptions (A1)—(A3), we can show that W?(z,a) — 0, a.s., for all (z,a). See the
supplementary material for proof. Therefore, there exists a set {2y such that IP(2y) = 1 and for every
w € Qg and any € > 0, there exists a T'(w, €) such that for all t > T'(w, €), [IW?(z,a)| < ¢, a.s., for
all (2, a). Now, pick C such that v(1 + 1/C) < 1. For any t > T'(w, €) if |[W}(z, a)||sc > Ce, then

Fl(z,a0) <yl AHoe < AW oo +7e <y (14 5) Wi lloe < W7 [loc, (15)

where the first inequality uses (13), the second uses the triangle inequality, and the others follow from
the definition of C' and €. Consequently, for any t > T'(w, €) and |[W}(z, a)||c > Ce, we have that

thﬂ(z, a) = (1 — ay(z, a))th(z,a) + ay(z, a)Ftl(z, a) < ||Wt1|\oo. (16)

Hence, when ||[W}||o > Ce, it decreases monotonically. So, there are two possibilities: either
it gets below Ce or it never goes below Ce. In the supplementary material, we show that the
process cannot stay above Cle all the time. Hence, it must hit below C'e at some point. In the
supplementary material, we show that once the process hits below Ce, it stays there. Thus, we
have shown that for all sufficiently large ¢, |W}!||c < Ce, a.s. Since e is arbitrary, this implies
that W}(z,a) — 0, a.s., for all (z,a). Combining this with the fact that W2 (z,a) — 0, we get
that Ay(z,a) = Wl(z,a) + W2(2,a) — 0, as., for all (z,a). Let F; = o(W1,, Fi;, a1.¢). Then,

IE[FL(z,a) | Fillloo < E[|FL(z,a)|lc0 | Fi] < 7¥||At]|oo- Moreover, since the state space is finite,
the per-step reward is bounded. Therefore, both Vt(ZtH) and V.é*(ZtH) are bounded. Therefore,
there exists a constant C' such that var(F}! (z,a) | ;) < C. Thus, the iteration for W} (z, a) satisfies
all conditions of [JJS93, Theorem 1], and by that result, W} (z,a) — 0, a.s., for all (z,a). For

convenience, we restate [JJS93, Theorem 1] in the supplementary material. O

Remark 1. In the special case when 2z; = (Yt—n.t, Gt—n:t—1) is the last n observations and actions
(i.e., frame-stacking), the result of Theorem 2 recovers the result of [KY?22a, Theorem 4.1, (i)].
Remark 2. In [CBD22, Theorem 1], it was shown that the results of Theorem 2 hold if (A2) and
(A3) are replaced by the following:

(A2’) Assumption (A2) holds and the initial distribution satisfies P(S7 = s, Z1 = z) = (s, 2).
(A3’) The learning rate az(2, a) satisfies ) ;- a¢(2,a) = ocand )+, a?(z,a) < 0o, a.s.

Note that (A2’) is stronger than (A2) and implies that the process {(S;, Yz, Z;, A¢) }+>1 is stationary
and ergodic. In contrast, assumption (A2) does not impose any restriction on the initial state
distribution and simply assumes that the induced Markov chain {(S;, Y}, Z;, A¢) }+>1 has a steady-
state distribution. However, the learning rate condition (A3’) is weaker than (A3).

Theorem 2 addresses the main challenge in convergence analysis of RQL: the non-Markovian
dynamics. We have shown that RQL converges. So, the next question is: How good is the converged
solution compared to the optimal? We address this question in the next section.

3.2 Characterizing the approximation error of the converged value

Our key observation is that for any §, (o, P, 7¢) is an (e, 0¢)¢>1 AIS-generator where

gy == htE%?ﬂ)iEA’E[T(St,At) | Ht = htht = at} — Tf(O’t(ht),at)|,
525 = hteglf?gieAdg(IP(Zt—"_l = - | Ht = ht,At = at),P&“(' | O't(ht),at)).

Therefore, an immediate implication of Theorem 1 is the following.



Theorem 3. Let 7 = (71, T2, . . . ) be a time-varying and history-dependent policy given by 7 (h:) =
¢ (0t(ht)). Then, for any time ¢ and any history h; € H; and action a; € A, we have:

* Bounds on value approximation:

|Q7 (he,ae) — Qf (o4 (hy), ay)| < “HE +v0epz (VY] (17)
|Vt ht) ‘/5 o ( ht))| [gt + ’Ygtpg(vg*)}, (18)
where &, = (1 —4) >0, 7" te, and 6, = (1 — 'y) Zio:t YTt

* Bounds on policy approximation:
Vi (he) = Vi (ho)] < 2(1 =) 7" [& +10up5(VE)]. (19)
Remark 3. We may upper bound &; by & := sup,~, £, and &; by 67 = sup,~, d,.

The bound of Theorem 3 is instance dependent because it depends on the value function V¢*. In the
supplementary material, we illustrate instance independent bounds by upper bounding pg(V.é*) in
terms of properties of the transition and reward functions.

4 RQL with AIS losses

The results of Theorem 3 suggest that the performance of RQL could be enhanced by improving
the representation function f so as to minimize the approximation losses € = (£1,¢€2,...) and
0 = (61,02, ...). A similar idea was proposed in [Sub+22] to improve the performance of actor-critic
algorithms. In this section, we verify that adding such AIS losses improves the performance of RQL.

4.1 Adding AIS losses to RQL

The key idea is to model each component of the AIS generator as a parametric family of func-
tions/distribution and then use stochastic gradient descent to update these parameters. Note that in
RQL, we use a RNN to model the state update function f. Please keep in mind that we are relaxing
the discreteness assumption for the recurrent hidden state space in this section. This allows us to use
RNN architectures such as LSTMs [HS97] As explained in [Sub+22, Proposition 8], in this case
we can use an observation predictor P¥: Z x A — A(Y) as a proxy for the state predictor P and

replace &; by &, /g (f), where

St = htegtagie‘Adg(P(n+l = - | Ht = ht,At = at),IBy(- | Ut(ht)7at)).

and Rg(f) = 8SUP;cz acA KS(f(Z7 ) CL))

Let v denote the combined parameters of the AIS-generator. Then, we could choose the AIS loss
function La1s as any monotonic function of (e, d; ) because reducing (e, d; ) reduces the upper bound
of Theorem 3. As suggested in [Sub+22], we choose the AIS loss as
T
1 2 )

Las(¥) = T ;()‘5 + (1= A)6%)
where ) is a hyper-parameter and 7' is the batch size. A detailed discussion of the choice of IPM is
presented in [Sub+22]. We choose dg as /2-distance based MMD [see Sub+22, Proposition 32] for
which case the AIS loss can be simplified as [Sub+22, Proposition 33]:

T
1 - 2 , ,
Las(¥) = T Z [/\’Rt — 7 (Ze, Ap)|” 4 (1= A) (MY = 2Y;)TMY'| + const(y))
t=1
where M} is the mean of the distribution P¥(- | Z;, A;) and const(z)) are terms which do not depend
on 7 and can therefore be ignored. Then, we update the parameters i of the AIS generator using
stochastic gradient descent.

The updates of the representation using AIS losses is carried out in parallel with RQL. For our
experiments, we choose R2D2 [Kap+19], which generalizes Double Q-learning (DQL) with replay
buffers to RNNs [HGS15]. Note that as in [Sub+22], we do not backpropagate the Q-learning losses
to the AIS generator. A block diagram showing the network architecture is shown in Figure 1. The
complete implementation details are presented in the supplementary material.
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Figure 1: Network architecture of RQL with AIS losses

4.2 Empirical evaluation

In this section, we compare the performance of
RQL-AIS (the algorithm described in the previous
section) with a non-distributed* variant of R2D2 pro-
posed in [Kap+19], which we label as ND-R2D2. The
exact implementation details, including the choice
of hyper-parameters are presented in the supplemen-
tary material. We want to emphasize that the two
implementations are identical except that RQL-AIS
includes the AIS loss block and updates the param-
eters 1 of the representation by backpropogating the
AIS loss Las(t)) rather than backpropogating the
Q-learning losses.

We evaluate the two algorithms on 22 environments
from the MiniGrid benchmark [CWP18], which are
partially observed MiniGrid environments with tasks
with increasing complexity, described in detail in the
supplementary material. In all environments, the lay-
out at the start of each episode is randomly chosen,
so the agent cannot solve the task by memorizing
an exact sequence of actions. Similar to [Sub+22;
HS 18], before running the experiments, we train an
autoencoder on a dataset of random agent observa-
tions to compress the observations of the agent into
compact vectors. The weights of the autoencoder are
kept frozen during the RL experiments.

We train both RQL-AIS and ND-R2D2 for T' = 4 - 10°
environment steps for N = 5 seeds. During the
data gathering phase, the agent behaves according to
the epsilon-greedy approach [Mni+13] to allow for

Table 1: Comparison of RQL-AIS and ND-
R2D2 on the MiniGrid benchmark

RQL-AIS

Environment ND-R2D2

SIS EESTESEIN 0.789 £ 0.166° 0.926 + 0.044
SimpleCrossingSON2  [UREERE RN 0 Frdsird==(0 D8]
SimpleCrossingSON3  [UERERES ORI IR RRI= 0RO EY)
SimpleCrossingS11N5 UEEEESRIEN 0.285 + 0.140
(IEWEIGCCEST -1\ NI 0.853 = 0.054 0.955 =+ 0.005
LavaCrossingS9N2 0.926 £ 0.014 0.934 £ 0.034
LavaCrossingS9N3 0.871 £0.063 0.920 % 0.029
LavaCrossingSIIN5  0.316 & 0.145 0.310 =£ 0.254
Unlock 0.956 4+ 0.011 0.969 % 0.002

UnlockPickup
DoorKey-5x5
DoorKey-6x6
DoorKey-8x8

0.000 = 0.000

0.926 £ 0.053
0.954 £ 0.005
0.942 £ 0.038

0.964 £ 0.001
0.967 & 0.005
0.371 4 0.508

KeyCorridorS3R1 0.937 £0.026 0.944 +0.012
KeyCorridorS3R2 IRSBREEIR0REY 0.000 + 0.000
KeyCorridorS3R3 0.155 £ 0.347 0.000 = 0.000
ObstructedMaze-1DI [IEAGEE=0RZN 0.000 £ 0.000

ObstructedMaze-1Dlh 0.000 = 0.000 0.000 £ 0.000

MultiRoom-N2-54 0.790 & 0.049 0.839 & 0.010

MultiRoom-N4-S5 0.438 £ 0.400 0.000 £ 0.000

RedBlueDoors-6x6 0.865 + 0.075 0.977 +0.011
RedBlueDoors-8x8

0.977 £0.009 0.962 4 0.018

exploration of the environment with epsilon value exponentially decreasing over time. We run two

set of studies: one with uniform sampling from the

replay buffer and the other using prioritized

*In [Kap+19], the distributed setup is introduced to allow for parallel data collection and training in environ-
ments requiring very high number of interactions. This is not the case in our setup and both the RQL-AIS and

R2D2 are implemented in a non-distributed manner.



experience replay (PER) [Sch+15a]. We report the results for uniform sampling here and the results
for PER in the supplementary material.

The mean and standard deviation of the final performance for both algorithms is shown in Table 1.
Figure 2 shows the training curves for 8 representative environments. Training curves for all
environments are included in the supplementary material.

Discussion of the results For the simpler environments, both RQL-AIS and ND-R2D2 learn to
solve the task, with ND-R2D2 performing slightly better. However, there are seven environments
where ND-R2D2 fails to learn. This is not surprising as the MiniGrid environments are sparse reward
environments which are used as a benchmark for research on exploration methods in RL [Par+21;
Mav+22; Zha+21; JGR21; Al-+18; Goy+19]. ND-R2D2, which does not include any exploration
bonuses, fails to learn in some of the larger environments. What is surprising is that RQL-ATIS is still
able to learn in such environments without any exploration bonuses. We show in the supplementary
material that adding prioritized experience replay boosts the performance of RQL-AIS in the harder
environments.

What is the impact of AIS losses on learning? To understand the impact of AIS losses on
learning, we compare the evolution of the MMD distance and the episodic return with the number
of environment steps. The results are shown in Figure 3, where the environment steps are plotted
on a log scale. In each environment, when the MMD loss is initially high, the episodic return does
not improve considerably. However, when the MMD distance loss becomes smaller (= 0.5), the
episodic return starts improving. This suggests that it takes some time for the agent to learn a good
representation through the AIS losses, and once a good representation has been obtained (small
MMD loss), RL losses through Q-learning are much more effective in training policies, thus allowing
policies to improve much quicker, i.e., with fewer samples. This makes sense because optimizing
the AIS losses effectively gives the same representation to several different possible histories (but
identical from the perspective of performance), which then allows Q-learning updates to propagate
through all these possible histories instead of just a single history trajectory. The ability to map more
histories to fewer representations accurately improves with the quality of approximation of the AIS.
Thus, AIS losses not only help in establishing theoretical performance bounds, but it is evident that
they help in learning in empirical experiments.

5 Conclusion

In this work, we establish the convergence of recurrent Q-learning (RQL) in the tabular setting for
POMDPs using a representation of the history called an approximate information state (AIS). We
also establish upper bounds on the degree of sub-optimality of the converged solution. These bounds
quantify the relationship between the quality of representation and the quality of the converged
solution of RQL. Based on these bounds, a variant of RQL called RQL-AIS was proposed and it
was observed that RQL-AIS performs better than the state-of-the-art baseline ND-R2D2 on the

MiniGrid-SimpleCrossingS9N2-v0 MiniGrid-LavaCrossingS9N2-vO MiniGrid-UnlockPickup-v0 MiniGrid-DoorKey-8x8-v0
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Figure 2: Results from 8 selected MiniGrid environments. RQL-AIS successfully solves all 8
while ND-R2D2 fails at solving 4 environments. This demonstrates the effectiveness of AIS state
representations in empirical settings.
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Figure 3: Episodic Return (left-axis) and MMD loss (right-axis, on log scale) plots for the RQL-AIS
method on 8 selected MiniGrid environments. There is a close correlation between the drop in MMD
loss value and improvement in episodic return. Both Environment Steps and MMD loss are in the
logarithmic scale.

MiniGrid benchmark. A detailed comparison of the time evolution of AIS losses and performance
strongly suggests that the improvement in performance is correlated to the decrease in AIS losses.
In conclusion, the results of this paper show that AIS is a useful theoretical tool for analyzing the
performance of RQL in POMDPs and also an effective block for algorithm design for POMDPs.

Our theoretical analysis is restricted to the tabular setting. Interesting future work includes generaliz-
ing the analysis to more general models, including using function approximation for approximating
the Q-function. Another interesting avenue is formally showing convergence of an algorithm which
learns the AIS and Q-function in parallel with two time-scale methods.
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A Proof of claims in Theorem 1

The high-level idea of the proof is the same as that [Sub+22] [Theorem 27] and relies on the following
two observations:

1. Approximating the infinite horizon system by a finite horizon system. First note that the
finiteness of the state and action spaces implies that the per-step reward is uniformly bounded.
Define rviny = minges,qae.4 7(s,a) and rvax = maXseS,acA r(s,a). Then, Ry € [rmiN, T™Max]-
Now consider a finite horizon system that runs for horizon T". Let V;* and V;”T denote the
optimal finite-horizon value function and the finite-horizon value functlon corresponding to policy
7 (defined in Theorem 1), respectively. Moreover, let ; ;- denote the optimal finite-horizon
Q-function. More specifically, for any ¢ < T', and any history ks € H; and action a; € A, we have

T-1

Z’Y r(Sr, A7) ‘Ht }47

Vir(he) = Sup E”

T—-1
Vt?T(ht) =K Z ’VT_tT(STa A‘r) = ht] ,
T=t
T-1
Qi p(hi,ay) =supE™ | - (S, Ay) ’ H,=hy, Ay = aq| .
77 T=t

Then, the boundedness of the per-step reward implies the following:

Proposition 1. Forany T, any t < T, and any history hy € H; and action a; € A, we have the
following:

1—

T—t T—t
Qf (e, ar) + —— - "M < Q7 (htyar) < QF p(he,ar) + ;_ - TMAX (20)
T—t ATt
Vir(he) + — PYTMIN < VE(he) £ Vip(he) + 1= ,YTMAXa 21
- T—t _ ~ T—t
Vi (he) + —— VTMIN < ViE(he) < Vip(he) +

TMAX- (22)
~

2. Approximating the finite-horizon system with the approximate AIS model. Given the AIS
reward 7 and dynamics P, define a Bellman operator By : Z — Z as follows. For any V:Z >R,

3Vv(z>_max{ sa —l—v/V Pla za>}

and define a Bellman operator BQ : Zx A— Z x A as follows. For any Q: ZxA—=R,
V(z) = )
(2) = max Q(z, a)

BoQ(z,0) = 7(5,0) +7 | maxQ(',a)P(d2' | 2,0)

(z,a) + 7 / V()P(dZ' | z,a).
Thus the two Bellman operators By and By are related as follows

ByV(z) = max BoQ(z,a).

Now, define initial value functions V°(z) = 0 and Q°(z,a) = 0 for all z and a. Recursively define
Vil = By V™ and Q" = BoQ™. Then, we have the following.
Proposition 2. Arbitrarily fix the function space §. For any T and t < T, define

T-1
ﬂt,T:Z’V te, + Z Y VT ")0r—1.
T=t

T=t+1
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Then, we have the following bounds:

|Q% 7 (he, as) — QT (oe(he), ar)| < mirs (23)
Vir(he) = VI (04 (he))| < mer, (24)
Vi (he) = VI (o (h)| < - (25)

A.1 Proof of Proposition 1
Consider the optimal value functions in the original model for the infinite horizon case, i.e, V;*(h;)

and Q;(ht, at).

Vi (h) =supE | Y 7" 'R,

L=t

Mr—1 0o
>supE Z Y R, + Z Y v
4 L=t =T

Ht = ht‘|

Ht = ht‘|

T—t

Hy=hy| + z TMIN

rT—1
=suplk Z R,
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Next, consider the value function in the original model for the infinite horizon case V,* (h;).
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Similarly, it can be shown by reversing the inequality and using ryax instead of ryn that
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Thus, we have the result
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A.2  Proof of Proposition 2

First, we look at the proof for (23) and (24). A dynamic program can be written for the optimal
value functions for ¢t € {1,---,T — 1} as {V*: H; — R} and {Q;T: Hy x Ay — R} with
Vi r(hr) = 0and QF 7 (hr, ar) = 0 such that:

Vir(he) = mgﬁ]E [Re + Vi p(Hepr) | He = he, Ay = a4
at

Q:,T(ht;at) =E [Rt + ’YVtil,T(HtH) | Hy = hy, Ay = Cbt] .

We prove the result by backward induction.  Consider the bounds |Q7 r(hr,ar) —

Q°(or(hr), ar)| < nrr = 0and |Vi 4 (hr,ar) — VO(or(hr),ar)| < nrr = 0 which hold
by definition. Thus, the bound holds for £ = T'. This forms the basis of induction. Now, assume that
the bound holds for ¢ + 1 and consider the system at time ¢. We have
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where (a) follows from the triangle inequality, the definition of Q;T(ht, az), the definition of

QT (0¢(hy),as); (b) follows from the induction hypothesis and the definitions of €; and &,. We
also have,

. (e) -
Vir(he) = VI (ou(ho))] < max| Q7 7 (he, ar) — QT (o), ar)]

T-1 T-1
Smr=Y A e+ > A ps(VITT)E
T=t T=t+1

16



where (c) follows from the inequalities max f(x) < max|f(x) — g(z)| + max g(x). Thus, the result
holds for ¢. Then, by the principle of induction, it holds for all £ < T'. This completes the proof for
(23) and (24).

Next, we look at the proof for (25). Consider value functions for ¢t € {1,---,7 — 1} as
{Vi%r: Hy — R} with V7 1.(hp) = 0 that are recursively defined such that:

Vip(he) = FE" [Ry + YV p(Hipr) | He = hy) .

We prove this result by backward induction as well. Consider the bound |V;7 .(hr) — VOo(or(hr))| <
17,7 = 0 which holds by definition. Thus, the bound holds for ¢ = T". This forms the basis of
induction. Now assume that the bound holds for ¢ + 1 and consider the system at time ¢. We have

Vir(he) = VI~ (ou(ho)))
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where (a) follows from the triangle inequality, the definition of V;%.(h;), the definition of

VT=t(c(hy)), the fact that Y aca(a | z) = 1, and upper-bounding over all actions; (b) fol-
lows from the induction hypothesis and the deﬁmtlons of £; and d;.

Thus, this gives us

T-1
Vi (he) = VI on(he))| < e = Z v e + Z Y s (VI T,
T=t T=t+1

Thus, the result holds for ¢. Then, by the principle of induction, it holds for all £ < T'. This completes
the proof for (25).

A.3 Bounds on value approximation

Combining Proposition 1: (20), (21) with Proposition 2: (23), (24) gives us

~ STt ~ STt
VI oy (he)) — e + 1= Py""MIN <V (he) < VI oy (he)) + e + . /VTMAXa
T-t T—t

Q" (ov(he), ar) — mer + 3_

"IN <Q; (heyar) < QT (ou(he), ar) + e + 1=

TMAX-
~y

Note that due to discounting both By, and BQ are contractions. Therefore, from the Banach fixed
point theorem, we know that limp_, VI-t — V*and hrnT_>OO QT ¢ Q* Furhermore, by the

continuity of pz(-), we have limz_, o p3 (V7 %) = pz(V*). Thus, taking the limit 7 — oo in the
above equations gives us

V*(or(he)) = n7 <V (he) < V*(ou(he)) + 17,
Q*(oe(he), ar) =7 < Qf (heyar) < Q*(0u(ha), ar) + 7,
where, 117 = 3227, 7" e, +yp5 (V) 220,476
This shows that
V7 (he) = V*(or(he))| < 7, (26)
Q7 (hes ar) — Q*(o¢(he), ar)| < 7 (27)

This establishes the bounds in the main theorem on value approximation.
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A.4 Bounds on policy approximation

Combining Proposition 1: (22) with Proposition 2: (25) gives us

T—t T—t

VT 0uhe) = mr + < V() < VT o) + e+

TMAX

Note that due to discounting, [;’V is a contraction. Therefore, from the Banach fixed point the-
orem, we know that limp_, ., VI—t = V. Furthermore, by continuity of pz(-), we have

limy o0 pg(VT™%) = pg(V™"). Thus, taking the limit T — oo in the above equation gives
us

~ %

VT (0u(he)) —nf < Vi (he) S VT (0u(he)) + 07

where, nf* =32, e+ fypg(f/ﬁ*) ) Lt
This shows that

V7 (he) = V™ (ou(he))| < mf (28)

Note that V™" (o4 (h;)) = V*(04(hy)). Finally, we have the bound on policy approximation:

Vi (he) = ViRl S 1V (he) = 7 @0} 4 [V (he) — 77 (00(he))]

(b 00 _ 0o
<2 e + 295 (V)Y v,
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where (a) follows from the triangle inequality and () follows from (26) and (28). This establishes
the bound in the main theorem on policy approximation.

B Instance independent bounds

In this section, we illustrate instance independent bounds by upper bounding pg(VE*) in terms of

properties of the transition and reward functions. These instance independent bounds have been
established in [Sub+22].

When the IPM considered is the total variation distance, i.e., § = Frv = {f : span(f) < 1} (where
span( f) is the span semi-norm of a function), we have
span(r)

pa(Ve) =span(Ve) < (75

Next, when the IPM considered is the Wasserstein distance, i.e., § = Fwas = {f : Lip(f) < 1}
(where X is a metric space and Lip(f) is the Lipschitz constant of the function f, computed with
respect to the metric on X'); the Lipschitz constants L,. of the reward function and L p of the state
transition matrix are finite; and vLp < 1; then we have

*\ : * L'r
p3(VE) = Lip(V7) < A—~Lp)
C Proof of claims in Theorem 2

C.1 W{(z,a) converges to 0 almost surely.

The definition of the learning rate {cy }+>1 implies that

J
n Yoo FR(za)1 iz, — Ay=a)

W2 (z,a) = lim (29)

t—o0 t—1 1
% k=0 *{Zr=2,Ar=a}

18



Recall that according to Strong Law of Large Numbers for for Markov chains, given a aperiodic and
irreducible Markov chain {X;};>1, X; € X, with stationary distribution p and any (measurable)
function h, the long run average is equal to the steady state value, i.e.,

lim % > (X)) = hx)p(x), as.. (30)

Let&(s,y, 2,24+, a) = &(8,y, 2,a)Pe(24 | z,a). Then, the numerator of (29) may be simplified as
Z {r(s a) —re(z,a) + YV (24) ZP§ "|z,a)VE (2 )} ($,9,2,24,a). (31)
(8,9,2,24,a)

By definition of r¢(z, a), we have

> [r(s,0) = re(z 0)Jé(s, 2,0) = D [Sor(s.a)é(slz, ) = re(z,a)] = 0

(s,2,a) z,a S
Similarly, by definition of £(s, y, 2, 21, a), we have

Z (Vi (24) ZPE "z, @)VE(2)]€(s,y, 2,a) Pe (24 | z,a) = 0
8:Y,%,24,a

Substituting the above two equations in (31), we get that the numerator of (29) is zero. Hence,

W2(z,a) — 0, as., for all (z, a).

C.2 W} (z,a) cannot remain above C'¢ forever

We first state [JJS93, Lemma 3].°

Lemma 2. Let X be a finite set. Consider a vector valued stochastic process { X, };>1, where
Xiy1(z) = (1 — o)) Xe(2) + Be () | X -

where 37, au(z) = 00, 315y a?(z) < oo, Do Bie(T) = 00,3754 B%(z) < oo, almost surely,
and E[5;(z)] < E[oy(x)]. Then, X;(z) converges to zero almost surely for all z € X.

Assume that for any ¢ > T'(w, €), we have |[W}}||oc > Ce. Recall that we have shown in (15) that if

[Wl|eo > Cethen F}(z,a) < |W}| oo Define 8;(z,a) = ay(z,a)F}(z,a)/||W}| - Then, the

recursion for W, can be written as

Wii(z,0) = (1= ou(z,0)) Wy (2, a) + Bi(z, a)[[W ]|

which is an instance of the linear iteration described in Lemma 2. Therefore, by Lemma 2, W (z, a)
converges to zero almost surely. But this contradicts the assumption that ||| > Ce. Hence, the
assumption cannot be true.

C.3 If ||W} || hits below Ce then it stays there

Recall that we have shown in (14) that F}}(z, a) < 7||A¢||c- Now suppose that for some ¢ > T'(€, w),
|[Wi|leo < Ce. Then,

Fi(z,a) < v([Wiloo + [Wilo) < 7(Ce+€) <7(1+ C)e < Ce
where we have used the fact that y(1 + i) < 1 1in the last inequality. Thus,
|Wt+1(z a) < (1—ay(z,a))|[Wl(z,a) |4+ (z,a0)|FL(z,a)| < (1—as(z,a))Cetai(z,a)Ce = Ce.

Hence ||Wii1|loo < Ce.

>In [JJS93], the result is stated with using the iteration X;11(z) = (1 — a(z)) Xt () +vB:(x) || X¢||. where
€ (0,1). But y plays no role in the proof argument of [JJS93, Lemma 3] and may be omitted.
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D Recurrent Q-learning with AIS

The training phase of RQL-AIS consists of sampling batches of sequential data from the R2D2 replay
buffer and training: 1) the AIS generator components using the AIS loss, 2) the Q-function using the
multi-step Q-learning loss. The full RQL-AIS algorithm is presented in Algorithm 1. In this section,
we assume the AIS history generator o(h, zo) is an RNN function which receives the initial hidden
state zg and input history h and outputs z which is the hidden state corresponding to the sample at
the end of the history sequence h.

Algorithm 1 Recurrent Q-learning with AIS (RQL-AIS)

1: init o, PY, 7, Qy to random networks, init 8’ < 6 and R2D2 buffer D + {}, L is the R2D2
sequence length, ¢ is the pretrained observation encoder

2: for episode = 1, M do

3:  start episode, init history i < {}

4

5

while not done do
receive observation y,, encode y; with ¢ and append to history h.
/* e-greedy policy for data collection */
6: Select action a; = argmax, Qg(o(h,0), a) with probability 1 — e otherwise random action
with probability €, append action to h
/* Add data to buffer in regular intervals (Once every L steps) */
7: Add sequence to D

8: Sample batch of experience sequences (hy, 2, Y1.1, 1.1, ¢1.1) from D
/* @-function and AIS component training */

9: Initialize o with z and burn-in history h; and detach gradients: 2’ = o (hy, 2)
10: Compute AIS loss for (2',y1.1,71.1, a1.1.) and update o, PY and 7
11: Compute n-step Q-learning loss for (2/,y1.1,,71.1, a1.1,) and update Qg
12: Update target Q-function in regular intervals 6’ < 6
13:  end while
14: end for

D.1 Recurrent replay buffer

With non-recurrent DQN for fully-observable environments, individual single step samples (s, a, r, ")
are saved in the replay buffer. With Recurrent Q-learning, full histories are required with each sample
to allow for the accurate computation of the recurrent hidden states. The R2D2 method [Kap+19]
suggests saving fixed length sequences of observation, action and rewards (y, a,r) in the replay
buffer. Furthermore, to recreate the internal state of the RNN during training, it is suggested to store
the following with each sample sequence: 1) A truncated preceding "Burn-In" history, 2) An initial
RNN internal hidden state representing the internal RNN state at the start of the "Burn-In" history.
The "Burn-In" sequence allows us to unroll the recurrent network on a truncated portion of preceding
history with each sample sequence. The "Burn-In" portion is only used for unrolling the recurrent
network and updates are only done on the main sequence. Additionally, the recurrent state at the
start of this "Burn-In" history is also saved with each sample in the buffer. Both of these allow the
recurrent network to recreate the hidden state at the start of the main sample sequence as accurately
as possible. We utilize the same replay buffer for RQL-AIS and our ND-R2D2 baseline.

The problem of inaccuracy in recreated RNN hidden states is called representation drift and the
effect of distributed training on this problem is investigated in the original R2D2 paper [Kap+19].
The representation drift problem is less severe when the data samples are more recent as their saved
internal states comes from a version of the RNN which is closer to the most recently updated version.
It is demonstrated that the distributed setting can mitigate this issue with higher number of actors
[Kap+19]. The higher number of actors allows for a larger amount of generated experience, which
results in data being added to the buffer more frequently, meaning older samples are less likely to be
sampled by the learner unit, effectively alleviating the isssue. In our setup, distributed training is both
unnecessary and infeasible. The environments used for our experimental setup require significantly
less data to be successfully solved and also the computational resources available at our disposal
do not allow for a distributed R2D2 implementation. In order to mitigate the representation drift
problem in our setup, we choose a different set of R2D2 hyperparameters compared with [Kap+19].
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First, we choose a significantly smaller main sequence length for our R2D2 buffer and second, we
choose a much longer "Burn-In" sequence length compared with the original R2D2 implementation.
This combination allows us to achieve a good performance with the R2D2 replay buffer while
using a single actor setup. By using a shorter main sequence length and a larger batch size, single
step samples are less correlated in each batch which helps with the performance of Q-learning.
Furthermore, adjacent saved samples are no longer overlapping each other as they do in the original
R2D2 implementation as we find that unnecessary considering the shorter main sequence length.

D.2 Q-learning

In the main text, we discussed the AIS loss used for training the AIS-generator. Assuming Z; is the
recreated AIS state representation for each single-step sample, we train the Q-function using the
n-step Q-learning loss:

n—1 2

> Rt +9"Qo- (Zign,a”) = Qo (Zi, Ay)| ,  a" = argmaxQy (Zeyn,a).  (32)
k=0 @

with Qg being the Q-function and ()y- being the target Q-function. Also, a* is chosen by taking the
arg-max of Qg(Z;+n,a) similar to the double Q-learning approach [HGS15]. The multi-step length
n is set to 5 for all experiments. Following the DQN implementation, target Q-function parameters
0~ are periodically updated with the most recent value of . Gradients from the Q-learning loss do
not backpropagate through the AIS generator parameters.

We can further utilize prioritized experience replay (PER) [Sch+15a] with RQL-AIS. With prioritized
sampling, sequences in the R2D2 buffer are sampled with non-uniform probabilities. Each sequence’s
priority is the absolute value of the n-step Q-learning error averaged over all samples in the sequence.
Similar to the original PER method [Sch+15a], we use importance-sampling (IS) weights to correct
the change in the data distribution introduced by the non-uniform weights. The importance sampling
weights are applied to rescale both the AIS loss and the Q-learning loss.

D.3 Environments

We evaluate the performance of RQL-AIS and other baseline algorithms on 22 environments form the
Minigrid testbed [CWP18]. All environments are partially observed grid worlds where the agent has
to solve a series of tasks. At each time, the agent observes a 7 X 7 view in front of it; each observed
tile is encoded as a three-dimensional tuple of (OBJECT_ID, COLOR_IDX, STATE). The agent cannot
see through walls and closed doors nor see inside closed boxes. The agent receives a positive reward
of +1 on successful completion of the task and no intermediate rewards. The environments are
grouped into eight major categories, as shown in Figure 4

Given the large (discrete) observation space, we follow the methodology of [Sub+22] and use a
pre-trained auto-encoder to compress the observations. The auto-encoder is trained on a dataset of
random agent observations, separately for each environment. During the RL phase, the auto-encoder
is frozen and doesn’t change.

D.4 Algorithms tested

We evaluate the performance of the algorithms described below. Each algorithm has two variants: one
using uniform sampling (denoted by “U”) and another using prioritized experience replay (denoted
by “PER”)
* RQL-AIS-U and RQL-AIS-PER: Recurrent Q-learning algorithm with AIS representations.
* ND-R2D2-U and ND-R2D2-PER: Non-distributed R2D2

* ND-R2D2-AE-U and ND-R2D2-AE-PER: Non-distributed R2D2 where observations are com-
pressed using pre-trained auto-encuders.

Note that both RQL-AIS and ND-R2D2-AE use the same pretrained auto-encoders.
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Simple Crossing

Navigate multiple corridors
to reach the goal state.
Four variants of this envi-
ronment with varying sizes
are tested.

Lava Crossing

Navigate through lava fields
to reach the goal while
avoiding lava.

Four variants of this envi-
ronment with varying sizes
and number of lava fields
are tested.

Unlock Pickup

There are two variants:
Unlock: Pick up a key and
unlock the door.

Unlock Pickup: Additional
step of picking up a box.

Door Key

Start in one room, find a
key to unlock the door to
the second room, navigate
in the second room to reach
the goal state.

Three variants of this en-
vironment with increasing
room sizes are tested.

Key Corridor

Find the key behind a se-
ries of unlocked but closed
doors. Use this key to open
a door which leads to the
goal state.

Three variants of this en-
vironment with increasing
room sizes and larger num-
ber of doors and corridors
are tested.

Obstructed Maze

Find a key and use it to un-
lock the door to the second
room and navigate to reach
the goal state.

In the second variant of this
environment, the key is hid-
den in a box.

Multi-room

Navigate a series of rooms
each connected to the next
via unlocked but closed
doors. The goal state is in
the final room.

Two variants with varying
number of rooms are tested.

Red Blue

Doors

First open the red door,
then the blue door.

Two variants with varying
room sizes are tested.

Figure 4: Details of the different MiniGrid environments

We train all algorithms for 7' = 4 - 10% environment steps for N = 5 seeds. The agents are trained
using epsilon-greedy approach [Mni+13] to allow for exploration. The value of epsilon is chosen to

smoothly decay between e,y and €eq according to:

€expl,t — €end + (651311 — eend) exp <—
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RQL-AIS ND-R2D2
Environment U PER U PER AE-U AE-PER
TN OGESTSI\ A 0.789 £ 0.166 0.767 =0.111 @ 0.926 £+ 0.044 0.953 = 0.005 0.950 = 0.016 0.952 £ 0.003
SN ECEETEST I\l 0.944 £ 0.007 0.912 = 0.02 0.757 = 0.423 0.949 & 0.001 0.935 4 0.023 0.904 4= 0.083
SIUBIEGCESESINKI 0.934 £ 0.006 0.905 £ 0.031 | 0.933 £ 0.019 0.932 £ 0.016 0.941 £ 0.006 0.935 % 0.009
SimpleCrossingS11N5 RIREIE=NRU@ANINPrg==KBN 0.285 £+ 0.140 0.210 & 0.159 0.156 4= 0.135

0.955 £0.005 0.950 £ 0.009 0.955 £ 0.004 0.953 £ 0.002
0.605 & 0.461

0.860 & 0.045 24 0.007 | 0.699 = 0.394
LavaCrossingS11IN5 | 0.316 £ 0.145 0.489 &+ 0.138 0.052 4+ 0.116 0.272 % 0.365

LavaCrossingS9N1 0.853 £ 0.054 0.830 % 0.054
LavaCrossingS9N2 0.926 £0.014 0.844 £ 0.044
LavaCrossingS9N3 0.871 £ 0.063 0.850 % 0.061

Unlock 0.956 & 0.011 0.965 £ 0.005 @ 0.969 &+ 0.002 0.967 £ 0.005 0.946 &= 0.042 0.968 £ 0.001
UnlockPickup ORSEFESINIGEY  0.000 £ 0.000 0.000 £ 0.000 0.000 = 0.000 0.000 = 0.000
DoorKey-5x5 0.926 £ 0.053 0.928 4= 0.043 @ 0.964 £ 0.001 0.962 £ 0.002 0.957 £ 0.016 0.964 £ 0.000
DoorKey-6x6 0.954 4 0.005 0.910 £ 0.076 @ 0.967 £ 0.005 0.952 £0.030 0.951 & 0.039 0.965 £ 0.007

0.189 & 0.422

DoorKey-8x8 0.942 £ 0.038 0.945 = 0.026 ENEFARERNEY 0.760 £ 0.427 O KI0)
KeyCorridorS3R1 0.937 £0.026 0.945 4+ 0.013 | 0.944 £ 0.012 £ 0.037 0.950 & 0.001 0.948 & 0.003
KeyCorridorS3R2 RSB =RINIERR RGER 105105 0.000 &= 0.000 0.000 £ 0.000 0.183 4= 0.410 FOEEPA=={0F101]

KeyCorridorS3R3 0.155 4 0.347 FOERI==REEE  0.000 &= 0.000 0.000 £ 0.000 0.000 % 0.000 0.000 = 0.000
ObstructedMaze-1DI RUEIGE=XRIZIRVRNE=0KIZ2N 0.000 £ 0.000 0.000 = 0.000 0.000 & 0.000 0.186 £ 0.415
ObstructedMaze-1Dlh 0.000 £ 0.000 JUEISE==0KPRN  0.000 £ 0.000 0.000 = 0.000 0.000 = 0.000 0.000 £ 0.000
MultiRoom-N2-S4 0.790 &= 0.049 0.787 +=0.044 @ 0.839 £0.010 0.837 =£0.004 0.842 £ 0.003 0.834 £ 0.006
MultiRoom-N4-S5 0.438 £ 0.400 0.431 &£ 0.394 0.000 £ 0.000 0.000 & 0.000 0.000 £ 0.000 0.000 £ 0.000

RedBlueDoors-6x6 0.865 £+ 0.075 0.889 4 0.084 @ 0.977 £ 0.011 0.982 £ 0.000 0.976 & 0.013 0.979 £ 0.004
RedBlueDoors-8x8 0.977 £ 0.009 0.922 +0.050 |@ 0.962 £+ 0.018  0.756 £ 0.423 0.963 & 0.012 0.950 £ 0.046
Table 2: Comparison of RQL-AIS with the different variants of ND-R2D2 on the MiniGrid bench-

mark.

The trained agents are evaluated at regular intervals. During evaluation, the agents are tested for 10
episodes and actions are chosen greedily with respect to the trained Q-function.

D.5 Training results

The mean and the standard deviations of the final performance for all algorithms is shown in Table 2.
Figure 5 shows the training curves for all 22 tested environments.

Prioritized experience replay can offer a significant boost to both algorithms in more difficult
environments and we see RQL-AIS-PER to show the best performance among all tested algorithms.
This variant of RQL-AIS is capable of solving all of the tested environments. We observe that
variants of RQL-AIS and ND-R2D2 with prioritized sampling generally perform worse in simpler
environments. Prioritized sampling relies on priority weights obtained from the absolute value
of the n-step Q-learning loss. In the initial phases of training, Q value estimates are inaccurate,
making prioritized sampling hurt performance initially while the uniform sampling variants of these
algorithms are able to quickly solve these environments. We observe that AIS state representations are
very effective in solving the more difficult environments and RQL-AIS to show superior performance
in more difficult environments regardless of the sampling approach used for the replay buffer.

We are reporting two additional variants of R2D2 which work with the pretrained encoders (similar
to RQL-AIS). The main ND-R2D2 baseline used in the main text does not use pretrained encoders
as we believe pretrained encoders are not an essential component of ND-R2D2. Nevertheless, we
report results for ND-R2D2 using these pretrained encoders so that their effect can be decoupled
from the other factors. We observe that their performance is very similar to ND-R2D2 working on
raw observations.
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Figure 5: Training curves from all 22 tested MiniGrid environments. Results for both uniform
sampling and prioritized sampling variants of RQL-AIS and ND-R2D?2 are provided. Two additional
variants of R2D2 are also included which use the pretrained encoders.
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Figure 6: Performance plots of RQL-AIS using different values of the A hyperparameter.

E Effect of the hyperparameter \

In this section, we report the effect of the A hyperparameter on performance for four candidate
environments. The plots show the performance of RQL-AIS with uniform sampling over time. We
observe that the performance of RQL-AIS is robust with respect to the choice of the A hyperparameter
with minor changes in performance seen between the different variants except for the A = 1.0 case
which represents training the AIS using only the reward loss. Very high values of A\ can diminish
the gradients coming from the observation prediction component and hurt performance. We believe
that the observation prediction component of the AIS loss has a big impact on the performance of
RQL-AIS. This is understandable as MiniGrid environments are sparse reward and zero rewards are
received on every environment interaction except the terminal steps leading to a successful completion
of the task. Observation prediction can provide a much richer learning signal allowing the agent to
learn more meaningful AIS state representations. The performance of RQL-AIS with different values
of )\ is reported in Figure 6. We choose A = 0.5 for all experiments involving RQL-AIS.
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Number of Seeds 5

Number of Environment steps 4 %108
Discount Factor ~ 0.99
Estart 1.0
€end 0.05
€decay 400000
Evaluation Interval 5000 environment steps
R2D2 sequence length 10
R2D2 Burn-In sequence length 50
Optimizer Adam [KB14]
AIS X (for RQL-AIS) 0.5
AIS learning rate (for RQL-AIS) 1073
Q-function learning rate (for RQL-AIS) 1073
learning rate (for ND-R2D2) 1073
Minibatch Size 256
Network Update Interval 10 environment steps
Target network update interval 100 updates to main network
Priority Exponent (PER «) 0.6
Importance Sampling Exponent (PER 3) [0.4,1.0]
LSTM hidden size (dz) 128

Table 3: Hyperparameter values.

F Implementation details

In this section, we first present the hyperparameters used for implementing RQL-AIS and ND-R2D2.
These hyperparameters are shared between the two algorithms (unless specifically stated). We report
the hyperparameter values in Table 3.

In all MiniGrid environments, the agent receives 7 x 7 x 3 sized observation vectors. In order to
compress the observations into a more compact representation, we are using pretrained encoders.
These are simple auto-encoders [Kra91] that are trained on datasets of random agent observations.
The encoders are trained for 100 epochs on this dataset. We use MLP layers with ReLU nonlinearities
[Fuk75] for the encoder and the decoder architecture. The encoder weights are frozen during the RL
phase. The encoder and decoder architectures are as follows:

Encoder Decoder
Linear (147,96) Linear (64, 96)
ReLU ReLU
Linear (96,64) Linear (96, 147)

Tanh

RQL-AIS has the following four components: the recurrent history compression function &, the
reward prediction function 7, the observation prediction function PV and the action-value function
Q. During our experimentation, we use Exponential Linear Units (ELUs) [CUH15] for the nonlinear
layers. For the recurrent component, we are using an LSTM [KTO1] function. Linear layers with
input sizes n and output sizes m are denoted by Linear(n, m) and an LSTM cell with input of size n
and a hidden vector size of m is denoted by LSTM(n, m). no and n4 denote the observation vector
size and the action space size. The neural network architectures of the four components are:

% 7 Qo pv
Linear (no+nA,d2) Linear (”A‘FdZv%dz”) Linear (dZadZ) Linear (nA+dZ,%dZ)
ELU ELU ELU ELU
LSTM (chA7 dZ) Linear (%dz, 1) Linear (dZ, dZ) Linear (%dz, no)
ELU

Linear (dZ , nA)
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For the experiments with ND-R2D2 we have divided the architecture into two components: the
recurrent unit & and the Q-function Qg. This is done for simplicity of implementation and consistency
with the RQL-AIS notation but both are trained with the Q-learning loss. The Q-learning variant
which does not use the pretrained autoencoders has an extra layer in its recurrent unit to allow for
extra processing of the higher-dimensional inputs.

G6(AE) & (raw) Qo
Linear (nO +nay, dZ) Linear (no +nay, dZ) Linear (d27 dZ)
ELU ELU
LSTM (d27 dZ) Linear (dZ, dZ) Linear (d27 dZ)
ELU ELU

LSTM (dz,dz) Linear (dz,nA>

G Limitations

In this work, we have conducted an extensive theoretical analysis into the convergence of recurrent
Q-learning. Our analysis is restricted to a setting where the true state space and the recurrent state
space are both finite and therefore the tabular setup can be used to represent the Q-function. In
practice, the state space is either continuous or large so that some form of function approximation is
needed and the recurrent state is continuous.

In addition, we assume that the AIS-generator functions including the recurrent history compression
function are fixed throughout the Q-learning iterations. In a practical algorithm such as RQL-AIS, the
representation is learnt in parallel with the Q-function.

Our results are derived under a slightly strong assumption on the learning rates (A3), while most
convergence results (for MDPs) use the weaker assumption (A3).

In our empirical evaluation, we train the representation using an observation prediction as a proxy for
the AIS-predictor. It is shown in [Sub+22, Proposition 8] that having a good observation predictor
along with a recursively updateable AIS is a sufficient condition for having a good AIS-predictor.
However, predicting all the observations might not be necessary and using an AIS-predictor may, in
principle, need a smaller representation.
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