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Abstract

Autoregressive decoding suffers from an inherent efficiency bottleneck due to its
sequential token generation process, where each token must be generated before
the next can be processed. This sequential dependency significantly limits the
ability to fully exploit the parallel processing power of modern hardware. While
speculative decoding and layer skipping offer promising speedups, both approaches
come with drawbacks. Speculative decoding relies on a secondary small “drafter”
model, which not only increases memory overhead but may also be unavailable
in many cases—the drafter must share the same tokenizer and vocabulary as
the main model for compatibility between generated and verified tokens. Layer
skipping, on the other hand, can cause discrepancies in the generated output
compared to standard autoregressive decoding, as skipped layers do not compute
the key-value (KV) cache that plays a crucial role in predicting future tokens.
In this work, we introduce a fast and accurate decoding method, ParaDecode,
which accelerates autoregressive decoding while ensuring output parity, without
the need for auxiliary models or changes to original model parameters. Our
approach is driven by the observation that many tokens—particularly simple or
highly-predictable ones—can be accurately predicted using intermediate layer
representations, without requiring computation through the entire model. Once
the model reaches a certain confidence, further layers are unlikely to significantly
alter the prediction. ParaDecode generates tokens at an intermediate layer when
confidence is sufficiently high. This allows the next token computation to start
immediately, in parallel with the completion of the KV cache computation for the
early-predicted token in its remaining layers. This parallelism, implemented using
batched matrix operations, enables simultaneous processing of multiple tokens
across different layers, thereby maximizing hardware utilization and reducing
overall decoding latency. To ensure output consistency, a final verification step is
applied to guarantee that the early-predicted tokens match the results of standard
autoregressive decoding. Experiments show that ParaDecode achieves up to 1.53 x
speedup across various generation tasks.

1 Introduction

The autoregressive decoding process in large language models (LLMs) is increasingly becoming a
critical efficiency bottleneck for text generation [34]. As each token generation depends on previ-
ously generated ones, the inherently sequential nature of this process severely limits parallelization
capabilities on modern hardware [41]. This challenge is becoming more pressing due to two key
trends. Firstly, LLMs continue to grow exponentially in size [33, 24, 14, 1, 56, 18, 31, 2], resulting
in substantially more time-consuming and resource-intensive computations at each step of token
generation. Secondly, model-generated outputs are becoming progressively longer [44, 50, 7, 46, 6],
which require massive inference steps. The confluence of these factors leads to significant latency in
text generation, amplifying the urgent need for more efficient decoding methods.
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Figure 1: (Left) Speculative decoding relies on an auxiliary drafter model, leading to increased
memory usage and requiring the same tokenizer and vocabulary as the main model. (Middle) Layer
skipping bypasses certain layers, which results in missing KV cache at those layers and can introduce
discrepancies in future token predictions. (Right) ParaDecode accelerates decoding by processing
tokens in parallel.

To accelerate autoregressive decoding, two primary approaches have emerged: speculative decoding
and layer skipping, as illustrated in Figure 1. Speculative decoding [37, 9, 40, 42, 23, 28] employs
a lightweight secondary model, called a “drafter,” to generate candidate tokens at lower latency,
which are then verified in parallel by the larger main model. However, the reliance on a separate
drafter model increases memory overhead and can be impractical in many cases, since the drafter
must share the same tokenizer and vocabulary as the main model to ensure token compatibility.
Layer skipping [27, 19, 20, 15, 48, 22, 17], in contrast, reduces computation cost by selectively
bypassing certain layers during token generation. This approach often requires designing new
model architectures and intricate training methods [20, 48]. Although effective at reducing latency,
layer skipping often leads to discrepancies in output quality compared to standard autoregressive
decoding [49, 38]. Specifically, skipped layers do not compute the key-value (KV) cache, which is
essential for maintaining consistency in the model’s predictions of future tokens. As a result, while
both speculative decoding and layer skipping provide promising speedups, they come with trade-offs
that pose challenges for their widespread adoption in practice.

In this work, we propose ParaDecode, a fast and accurate decoding method designed to accelerate au-
toregressive decoding through parallel token processing. ParaDecode builds on the insight that many
simple and predictable tokens can be accurately generated at intermediate layers, without requiring a
full pass through all model layers [49]. To optimize token generation quality at intermediate layers,
we introduce lightweight language model (LM) heads at intermediate layers, which are trained to
minimize the KL divergence between their predictions and those of the final layer, while keeping the
original model parameters frozen. Our preliminary studies show that when predictions at intermediate
layers are sufficiently confident, subsequent layers are unlikely to significantly alter the output. Based
on this observation, ParaDecode generates tokens from intermediate layers when confidence is high,
and simultaneously initiates processing of the next token in parallel with the remaining layers’ KV
cache computation for the current token. This parallelism is achieved through batched matrix opera-
tions, allowing multiple tokens to be processed across different layers simultaneously, maximizing
hardware utilization and improving overall decoding throughput. Once the KV cache for all layers is
computed, we verify that the early-predicted token matches the standard autoregressive decoding
result, ensuring consistency. Compared to speculative decoding and layer skipping, ParaDecode
accelerates autoregressive decoding while maintaining output parity, without requiring auxiliary
models or modifications to the original model parameters. Preliminary empirical studies demonstrate
that ParaDecode achieves up to 1.53 x speedup across challenging text generation tasks.

2 Method: ParaDecode

In this section, we present our proposed method ParaDecode, as illustrated in Figure 2. The core
concept is to start processing the initial layers of subsequent tokens in parallel with completing the
current token’s layers, thereby enhancing overall decoding throughput via parallel computation. We
introduce the techniques for enabling early predictions using intermediate layer representations in
Section 2.1, followed by a detailed explanation of our parallel processing approach in Section 2.2.
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Figure 2: (Left): Vanilla autoregressive decoding processes tokens strictly in sequence, limiting
opportunities for parallelization. In contrast, ParaDecode starts processing the first few layers of the
next token in parallel with the remaining layers of the current token, once the model can confidently
predict the next token using intermediate LM heads. To illustrate, early predictions are assumed to
occur at layer /2, though in practice, predictions can happen at other layers based on confidence.
(Right): The ideal case is shown in the upper part, where all tokens are predicted early at shallow
layers, leading to maximal parallelization. The lower part shows a more typical scenario, where tokens
are early predicted at different intermediate layers, resulting in varying degrees of parallelization.
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Figure 3: Probabilities of model-generated tokens predicted at the 8th, 16th, 24th, and 32nd (final)
layers of the fine-tuned Llama-3.1-8B-Instruct are shown using (a) the original last-layer language
model (LM) head and (b) our newly introduced lightweight LM heads. These new LM heads are
trained to minimize the KL divergence loss relative to the final layer predictions, while keeping all
original model parameters frozen. The LM heads enable close approximation of the final predictions,
as seen in (b), where many tokens have confident predictions at intermediate layers, and in (c), where
the KL divergence loss relative to the final layer predictions is minimal.

2.1 Lightweight Language Model Heads Enable Early Predictions

Off-the-shelf LMs struggle with early predictions. Many tokens in natural language, such as
stopwords, can be easily predicted and do not require the full capacity of a model for accurate
generation. However, off-the-shelf LMs typically have difficulty utilizing intermediate layers for
next-token prediction, as the final-layer LM head is not trained to work with intermediate-layer
representations. As shown in Figure 3a, applying the final-layer LM head to intermediate layers
results in mostly low predicted probabilities for the tokens generated by the model, making early
predictions with standard LMs challenging. Hence, prior research on early exiting often involves
designing specific model architectures or fine-tuning existing models to enable intermediate-layer
predictions [20, 17, 15]. As a result, these acceleration methods typically fail to produce outputs
consistent with those of the original off-the-shelf LMs due to changes in architecture and parameters.

Training intermediate-layer LM heads with original model parameters frozen. We hypothesize
that many intermediate-layer representations may already contain sufficient information for predicting
the next token, but the original LM head cannot directly harness their potential. To facilitate early
predictions using intermediate-layer representations without further fine-tuning them, we introduce
trainable LM heads (9 = {egl) }4ey at each candidate early prediction layer I(V). They take the
hidden representations h(*) at layer [(*) as frozen features and predict the next word distribution
pec» (t|h*)), which are trained to approximate the last-layer prediction p* (t|h*) (h* is the last-layer
hidden states) by minimizing the following KL divergence loss:

exp (egi) . h(i))

> ey XD (egf) . h(i)) ’

poc (t|h)) = £(09) =KL (p* (t1h*)[[pecs (t1R))



Since we do not update h(?), the original model parameters remain unchanged, and only the newly
added LM heads are trained. As demonstrated in Figure 3c, training these intermediate-layer LM
heads results in good approximations of the last-layer outputs, as indicated by the low KL divergence
loss at the end of training. This supports our hypothesis that intermediate-layer representations
contain ample information for predicting the next token, and simple transformations via new LM
heads can effectively extract this information. Consequently, with our trained LM heads, many tokens’
predicted probabilities are notably high at intermediate layers, as shown in Figure 3b.

Lightweight LM head implementation. The LM heads () = {egi) }eey are typically represented
by a weight matrix E(Y) € RIVI*4 where d is the model dimension. Given the large vocabulary size
of LMs, learning a separate LM head for each early prediction layer leads to a substantial increase in
the number of parameters. Based on the observation that the weight matrix E(*) is always applied to
the hidden states h(*) to compute the probability over the vocabulary pg:) = Softmax(h() E®T),
to reduce the parameter cost, we decompose it as E(?) = E*T() where E* is the last-layer LM head
weights, and T ¢ R4%d ig a learnable transformation matrix. As d < |V| for most LLMs, learning
T is much more parameter-efficient than learning E( directly. We defer the proof that learning
T retains the full expressiveness of learning E() to Appendix C.

2.2 Parallel Token Processing via Batched Matrix Operations

Early predictions trigger parallel processing. As shown in Figure 3b, when a token’s predicted
probability is sufficiently high with intermediate LM heads (introduced in Section 2.1), subsequent
layers are unlikely to change the predictions significantly. Based on this observation, we generate the
next token ¢ at layer I(*) when its probability surpasses a predefined threshold:

t~ oo (t'|R) and  ppeo (tR)) > 4, (1)

where v is a hyperparameter, and any sampling strategy can be employed (e.g., greedy or nucleus
sampling [25]). This allows parallel processing of the next token while completing the current token’s
processing. Notably, it is necessary to finish processing the remaining layers of the current token
to obtain their KV cache—omitting this step would result in a missing KV cache at deeper layers,
which would cause inconsistencies when computing future token representations.

Batched matrix operations for parallelization. Modern deep learning libraries (e.g., PyTorch [45])
offer various approaches for parallel computation, including pipeline parallelism [30], multi-
threading [13], and asynchronous execution [59]. However, our preliminary studies indicate that the
actual speedups achieved by these parallelization techniques can vary widely. In many cases, these
techniques do not enhance throughput and may result in longer overall decoding time, likely due to
the overhead associated with scheduling, managing, and synchronizing threads and processes. There-
fore, we reformulate all parallel computations as batched matrix operations to optimize hardware
utilization, taking advantage of GPUs’ specialization, yielding the best practical throughput. We
defer the detailed implementation to Appendix B.

Early prediction verification. Regardless of the threshold hyperparameter ~ set in Equation (1),
there is always a possibility that the early predicted token from intermediate layers differs from
the final prediction. To ensure consistency with standard autoregressive decoding, we introduce
a verification step for every early prediction once the KV cache for all remaining layers has been
fully computed. Specifically, we compare the early predicted token ¢, sampled from the intermediate
layer’s distribution pg:) (t'|h(?)), with the gold predicted token ¢*, sampled from the final layer’s
distribution p*(¢'|h*). If the two tokens do not match, we reject the early prediction:

Reject tif t # t*,  where t ~ poe (t'|hY), t* ~ p*(t'|h").

When an early prediction ¢ is rejected, we halt the generation process, replace ¢ with the actual token
t*, and resume generation from t* onward. Although rejecting early predictions can lead to some
wasted computation, we observe in practice that this happends rarely.

3 Experiments

In this section, we focus on presenting the speedup results and hyperparameter sensitivity study, and
refer readers to Appendix D for experimental details and full empirical results as well as analyses.
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Figure 4: Hyperparamter study of ParaDecode by varying the early prediction threshold ~. This
figure presents the evaluation results on HumanEval where (a) shows the speedup curve, (b) shows
the early prediction rate, and (c) shows the verification rejection rate.

Table 1: Speedup comparison between ParaDecode and baseline decoding methods across three
tasks, including text summarization, code generation, and mathematical reasoning. All compared
methods ensure generation parity with vanilla autoregressive decoding, and the speedup results are
computed relative to the benchmarks established on the vanilla setup (i.e., speedup = 1 x for vanilla
autoregressive decoding). ‘-’ represents not applicable, as there is no smaller drafter from the same
family of the verifier model. The best performance is highlighted in bold.

Text Summarization Code Generation Mathematical Reasoning
Method (XSum) (HumanEval) (GSMS8K)

SpecDecode [37]
Llama3.1-8Bxsr
no smaller drafter available - — _

CodeLlama-34Bxst

w/ drafter CodeLlama-7Bysr 1.08x 1.41x 1.26x
w/ drafter CodeLlama-13B st 1.18x 1.23x 1.10x
Self-SpecDecode [57]
Llama2-7B st 1.05x 1.09x 1.10x
CodeLlama-13B st 1.03x 1.14x 1.12x
CodeLlama-34Bxst 1.07x 1.14x 1.14x
ParaDecode (Ours)
Llama3.1-8B st 1.15%x 1.31x 1.42x
CodeLlama-34B st 1.24 % 1.45x 1.53x

ParaDecode can work well without searching thresholds for early predictions. As introduced
in Equation (1), the hyperparameter -y controls early predictions and triggers parallel token processing.
To study its impact, we implement our method with Llama3.1-8B-Instruct, and Figure 4 presents
the speedup results, early prediction rate, and verification rejection rate, with varying values of
v =10,0.2,0.4,0.6,0.8,1]. Specifically, v = 1 effectively means no early predictions, as very few
tokens have a probability greater than 1, while v = 0 triggers early predictions at every inference step.
It can be observed that the early prediction rate decreases with increasing -y, while the verification
rejection rate also decreases, and the inference speed is jointly affected by both factors. Surprisingly,
we find that v = 0 leads to the fastest overall speedup. We attribute this to the fine-tuned lightweight
LM head, which enables early predictions with high confidence, suggesting that encouraging more
early predictions is beneficial for speedup. This demonstrates that our method can work efficiently
and accurately without hyperparameter tuning, simply by triggering early predictions at every step.

ParaDecode consistently achieves superior inference speedup across all benchmarks. To val-
idate the effectiveness of our method, we compare the proposed ParaDecode with state-of-the-art
efficient decoding methods SpecDecode and Self-SpecDecode across a wide range of challenging
text generation tasks. As presented in Table 1, our method consistently delivers superior speedup
compared to both SpecDecode and Self-SpecDecode in both moderate size and large size models,
achieving up to 1.53x speedup compared to standard autoregressive decoding.

4 Summary

In this work, we introduced ParaDecode, a new approach to accelerate autoregressive LM decoding
while preserving output consistency. Empirical study shows that ParaDecode consistently achieves
speedups in decoding throughput across various generation tasks compared to baselines, while
requiring no auxiliary model or fine-tuning of existing model parameters. We also provide discussions
on related works, limitations, and future works, which can be found in Appendices E and F.
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A Overall Algorithm of ParaDecode
Algorithm 1: ParaDecode

Input: = = [z, z2, ...,z ]: user prompt; S = {l(i)}‘gl: early prediction layers
Parameter: ~: early prediction threshold
Output: Generated output sequence y = [to, t1,t2,...,tN]
KV cache + LM(x) // initialize KV cache by processing user prompt
y < [to] // initialize output sequence with BOS token
P—{} // initialize a dictionary to track (token, layer) pairs being processed in parallel
Plto] < 0 /I start processing BOS token at layer 0
while y[—1] # EOS // terminate generation upon generating EOS token
do
update KV cache +— LM(y; KV cache) with parallel processing of all layers in P
Plt] + Plt]+ 1,Vt € P /I proceed to the next layer for all parallel layers
if () = Ply[-1]] €S /1 if the latest token y[—1] reaches an early prediction layer
then
t ~ pow (t |h(i)) // sample from the intermediate LM head
if pgci) () > / if the probability surpasses the threshold
then
Yy<—yaot /l append token ¢ to output sequence
Plt] «+ 0 // add token ¢ at layer O to parallel processing
if3teP,Pt]=L /1 if any token being processed reaches the final layer L
then
t* ~ p*(t'|h*) // sample the gold token ¢* from final-layer predictions
ift* ¢ P // verify early prediction if made previously
then
‘ Empty P; P[t*] <~ 0 // reject early prediction, halt generation, and start from t* at layer 0
remove ¢ from P

return y

B Detailed Design of Batched Matrix Operations for Parallelization

Batched Matrix Multiplication Batched Self-Attention

g i E L
B — T I softmax
j30l Wi k(zl) \/a
2 W(,\'f)
vgx)
—_— % Update value cache

Figure 5: Parallel token processing via batched operations illustrated for the self-attention module,
with other Transformer modules (e.g., feedforward networks) operating similarly. If token ¢» can be
generated at layer 2 while processing ¢1, its computation at layer 1 starts immediately. This enables
the computation of layer 1 at ¢5 to run concurrently with layer 3 at ¢;. Batched matrix multiplication
facilitates simultaneous calculations of query, key, and value states across the parallel layers. The
self-attention calculation also utilizes batched operations with updated KV cache.

o o o

Figure 5 demonstrates a specific parallel processing example: when ¢, is generated at layer 2 of
t1’s processing, layer 3 computations for ¢; are executed concurrently with layer 1 computations
for to. More generally, consider N tokens ¢1,%s,...,ty being processed in parallel at layers
1) qG2) - n) () < j(t2) < ... < (V) The corresponding input hidden states for
these layers are h(*1) h(*2) . h({~) By stacking these input hidden states, we form a batched
input H® = [h(t); p(t2). - h(t~)] € RVN*4, Similarly, we prepare the batched weight matrices
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W = [W)({tl); W)(;z); o W)(;N)] € RV*dxd where X may represent ), I, or V. For simplicity,
we assume single-head attention with Q, K, V' € R4*4, though this approach easily generalizes to
multi-head attention. The batched matrix multiplication, denoted by ® and implemented using the
torch.matmul function, is expressed as:

X® = H® oW = [ntOw) ptaw () h(tN)W)(;N)} , Xc{Q. K.V
We can then compute the self-attention outputs O as follows:

T
QEB © Kgche 0]
Vd

where K9 and V) denote the updated KV cache at token position ¢;.

cache cache

V@

cache?

O® = Softmax (

Other Transformer components, such as feedforward networks and LayerNorm [4], can also be
expressed as batched matrix operations and parallelized in a similar fashion.

C Proofs

Lemma C.1. For any E® € RIVIX4 there exists a T € R4*? such that E) = E*T®.

Proof. We first prove that E* (the last-layer LM head weights) is full-rank, and then present an
explicit form of T%) that satisfies E(Y = E*T(®). During LLM pretaining, the last-layer LM
head weights E* are trained together with last layer hidden states H* € R!P!*? (|D| is the total
number of training tokens in the corpus) to learn the ground-truth next-token prediction probability
P e R\D|><|V|:
P* ~ Softmax(H*E*").

As the softmax function cannot increase matrix rank [32], we have rank(Softmax(H*E*T)) <
rank(H*E* ") < min{rank(E*), rank(H*)} < rank(E*). Thus, to achieve a good approximation
of P*, rank(E*) must closely match rank(P*). Given the complexity and diversity of natural
language, the empirical distribution P* derived from the pretraining data is extremely high-rank [55].
Therefore, to accurately model this high-rank distribution, E* must be full-rank.

Given E* being full-rank, U = E*" E* is invertible. We can define T() as T() = U-'E*T E(),
then:

E*T(z) — E*U—IE*TE(Z) — E*(E*TE*)—IE*T E(z)

=P

Note that P = E*(E*TE*)"'E*T is the projection matrix onto the column space of E* (as
P2 = P). Since E* is full rank, E( lies in the column space of E*. Therefore, applying P to E(?)
gives E() itself, confirming that E(*) can be expressed as E*T(%).

O

D Experiments

D.1 Evaluation Tasks

Evaluation tasks. We evaluate our method on a diverse set of text generation tasks, including
text summarization (i.e., XSum [43]), code generation (i.e., HumanEval [10]), and mathematical
reasoning (i.e., GSMS8K [11]), covering a broad spectrum of language model capabilities.

Text summarization. For text summarization, we use the widely adopted extreme summarization
(XSum) dataset [43], where the models are prompted to produce a single-sentence summary of a
news article, testing their ability to identify and precisely summarize the most salient information in a
coherent sentence. Following previous works [57], we randomly sample 1K instances from the test
split for evaluation, and 10K instances from the training split for training the lightweight LM head.
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Code generation. For code generation, we evaluate our method on the HumanEval [10] benchmark,
which assesses Python programming skills through a variety of coding problems, ranging from basic
tasks to complex problem-solving challenges. Since the standard HumanEval benchmark does not
provide a training set, we use the entire MBPP [3] dataset for training, which contains a set of
crowd-sourced Python programming problems designed to be solvable by entry-level programmers,
covering programming fundamentals and standard library functionality. This results in a total of 974
training samples and 164 test samples for this task.

Mathmatical reasoning. We use GSM8K [11] as the benchmark for mathematical reasoning, which
contains diverse grade-school math word problems created by human problem writers. The dataset
consists of 7.5K training problems and 1K test problems. These problems typically require multiple
reasoning steps to solve and involve performing a sequence of basic arithmetic operations (such as
addition and subtraction) to arrive at the final answer. The goal of this task is specifically to evaluate
the LLM’s ability in multi-step mathematical reasoning.

D.2 Baselines

In our work, we primarily focus on comparing with efficient decoding baselines that provide output
parity guarantees with standard autoregressive decoding techniques, such as speculative decoding [37,
9] and self-speculative decoding [57]. Despite their conceptual advantages, these methods have
practical limitations. They often come with inherent constraints regarding model selection or
necessitate task-specific model architectures. For instance, speculative decoding (SpecDecode)
requires the assistance of drafter models that are both smaller and derived from the same model family
as the verifier model, limiting the overall flexibility in model selections. Similarly, self-speculative
decoding (Self-SpecDecode) relies on a comprehensive Bayesian Optimization (BO) process to
configure the model structure, allowing it to skip intermediate layers effectively for downstream tasks.
Such requirements significantly compromise their practical utility and present difficulties for real-
world application—as we will demonstrate later (§ D.6), they can only lead to quite limited speedup
or even negative speedup results compared to standard decoding unless careful hyperparameter tuning
is performed. Below, we provide a detailed introduction of the baselines.

SpecDecode. For this baseline, we consider two configurations: (1) CodeLlama-34B-Instruct as
the main model (i.e., verifier) with CodeLlama-13B-Instruct as the assistant model (i.e., drafter),
and (2) CodeLlama-34B-Instruct as the verifier with CodelLlama-7B-Instruct as the drafter. Note
that it is impractical to evaluate SpecDecode with state-of-the-art moderate-sized models such as
Llama3.1-8B-Instruct due to the absence of a smaller drafter model within the same family.

Self-SpecDecode. For a fair comparison, we adopt three backbone models for Self-SpecDecode: (1)
Llama2-7B-chat, (2) CodeLlama-13B-Instruct, and (3) CodeLlama-34B-Instruct. Following [57],
we adopt an adaptive confidence threshold strategy and set the initial threshold 7° = 0.6, the max
number of draft token K = 12, and the max number of generated token 7" = 512. We run the Bayesian
optimization search for 200 iterations to determine skipped layers for configuring the drafter model.
We use 4 instances randomly sampled from the training set of each task for the Bayesian optimization
search as suggested in the original implementation.

D.3 Implementation Details

Training details. The lightweight LM heads in our method are trained through full-parameter
fine-tuning using the alignment-handbook repository' with Nvidia H100 GPUs. Specifically, we
utilize DeepSpeed ZeRO-3 [47] along with FlashAttention [12] for distributed training, and we
enable BF16 mixed precision training to enhance training efficiency. We generate on-policy data to
train the lightweight LM heads by prompting the off-the-shelf Llama3.1-8B-Instruct or CodeLlama-
34B-Instruct to produce responses using greedy decoding for prompts from the mixed training split
obtained from the benchmarks. By default, our models are trained using the Adam optimizer [36] for
50 epochs, with a batch size of 128, a learning rate of 5e-3, and a cosine learning rate schedule with
3% warmup steps.

Inference details. During inference, we adopt the zero-shot evaluation by directly prompting the
model to generate responses and apply the corresponding chat templates to format the prompts, as all
backbone models used in our work are instruction-tuned versions. The framework is implemented

"https://github. com/huggingface/alignment-handbook
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Table 2: Speedup comparison between ParaDecode and baseline decoding methods across three
tasks, including text summarization, code generation, and mathematical reasoning. All compared
methods ensure generation parity with vanilla autoregressive decoding, and the speedup results are
computed relative to the benchmarks established on the vanilla setup (i.e., speedup = 1 x for vanilla
autoregressive decoding). ‘-’ represents not applicable, as there is no smaller drafter from the same
family of the verifier model. The best performance is highlighted in bold.

Text Summarization Code Generation Mathematical Reasoning
Method (XSum) (HumanEval) (GSMB8K)

SpecDecode [37]
Llama3.1-8Bxsr
no smaller drafter available - — —

CodeLlama-34B st

w/ drafter CodeLlama-7B st 1.08 % 1.41x 1.26x
w/ drafter CodeLlama-13B st 1.18x% 1.23x 1.10x
Self-SpecDecode [57]
Llama2-7B st 1.05x 1.09x 1.10x
CodeLlama-13Bxsr 1.03x 1.14x 1.12x
CodeLlama-34Bxsr 1.07x 1.14x 1.14x
ParaDecode (Ours)
Llama3.1-8Bxst 1.15% 1.31x 1.42x
CodeLlama-34B st 1.24 % 1.45x% 1.53x%

using the HuggingFace Transformers library?, and we utilize the standard greedy decoding strategy
as the baseline for a reproducible comparison. Following [57], the maximum number of new tokens
is set to 512.

D.4 Main results

ParaDecode consistently achieves superior inference speedup across all benchmarks. To val-
idate the effectiveness of our method, we compare the proposed ParaDecode with state-of-the-art
efficient decoding methods SpecDecode and Self-SpecDecode across a wide range of challenging
text generation tasks. As presented in Table 2, our method consistently delivers superior speedup
compared to both SpecDecode and Self-SpecDecode in both moderate size and large size models,
achieving up to 1.53x speedup compared to standard autoregressive decoding.

SpecDecode (mostly) performs better when assisted with smaller models. Table 2 shows that a
smaller drafter model (e.g., CodeLlama-7B-Instruct) generally leads to higher speedup for SpecDe-
code compared to a moderate-size model (e.g., CodeLlama-13B-Instruct). This is mainly because
smaller drafters have fewer parameters, requiring less computation and inference time to generate
draft tokens, which are then passed to a large-scale verifier (e.g., CodelLlama-34B) for parallel
verification and correction, significantly reducing the overall time. One notable exception is in the
text summarization task, where using the smaller model as the drafter yields a lower speedup than the
moderate counterpart. We speculate that this is because smaller models like CodeLlama-7B-Instruct
have limited capacity to handle extremely long texts, thus producing low-quality draft tokens, which
can lead to a higher rejection ratio during verification, thereby increasing the overall latency.

Self-SpecDecode tends to achieve higher speedups as the model size increases. By skipping a
larger portion of intermediate layers, Self-SpecDecode can generate draft tokens much faster than the
full model, thereby achieving significant speedup. However, this approach provides limited speedup
improvement for mid-sized models such as Llama2-7B-Instruct. The reason is that such models have
only 32 layers, skipping too many layers negatively impacts the quality of the draft tokens, which
will lead to a high rejection rate during verification, and consequently increase the decoding latency.
On the contrary, skipping too few layers does not yield sufficient speedup, as the performance gains
stem primarily from reducing the computations associated with skipped layers.

ParaDecode guarantees output parity with standard autoregressive decoding. As shown in Ta-
ble 3, we empirically evaluate the output parity guarantee of all baseline methods across three
benchmarks. Despite theoretical guarantees, both SpecDecode and Self-SpecDecode fail to achieve

https://github.com/huggingface/transformers
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Table 3: Consistency ratio comparison. In principle, all compared methods in our work are expected
to guarantee output parity with standard autoregressive decoding as a result of the verification
steps. However, due to numerical precision inaccuracies and potentially tied probabilities during the
computation, the generation results might vary in practice and are subject to experimental environment
and hardware specifications. To empirically validate the output consistency of all methods with
vanilla autoregressive decoding, we report the consistency ratio for all methods to ensure a fair
comparison under the same experimental environment.

Text Summarization Code Generation —Mathematical Reasoning
Method (XSum) (HumanEval) (GSMS8K)

SpecDecode [37]
CodeLlama-34Bxsr

w/ drafter CodeLlama-13B st 94.98% 78.56% 93.91%
Self-SpecDecode [57]
Llama2-7B st 94.26% 94.83% 94.14%
CodeLlama-13Bxsr 92.53% 95.20% 93.78%
CodeLlama-34B st 93.31% 97.79% 94.16%
ParaDecode (Ours)
Llama3.1-8B st 95.36% 97.24% 95.35%
CodeLlama-34Bxsr 93.27% 98.02% 94.65%

100% generation parity with standard autoregressive decoding. One possible reason is the numerical
precision inaccuracies during inference, as we use BF16 precision for inference, which may cause
the model to select different tokens compared to standard decoding.

D.5 Ablation Study

Table 4: Ablation study on ParaDecode. We report the performance of our method by ablating the
training of the lightweight LM head and analyzing the impact of the verification step. The table
shows the resulting speedup and consistency ratio on the code generation task (HumanEval).

Method Consistency Ratio (%)  Speedup (x)

ParaDecode 97.24% 1.312x
w/o verification step 23.83% 1.605 x
w/o lightweight LM head training 71.28% 0.863x

The verification step is essential for ensuring output parity. As shown in Table 4, As shown
in Table 4, removing the verification step from ParaDecode significantly reduces the consistency
ratio, even though it achieves a slightly higher speedup. Without verification, there is no control
over the generated tokens, which can lead to ParaDecode producing entirely different content as
early predictions may not always be reliable. This results in the acceptance of potentially incorrect
early predicted tokens and causes significant deviations from standard autoregressive decoding. This
finding underscores the importance of the verification step in our method.

Simply applying the final-layer LM head for early prediction will not lead to speedup. To validate
the utility of our lightweight LM heads, we replaced the trained lightweight LM head with the final-
layer LM head for early prediction. As shown in Table 4, this ablation substantially compromises
the consistency ratio and, even worse, results in a negative speedup. This is because applying the
final-layer LM head to intermediate layers for early prediction only produces very low confidence
(as illustrated in Figure 3a), which requires frequent corrections of the early predicted tokens as few
early predictions are accepted—the resultant overheads significantly slow down the decoding process
because once a token is rejected, the KV cache generated during parallel computation for the next
token immediately becomes invalid, as they are based on an incorrect preceding token.

D.6 Analysis

SpecDecode is sensitive to hyper-parameter configurations. Figure 6 presents the hyperparameter
study for SpecDecode, indicating that it is challenging to achieve consistent speedup without careful
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Figure 6: Hyperparameter study of baseline models with CodeLlama-34B as the backbone model. (a)
SpecDecode with Codel.lama-7B as drafter. (b) SpecDecode with CodeLlama-13B as drafter. (c)
Self-SpecDecode optimized by different iterations of Bayesian optimization (BO) on three tasks.

ParaDecode 100 Early Prediction Rate 20 Verification Rejection Rate
= 1.507 ----- Vanilla Decoding = =
z g 220
2125 £ 50 £
g €10
%100 = =
0 0
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
threshold ~ threshold threshold ~
(a) Inference speedup. (b) Early prediction rate. (c) Verification rejection rate

Figure 7: Hyperparamter study of ParaDecode by varying the early prediction threshold ~. This
figure presents the evaluation results on HumanEval where (a) shows the speedup curve, (b) shows
the early prediction rate, and (c) shows the verification rejection rate.

tuning. In this study, we use CodeLlama-34B-Instruct as the backbone model, and performed a
comprehensive hyperparameter search on the HumanEval benchmark, with CodeLlama-7B-Instruct
and CodeLlama-13B-Instruct as the assistant models, respectively. We explored various configurations
with different max number of draft tokens n = [2, 8, 14] and confidence threshold = [0.3,0.5, 0.8].
Figure 6a and Figure 6b reveal that significant speedup variance exists across different settings.
Moreover, the variance becomes even larger when the confidence threshold shifts. Notably, when
n = 14 and the threshold is 0.3, the speedup of 13B drafter is merely 0.944, which is even worse
than standard decoding. These findings highlight that careful tuning hyperparameters is essential to
optimize SpecDec’s speedup performance and avoid potential slowdowns.

Self-SpecDecode requires task-specific architecture for optimized speedup performance. Self-
SpecDecode has been proposed as a training-free, inference schema that could be employed on LMs
in a plug-and-play manner. However, it requires an additional Bayesian optimization (BO) process
to first obtain a set of layers to skip (as the drafter) before it can be adopted for inference. The
time-consuming BO process greatly limits its practicality, moreover, it requires a set of examples as
validation data to select the desired drafter. To further investigate the effect of this search process, we
optimize CodeLlama-34B-Instruct with different numbers of BO iterations, as shown in Figure 6c.
In general, more number of iterations could lead to improved evaluation performance. Yet, on
HumanEval, it demonstrates a decrease in performance in the process. This implies scaling the
number of iterations does not monotonically reflect better results, and the iteration process might
require careful tuning to select an optimized drafter for inference.

ParaDecode can work well without searching thresholds for early predictions. As introduced
in Equation (1), the hyperparameter « controls early predictions and triggers parallel token processing.
To study its impact, we conduct experiments with Llama3.1-8B-Instruct, and Figure 7 presents
the speedup results, early prediction rate, and verification rejection rate, with varying values of
~v=10,0.2,0.4,0.6, 0.8, 1]. Specifically, v = 1 effectively means no early predictions, as very few
tokens have a probability greater than 1, while v = 0 triggers early predictions at every inference step.
It can be observed that the early prediction rate decreases with increasing -y, while the verification
rejection rate also decreases, and the inference speed is jointly affected by both factors. Surprisingly,
we find that v = 0 leads to the fastest overall speedup, demonstrating that our method does not require
hyperparameter tuning. Based on this finding, we set v = 0 for all experiments without further tuning,
and the results in Table 2 and Table 3 confirm the effectiveness of this setting. We attribute this to the
fine-tuned lightweight LM head, which enables early predictions with high confidence, resulting in a
lower verification rejection rate (around 30%, as presented in Figure 7c). This finding suggests that
encouraging more early predictions is beneficial for speedup and demonstrates that our method can
work efficiently and accurately without hyperparameter tuning, simply by triggering early predictions
at every step with the fine-tuned lightweight LM head.
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E Related Work

E.1 Early Exiting

Early exiting enables language models (LMs) to complete prediction at intermediate layers, reducing
computational overhead and accelerating generation. Previous approaches achieved this by adding
decision branches or language modeling heads at various depths [51, 27, 19, 49]. Perhaps the most
similar work to ours is [54], where the authors utilize multi-processing for pipelined decoding via
early exiting. While conceptually similar, their approach diverges from ours in both method design
and the implementation of parallelism—they need to train the last-layer LM head for early exiting,
potentially deviating from the standard autoregressive decoding. Moreover, multi-processing incurs
initialization overhead and communication costs, which also limits its practical efficiency. Another
notable recent work is Mixture-of-Depth [48], which dynamically skips transformer blocks to enhance
efficiency, however it still lacks the output parity guarantee with the standard autoregressive decoding.
For a more detailed discussion on this line of research, we refer the readers to [34].

E.2 Speculative Decoding

Speculative decoding [37, 9] has emerged as an effective approach for speeding up language model
generation. It aims to reduce decoding latency by drafting tokens using smaller auxiliary models
and verifying multiple tokens in parallel with larger models, which has been actively investigated
recently [23, 21, 38, 8, 39]. Among them, self-speculative decoding [57] addresses the limitation of
requiring an auxiliary smaller model as the drafter. LayerSkip [20] employs early exiting to generate
draft tokens while continuing with the remaining layers for verification, thereby accelerating the
decoding process. Other notable works have also explored methods to handle long text sequences
more efficiently [5, 35, 26]. A comprehensive overview in this area can be found in [52].

F Limitations and Future Work

Limitations. Our work focuses on accelerating LM decoding without directly improving the
quality of the outputs, so ParaDecode may encounter similar issues as general LM decoding, such as
hallucinations [29] and generating unsafe content [58]. Additionally, while ParaDecode consistently
accelerates standard autoregressive decoding, it may occasionally incur higher FLOPs, particularly
when an early-predicted token does not match the gold token, necessitating a reversion. However,
such cases are rare in practice, and we find that strict parity with standard autoregressive decoding is
not always necessary. The early-predicted tokens, even when they differ from the final prediction, are
typically still meaningful. Therefore, one might consider relaxing strict consistency requirements to
avoid unnecessary computational waste.

Future work. In the future, we plan to integrate ParaDecode with other efficiency-enhancing
techniques like model pruning and quantization. Model pruning [53] offer the potential to reduce
model size and parameter space by identifying and removing less critical weights or neurons. When
combined with ParaDecode, pruning could lead to even faster decoding times and lower memory
usage without significantly impacting performance. Similarly, ParaDecode can also be seamlessly
integrated with quantization [16], which reduces the precision of model weights and activations,
substantially lowering memory and compute requirements. These directions could be particularly
valuable for efficient inference on mobile and edge devices.
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