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Abstract001

The rapid advancement of speech-to-speech002
(S2S) large language models (LLMs) has003
brought impressive progress in real-time spo-004
ken interaction. However, current evaluation005
methods fall short in assessing their multi-006
turn dialogue capabilities, especially under re-007
alistic and complex communication settings.008
To fill this gap, we introduce MTalk-Bench,009
the first multi-turn S2S benchmark, specif-010
ically designed to evaluate S2S LLMs across011
9 high-frequency multi-turn dialogue scenar-012
ios. MTalk-Bench adopts a three-tier evalu-013
ation framework covering Semantic Informa-014
tion, Paralinguistic Information, and Ambient015
Sound, reflecting the rich dynamics of human016
conversation. We conduct both human and017
LLM-based evaluations, and further analyze018
the reliability of LLMs as judges. Experimental019
results demonstrate that GPT-4o-realtime con-020
sistently achieves state-of-the-art performance021
across all tiers, and also exhibits strong reliabil-022
ity when serving as an evaluator. While several023
S2S LLMs show promising results in semantic024
comprehension, they still struggle with con-025
versations involving paralinguistic and ambient026
sound cues. MTalk-Bench offers a standardized027
and multidimensional evaluation tool to drive028
future research toward more context-aware, ro-029
bust S2S dialogue systems.030

1 Introduction031

The advent of sophisticated S2S-LLMs represents032

a significant leap forward in human-computer in-033

teraction, promising more natural, intuitive, and034

engaging multimodal and multilingual dialogue ex-035

periences (Author and Others, 2023; Borsos et al.,036

2023). These models, capable of directly process-037

ing spoken input and generating spoken output,038

are poised to revolutionize applications ranging039

from virtual assistants and customer service agents040

to educational tools and interactive entertainment.041

However, the rapid proliferation of these advanced042

capabilities has outpaced the development of com- 043

prehensive and systematic evaluation tools, partic- 044

ularly for assessing their proficiency in complex, 045

multi-turn spoken dialogues. 046

Despite the rapid progress of S2S-LLMs, there 047

remains a critical gap in their evaluation: the lack 048

of standardized, multi-dimensional benchmarks 049

for multi-turn spoken dialogue. Existing evalua- 050

tions (e.g., SuperGLUE (Wang et al., 2019) and 051

HELM (Liang et al., 2022) for text, or various 052

single-turn speech tasks (Author and Others, 2022)) 053

fail to capture the challenges unique to extended 054

spoken interactions. These include maintaining 055

contextual coherence across turns, handling par- 056

alinguistic cues like prosody and emotion (Author 057

and Others, 2021), and managing real-world audio 058

conditions such as background noise and speaker 059

overlap. Furthermore, little work has explored us- 060

ing LLMs themselves to evaluate such tasks, espe- 061

cially in spoken, multi-turn settings, despite their 062

growing use as general-purpose evaluators. 063

To address these limitations, we propose MTalk- 064

Bench, the first multi-turn S2S benchmark de- 065

signed to evaluate S2S LLMs in realistic spoken 066

dialogue. It comprises 270 distinct dialogue sam- 067

ples, systematically distributed across 9 ecologi- 068

cally valid communication scenarios. For each sce- 069

nario, model performance is assessed along three 070

critical dimensions: Semantic Information, Par- 071

alinguistic Information, and Ambient Sound. In 072

addition to human evaluations, we employ multiple 073

LLMs as judges and conduct an in-depth analysis 074

of their reliability. Our framework enables com- 075

parative, turn-level analysis, offering a scalable 076

and fine-grained evaluation protocol. MTalk-Bench 077

thus aims to accelerate the development of more co- 078

herent, expressive, and context-aware S2S dialogue 079

systems. 080

The key contributions of this papers are (I) First 081

Multi-Turn S2S Dialogue Benchmark: We pro- 082

pose MTalk-Bench, the first benchmark for holis- 083
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Figure 1: The Overview of MTalk-Bench.

tic evaluation of speech-to-speech (S2S) LLMs084

in multi-turn dialogues. Its three-level frame-085

work (semantic, paralinguistic, and environmen-086

tal understanding) captures the full complexity087

of spoken interactions. (II) User-Centered Sce-088

nario/Capability Coverage: Featuring 27 di-089

verse scenarios grounded in sociolinguistic the-090

ory and validated through large-scale user studies,091

the benchmark aligns with real-world applications092

and user expectations for intelligent speech agents.093

(III) LLM-Driven S2S Evaluation: We pioneer094

a dual human-LLM evaluation approach, system-095

atically analyzing LLMs’ reliability as automated096

judges for multi-turn S2S tasks and demonstrating097

their scalability potential.098

2 Related Works099

Dialogue and Speech-to-Speech Models Mod-100

ern dialogue systems have achieved notable flu-101

ency through LLMs (Radford et al., 2019; OpenAI,102

2023) and conversation-specialized models such103

as DialoGPT (Zhang et al., 2020). For spoken in-104

teraction, while traditional systems use cascaded105

ASR-LLM-TTS pipelines, emerging end-to-end106

(E2E) speech-to-speech (S2S) models like Transla-107

totron (Jia et al., 2019), GLM-4-Voice (Zeng et al.,108

2024), and Qwen2.5 Omni (Li et al., 2025) aim to109

directly convert speech while preserving paralin-110

guistic features and reducing latency.111

Dialogue Benchmarks: from Text to Speech Cur-112

rent benchmarks evaluate diverse facets of dialogue113

systems and LLMs: MultiWOZ (Budzianowski114

et al., 2020) remains central for text-based task-115

oriented dialogue (dialogue state tracking, response116

generation), while BigBench (Srivastava et al.,117

2023) and HELM (Liang et al., 2022) assess gen-118

eral LLM capabilities via text inputs but over-119

look multi-turn interactive dialogue, particularly120

in speech. SpokenWOZ (Si et al., 2023) and121

VoiceBench (Chen et al., 2024) advance spoken122

interaction evaluation, focusing on speech-text task-123

oriented dialogues and LLM-based voice assistants 124

(e.g., instruction following, perturbation robust- 125

ness), while multimodal benchmarks (e.g., (Razzhi- 126

gaev et al., 2024; Sviridov et al., 2025)) integrate 127

text, vision, and audio but lack dedicated evaluation 128

of E2E S2S LLMs in extended conversations. S2S 129

evaluations often rely on component-level metrics 130

(ASR Word Error Rate (OpenAI, 2025), TTS Mean 131

Opinion Score) or task-specific scores (BLEU for 132

speech translation (Popel et al., 2020)), neglect- 133

ing holistic multi-turn dynamics. Key challenges 134

include maintaining context, consistency, and mem- 135

ory in prolonged interactions (Serban et al., 2016; 136

Sirdeshmukh et al., 2025), alongside effective per- 137

ception/generation of non-semantic cues (prosody, 138

emotion (Schuller and Batliner, 2013)) and acoustic 139

robustness (OpenAI, 2025) which are rarely sys- 140

tematically assessed in S2S frameworks. MTalk- 141

Bench addresses this gap by holistically evaluating 142

E2E S2S LLMs across core dialogue competen- 143

cies and interaction dynamics in multi-turn spoken 144

conversations. 145

3 Framework of MTalk-Bench 146

MTalk-Bench is designed to address the critical 147

absence of comprehensive frameworks for evaluat- 148

ing multi-turn dialogue capabilities in S2S-LLMs, 149

particularly across semantic, paralinguistic, and 150

ambient sounds dimensions, see Figure 1 for an 151

overview. 152

3.1 Multi-level Evaluation Framework 153

The evaluation framework of MTalk-Bench is struc- 154

tured around three interconnected tiers of informa- 155

tion processing, each critical for holistic spoken-to- 156

written (S2S) interaction. Drawing on foundational 157

research in linguistics, speech science, and audi- 158

tory scene analysis (Levelt, 1989; Bregman, 1990; 159

Scherer, 1986), this tiered design offers a coherent 160

framework for assessing the multifaceted capabili- 161

ties of S2S-LLMs. These tiers reflect progressively 162
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broader aspects of communication:163

Tier 1. Semantic Information Processing: The164

foundational tier focuses on analyzing and gen-165

erating the core linguistic meaning and dialogue166

content.167

Building on this foundation, the evaluation as-168

cends to paralinguistic information processing,169

which examines how vocal nuances (e.g., tone,170

rhythm, and emotional prosody) enhance or alter171

semantic meaning.172

Tier 2. Paralinguistic Information Processing:173

Building on the semantic tier, this tier addresses174

expressive vocal nuances (e.g., tone, rhythm, emo-175

tion) that modulate meaning and intent.176

Progressing to the broader communicative con-177

text, ambient sounds information processing en-178

capsulates the model’s ability to interpret environ-179

mental acoustics, ensuring robustness in real-world180

settings.181

Tier 3. Ambient Sounds Information Processing:182

The outermost tier contextualizes dialogue by evalu-183

ating a model’s ability to interpret and adapt to en-184

vironmental auditory cues (e.g., background noise,185

acoustic scenes).186

Philosophy: This hierarchical structure mirrors187

the tiered nature of human communication, en-188

abling systematic evaluation from basic message189

comprehension to nuanced delivery and environ-190

mental robustness. The interdependence of tiers191

highlights that true communicative competence in192

S2S-LLMs emerges from integrating capabilities193

across all levels, rather than excelling at isolated194

tasks. Each tier is further subdivided into detailed195

sub-dimensions (see Appendix A.1), ensuring a196

granular yet holistic performance assessment that197

transcends traditional metrics.198

3.2 User-centric Taxonomy199

User Survey Protocol In this work, our evaluation200

centers on two dimensions: Scenarios (specific201

contexts where interactions occur, e.g., "Family202

and Domestic Communication" or "Doctor–Patient203

Communication") and Capabilities (functional204

skills to be evaluated, e.g., "real-time translation"205

or "contextual memory"). To prioritize these, we206

employed a pairwise arena-style survey. Partici-207

pants compared two randomly selected scenarios208

or capabilities (within the same dimension) and209

selected the one they deemed more likely to in-210

volve interaction with a speech-based AI agent in211

the near future. This pairwise method, grounded 212

in robust preference elicitation principles (Bradley 213

and Terry, 1952; David, 1963), reduces rating-scale 214

biases and captures nuanced perceptions of relative 215

likelihood. 216

3.2.1 On Scenario Taxonomy 217

Scenarios ELO Score

Family and Domestic Communication 1091
Doctor–Patient Communication 1070
Legal Inquiry and Institutional Interrogation 1048
Financial Investment and Advisory Communication 1045
Classroom Instruction and Interaction 1029
Academic Communication and Research Collaboration 1027
Job Interview Communication 1027
Workplace Collaboration and Communication 1017
Marketing and Customer Relationship Management Communication 1008
Informal Social Interaction (Casual Conversation) 1007
Psychological and Supportive Communication 1003
Service-Oriented Interaction 1001
Public Discourse and Interaction 995
Entertainment and Content Creation Communication 980
Negotiation and Conflict Resolution 979
Intercultural and Linguistic Communication 974
Public Affairs and Emergency Response Communication 960
Religious and Spiritual Communication 950
Environmental Advocacy and Policy Promotion 906
Sports and Competitive Communication 873

Table 1: Elo ranking for important Scenarios by Pairwise
User Survey through 46 questionnaires. Top Nine Scenarios
are selected (as in bold).

MTalk-Bench’s scenario corpus, designed for 218

authentic communicative challenges, originated 219

from twenty candidates identified in literature re- 220

views across communication studies, linguistics, 221

and HCI (Kuniavsky, 2002; Gumperz, 1982; Clark, 222

1996; Schegloff, 2007). These candidates were re- 223

fined via a pairwise survey where users selected sce- 224

narios based on perceived likelihood of future S2S- 225

LLM interaction (Bradley and Terry, 1952; Thur- 226

stone, 1927; David, 1963). Preference rankings 227

informed the consolidation of related, high-ranking 228

scenarios into nine core contexts for MTalk-Bench, 229

balancing diversity and communicative function, 230

see Table 1. 231

3.3 On Capability Taxonomy 232

MTalk-Bench integrates empirical user priorities 233

with theoretical constructs through a three-tiered 234

evaluation framework. Initial S2S capabilities, de- 235

rived from literature reviews (Jurafsky and Martin, 236

2000; Wang et al., 2023; Gao et al., 2023a), were 237

prioritized via a pairwise survey to establish a user- 238

informed capability importance (Appendix A.1.2). 239

Grounded in linguistics, speech science, pragmat- 240

ics, and cognitive science principles (Levelt, 1989; 241

Scherer, 1986; Clark, 1996; Grice, 1975), these 242

capabilities were decomposed into measurable sub- 243

dimensions, complemented by essential communi- 244

cation aspects, and systematically organized into 245
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Capability ELO Score

Long-Term Conversational Memory 1028
Long-Term Term Instruction Following 1027
Semantic Disambiguation 1020
Logical and Commonsense Reasoning 1019
Task Understanding and Planning 1018
Error Correction and Adaptability 1018
Dialogue Management 1001
Ambient Sound Perception and Adaptation 998
Environmental Audio Information Acquisition 998
Speaker Information Processing 993
Multi-Party Interaction Tracking 989
Emotion Recognition and Perception 989
Pragmatic and Cultural Intelligence 987
Stylistic and Personality Expression Control 986
Cross-Topic Switching Capability 986
Self-Monitoring and Reflective Capability 984
Contextual Adaptation Capability 984
Continual Learning and Self-Optimization 966

Table 2: Elo ranking for important Capability by Pairwise
User Survey (46 survey responses).

three tiers: Semantic, Paralinguistic, and Ambi-246

ent Sound Processing, see Sec. 3.1. This structure247

ensures holistic coverage of S2S interactions, en-248

abling nuanced assessment across sub-dimensions249

(detailed in Appendix A.1.2 and visualized in Fig-250

ure 1).251

4 Construction of MTalk-Bench252

4.1 Dataset Construction253

Dataset construction mainly involves dialogue in-254

stance generation which were generated via LLM255

automation and rigorous human refinement. This256

involves three tiers including as follows.257

Tier 1: Dialogue with Semantic Information Se-258

mantic dataset creation involved LLMs for: 1) gen-259

erating contextual multi-turn dialogues (Claude 3.5260

Sonnet) (Roller et al., 2021); 2) multi-labeling their261

semantic capabilities (Claude 3.5 Sonnet); and 3)262

Primary evaluation dimension inference from these263

labels (Gemini 2.0 Flash). Critical human refine-264

ment subsequently ensured consistency between265

intended and inferred dimensions, dialogue natural-266

ness, clear testability of the primary capability, and267

balanced coverage (minimum 10 valid samples per268

major).269

Tier 1 → Tier 2: Dialogue with Paralinguistic270

Information Derived from the semantic base, the271

paralinguistic dataset (Schuller and Batliner, 2013)272

tests: 1) understanding of user inputs augmented273

with paralinguistic metadata (e.g., tone, emotion);274

and 2) generation of model outputs with specified275

expressive features (e.g., varied style).276

Tier 1 → Tier 3: Dialogue with Ambient Sound277

The ambient sound dataset, also from the se-278

mantic base, assesses S2S LLM performance in279

acoustically diverse settings by testing: 1) com-280

prehension of incorporated background sounds281

(e.g., alarms) (Purohit et al., 2021); 2) tracking 282

of multi-speaker interactions (Chen et al., 2021); 283

and 3) understanding of stylized speech (e.g., 284

crosstalk) (Salesky et al., 2021). 285

This structured generation yields diverse, tar- 286

geted challenges for S2S LLM evaluation, as 287

shown in Table 3, which presents examples of di- 288

alogue instances across diverse evaluation dimen- 289

sions. For the detailed construction of the dialogue 290

instances used for MTalk-Bench evaluation, please 291

refer to Appendix A.2, where the generation pro- 292

cess and modify progress are further elaborated. 293

4.2 Evaluation Protocol 294

MTalk-Bench employs a multi-faceted evaluation 295

protocol to comprehensively assess S2S LLM per- 296

formance across the defined capability dimensions 297

and information levels. For each capability, specific 298

dialogue scenarios are utilized. These instances 299

may involve pre-defined audio prompts, simulated 300

interaction histories, and explicit instructions or 301

constraints designed to target the capability under 302

evaluation. The protocol leverages a hybrid ap- 303

proach, combining automated LLM-based assess- 304

ment with human and model-based evaluation on 305

an "Arena" platform, to capture both semantic and 306

acoustic aspects of interaction quality. 307

4.2.1 LLM-as-Judge 308

For capabilities primarily assessable through se- 309

mantic content and logical dialogue structure (pre- 310

dominantly Level 1 capabilities and textual aspects 311

of Level 2), we employ a powerful Large Language 312

Model, specifically GPT-4o (OpenAI, 2023), as 313

an automated judge. GPT-4o evaluates transcribed 314

S2S model interactions against predefined, task- 315

specific rubrics. These rubrics guide the assess- 316

ment of aspects such as coherence, adherence to 317

instructions, quality of reasoning, and semantic rel- 318

evance of responses. This methodology offers a 319

scalable and consistent means for evaluating core 320

language understanding and reasoning abilities. We 321

acknowledge, however, potential limitations inher- 322

ent in LLM-based evaluation, such as susceptibility 323

to inherent model biases, which we aim to mitigate 324

through rubric design and diverse prompt engineer- 325

ing. 326

4.2.2 Human-based Arena 327

The Arena platform integrates both human judges 328

and specialized acoustic analysis models. Hu- 329

man judges provide subjective ratings based on 330
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Scenario Tier1: Semantic Information Tier2: Paralinguistic Information Tier3: Ambient Sound

Speech Questions Speech Questions Speech Questions

Medical
&
Health

Turn 1: You explain the process of getting
the flu vaccine to my grandma in simple
French. Her hearing is a little poor. Speak
slowly.
Turn 2: Now, can you tell her the possible
side effects? (Capability: Multilingual and
Code-Switching)

Turn 1: You explain the process of getting the flu
vaccine to my grandma in simple French. <gentle
tone, slow pace> Her hearing is a little poor.
<slows down speech> Speak slowly.
Turn 2: <encouraging> Okay, great <repeats>.
Now, <quiet reminder> can you tell her the
possible side effects? Keep your voice calm and
reassuring. (Capability: Output expressiveness)

Turn 1: <Grandma humming> You explain the process
of getting the flu vaccine to my grandma in simple
French. Her hearing is a little poor. Speak slowly.
Turn 2: <Grandma stops humming, makes a slightly
confused sound, and asks a mumbled "What?"> Can
you repeat and tell her the possible side effects?
(Capability: Ambient Understanding)

Family
& Life

Turn 1: I want to invite my family to a
weekend barbecue. How can I phrase it in a
casual yet persuasive way?
Turn 2: Some family members are
concerned about the weather. How can I
address this and reassure them?
(Capability: core comprehension and
memory)

Turn 1: <sad and depressed> I want to invite my
family to a weekend barbecue. How can I phrase it
in a casual yet persuasive way?
Turn 2: <torn and distressed> Some family
members are concerned about the weather. How
can I address this and reassure them? (Capability:
Input Paralinguistic understanding)

Turn 1: I want to invite my family to a weekend
barbecue. How can I phrase it in a casual yet
persuasive way?
Turn 2: <sound of wind and distant thunder> Some
family members are concerned about the weather. How
can I address family members’ concerns about the...
<sudden loud clap of thunder that briefly drowns out a
key word ’weather’>? (Capability: Multi-Party
Interaction Tracking)

Table 3: Example of two conversation sets across diverse assessment dimensions.

detailed criteria related to interactional quality, nat-331

uralness, and audio fidelity. Concurrently, auto-332

mated acoustic models can furnish objective met-333

rics, such as emotion classification accuracy from334

speech, signal-to-noise ratio robustness measures,335

or speaker diarization accuracy in multi-party con-336

texts.337

This dual evaluation approach, combining LLM-338

as-Judge for content and the Arena platform for339

acoustic and interactional qualities, provides a340

holistic assessment of S2S LLM performance. De-341

tailed experimental results, including the perfor-342

mance of various baseline S2S LLMs on MTalk-343

Bench and in-depth analyses across the different344

capability dimensions and scenarios, will be pre-345

sented in Section 5.346

5 Experiments347

5.1 Evaluation Setup348

We adopt a comprehensive evaluation framework349

to assess the performance of S2S LLMs, centered350

on human evaluation using an Arena-style pairwise351

comparison and supplemented by absolute scoring352

and LLM-as-judge assessments. Unlike existing353

benchmarks that often convert speech outputs to354

text for evaluation (Zheng et al., 2023), our setup355

crucially maintains the speech modality throughout356

the evaluation process. This preserves vital par-357

alinguistic and acoustic information essential for a358

holistic assessment of S2S capabilities (Chen et al.,359

2025; Jiang et al., 2025; Zhang et al., 2023).360

To assess capabilities beyond semantic content,361

such as prosody or noise robustness, we further362

introduce an absolute scoring protocol. For this,363

annotators rate individual model responses on a364

0–10 scale. A key element of this protocol is the365

use of a semantically equivalent reference response,366

which is scored as a baseline of 5. 367

To complement human evaluation and explore 368

scalable assessment methods, we replicate these 369

pairwise and absolute scoring protocols using state- 370

of-the-art LLMs as judges. The specific methodolo- 371

gies for human and LLM-based evaluations, includ- 372

ing data collection and LLM prompting strategies 373

are shown in Appendix B.3. Overall, our frame- 374

work quantifies S2S-LLM performance using a 375

combination of relative Elo ratings and absolute 376

scores, derived from both human and LLM-based 377

judgments across various dimensions of spoken 378

dialogue. 379

5.2 Benchmarked Models 380

We evaluate five state-of-the-art S2S-LLMs with 381

multi-turn dialogue capabilities, selected to rep- 382

resent a range of architectures and develop- 383

ment backgrounds. These include both pro- 384

prietary and open-source systems: GPT-4o- 385

realtime1, GLM-4-Voice-9B2, Qwen2.5-Omni- 386

7B3, LLaMA-Omni24, and Westlake-Omni5, de- 387

tails about these models can be found in Ap- 388

pendix D. 389

5.3 Human Evaluation with MTalk-Arena 390

Human evaluation is conducted on the MTalk- 391

Arena platform (See Appendix B.1), which sup- 392

ports pairwise comparisons and absolute scoring. 393

1Accessed via OpenAI API in May 2025. https://
openai.com/index/hello-gpt-4o

2Version v1.0, released April 2025. https://
github.com/THUDM/GLM-4-Voice

3Released May 2025. https://www.alibabacloud.com/
blog/alibaba-cloud-releases-qwen2-5-omni-7b-an-
end-to-end-multimodal-ai-model_602095

4Accessed from ICT NLP Lab GitHub repository, May
2025. https://github.com/ictnlp/LLaMA-Omni

5Model details and resources available via Westlake Uni-
versity, accessed May 2025. https://westlake.edu.cn
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S2S Model Overall Semantic Info. Paralinguistic Info. Ambient Sound

GPT-4o-realtime 1022.67 1042.52 1011.35 1014.13
GLM4-Voice 1001.63 1001.07 999.67 1004.16
Qwen-Omni 1011.74 1019.71 1009.97 1005.53
LLaMA-Omni 989.21 980.90 992.74 994.00
Westlake-Omni 974.75 955.80 986.27 982.19

Table 4: Aspect-Specific Performance of S2S LLMs based on Human Evaluation

For each task, annotators listen to user prompts and394

model responses, and follow dimension-specific395

instructions (semantic, paralinguistic, or environ-396

mental) to make a decision.397

In the Arena setting, annotators compare two398

anonymized model responses per turn and select399

the better one, or indicate a tie. In the absolute400

scoring setting, each enhanced response is rated on401

a 0–10 scale, with a stripped-down baseline fixed402

at 5. This design quantifies the perceived impact of403

paralinguistic or environmental features in speech.404

For Arena-style pairwise comparison, 24 certi-405

fied annotators produced a total of 258 judgments406

on the MTalk-Arena platform, comparing model407

outputs across semantic, paralinguistic, and envi-408

ronmental dimensions. For absolute scoring tasks,409

two expert annotators independently rated 100 en-410

hanced vs. baseline responses. The inter-annotator411

agreement, measured by Cohen’s Kappa, reached412

0.897, indicating almost perfect consistency.413

5.4 LLM-as-Judge Evaluation Methodology414

To evaluate the feasibility of automatic assessment,415

we apply the same evaluation tasks to state-of-the-416

art LLMs acting as judges. Each LLM receives417

the same prompt-response pairs as human annota-418

tors—presented as transcripts and/or linked audio419

when supported—and performs either pairwise or420

absolute scoring.421

In Arena-style evaluation, the LLM selects the422

better of two responses or chooses a tie. In absolute423

scoring, it is asked to rate the enhanced response424

relative to a neutral baseline. Carefully designed425

prompts ensure rubric adherence and consistency.426

Examples of prompt templates are provided in Ap-427

pendix B.3.428

We evaluate multiple LLMs and analyze their429

consistency with human judgments and internal430

agreement. This allows us to assess their reliabil-431

ity as scalable evaluators for future speech-based432

dialogue systems. To this end, we conducted over433

10,000 LLM-as-judge evaluation iterations, cover-434

ing both Arena-style and absolute protocols. This435

large-scale evaluation enables analysis of ranking436

stability, correlation with human judgments, and 437

cross-model differentiation. 438

5.5 Results 439

We present empirical results based on both hu- 440

man and LLM-based evaluations using the MTalk- 441

Bench protocol. 442

5.5.1 Overall Performance Ranking 443

Table 4 reports aspect-specific Elo ratings of all 444

evaluated S2S models based on human judgments 445

from MTalk-Arena. Using 1000 as the baseline, 446

GPT-4o-realtime achieves the highest overall 447

score (1022.67), leading across all three dimen- 448

sions: semantic information (1042.52), paralinguis- 449

tic cues (1011.35), and ambient sound handling 450

(1014.13). Qwen-Omni and GLM4-Voice follow, 451

while Westlake-Omni consistently ranks lowest. 452

The largest performance gap is observed in seman- 453

tic understanding, where GPT-4o shows a substan- 454

tial lead. 455

To evaluate alignment between human and 456

automatic assessments, Table 5 presents Elo 457

scores from human annotators and five LLM- 458

based judges. GPT-4o-realtime ranks highest 459

across all LLM judges, with notable margins un- 460

der Claude-3-7-Sonnet (1211.55), DeepSeek-R1 461

(1234.34), and DeepSeek-V3 (1228.52). Correla- 462

tion between human and LLM scores is strong 463

for top models like GPT-4o and Qwen-Omni, while 464

lower-ranked models such as Westlake-Omni 465

show greater variance, suggesting reduced agree- 466

ment or higher prompt sensitivity. 467

5.5.2 Comparative Analysis of Judging 468

Modalities 469

To assess the effectiveness and consistency of 470

LLMs as evaluators for S2S model outputs, we 471

compared their judgment patterns to those of hu- 472

man annotators, with a particular focus on po- 473

tential systematic biases. While several LLM 474

judges (e.g., Claude-3-7-Sonnet and GPT-4o-latest) 475

showed moderate-to-strong alignment with human 476
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S2S Model Human GPT-4o-latest Gemini-2.5-Flash Claude-3-7-Sonnet* DeepSeek-R1 DeepSeek-V3

GPT-4o-realtime 1042.52 1163.15 1110.35 1211.55 1234.34 1228.52
GLM4-Voice 1001.07 1074.90 1060.75 1102.06 1111.46 1114.24
Qwen-Omni 1019.71 1028.71 1007.01 1020.71 1008.19 991.16
LLaMA-Omni 980.90 929.85 962.47 899.12 884.16 894.31
Westlake-Omni 955.80 803.39 859.42 766.57 761.85 771.78

Table 5: ELO Ratings of S2S LLMs Assessed by Various LLM Judges and Human Evaluators
* This model version is claude-3-7-sonnet-20250229.

S2S Models
Paralinguistic Information Ambient Sound

Human GPT-4o-realtime Gemini-2.5-pro Human GPT-4o-realtime Gemini-2.5-pro

GPT-4o-realtime 4.64±1.75 6.10±1.44 6.22±2.11 4.00±1.32 5.93±2.20 6.21±2.24
GLM4-Voice 4.86±1.46 6.23±1.44 6.22±2.49 4.25±2.05 5.70±2.35 5.24±2.43
Qwen-Omni 6.00±1.79 5.71±1.16 6.04±1.95 4.33±1.00 5.51±2.10 5.44±2.26
LLaMA-Omni 4.54±1.05 5.84±1.25 6.06±2.07 4.64±1.69 5.10±2.20 4.97±2.37
Westlake-Omni 2.17±2.48 3.11±2.13 3.33±2.26 1.11±0.93 2.30±1.80 2.59±1.77

Table 6: S2S Model Evaluation under Paralinguistic Information and Ambient Sound
Note: The table compares how different S2S models perform under varying paralinguistic cues and ambient sound
conditions, as judged by humans and model evaluators.

rankings (detailed in Table 5), we observed mea-477

surable biases across all automated evaluators.478

As shown in Table 7, certain LLMs exhibit sta-479

tistically significant position bias—a preference480

for responses placed in a specific order (top or481

bottom)—as well as length bias, favoring longer482

responses regardless of content quality. For in-483

stance, Claude-3-7-Sonnet demonstrates a +7.8%484

position bias and an 8.6% length bias (p < 0.001),485

while Gemini-2.5-Flash exhibits the strongest posi-486

tion bias (+9.2%). In contrast, GPT-4o-latest and487

DeepSeek variants show milder or even negative488

positional biases, though still exhibit notable length489

preferences (e.g., GPT-4o-latest: 15.8%).490

6 Discussion491

6.1 Contextual Coherence and Memory in492

Multi-Turn Dialogues493

Table 8 reports the inconsistency rates for each494

model across one to three turns. The decline in495

multi-turn coherence reveals a deeper limitation in496

current S2S LLMs: the absence of persistent dia-497

logue state modeling. Models that degrade sharply498

across turns likely rely on local context alone, lack-499

ing mechanisms for tracking discourse-level goals500

or constraints.501

This is not merely a context length issue, but a502

structural one. Most architectures treat dialogue as503

flat token sequences, ignoring the hierarchical and504

dynamic nature of conversational state. Failures505

such as semantic drift and contradictory proposals506

point to a missing inductive bias toward dialogue507

process modeling. 508

By contrast, GPT-4o’s stability suggests more ef- 509

fective abstraction over dialogue history—possibly 510

through structured memory, turn-level representa- 511

tions, or training regimes that emphasize temporal 512

coherence. 513

Progress in this area will depend on architec- 514

tures that reason over dialogues as evolving pro- 515

cesses, not static sequences—integrating memory, 516

role alternation, and constraint propagation into the 517

generation loop. 518

6.2 LLM Judge Biases 519

While all LLM judges demonstrate statistically 520

significant biases, their bias directions and mag- 521

nitudes are notably inconsistent, suggesting that 522

such behaviors are not merely side effects, but re- 523

flect deeper differences in model alignment and 524

decoding preferences. 525

Positional Bias Interestingly, GPT-4o and 526

DeepSeek models favor first-presented responses 527

(negative ∆Position Bias), while Gemini and 528

Claude exhibit the opposite. This polarity implies 529

that bias arises not from prompt format alone, but 530

from learned heuristics—e.g., some models may 531

associate earlier responses with higher salience, 532

while others may defer preference to later con- 533

tent. Such divergence challenges the assumption 534

of "model-agnostic" evaluation setups and raises 535

concerns about reproducibility across judges. 536

Length Bia. All models prefer longer outputs, 537

but to varying extents. DeepSeek-V3 and GPT- 538

4o show the strongest bias (∆Length Bias >15%), 539
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GPT-4o-latest Gemini-2.5-Flash Claude-3-7-Sonnet DeepSeek-R1 DeepSeek-V3

TPR (%) 47.5 [46.2–48.9] 54.6 [53.3–55.9] 53.9 [53.0–54.9] 49.0 [48.0–49.9] 48.9 [48.0–49.9]
BPR (%) 52.5 [51.1–53.8] 45.4 [44.1–46.7] 46.1 [45.1–47.0] 51.0 [50.0–52.0] 51.1 [50.1–52.0]

∆Position Bias −4.9*** 9.2*** 7.8*** −2.1** −2.2**

LPR (%) 57.9 [56.5–59.3] 54.5 [53.2–55.8] 54.3 [53.4–55.3] 58.5 [57.5–59.4] 58.7 [57.7–59.6]
SPR (%) 42.1 [40.7–43.5] 45.5 [44.2–46.8] 45.7 [44.7–46.6] 41.5 [40.6–42.5] 41.3 [40.4–42.3]

∆Length Bias 15.8*** 9.0*** 8.6*** 16.9*** 17.3***

Table 7: Bias Analysis with Statistical Significance Judged by Different LLM Evaluators
Note: Values in brackets are 95% confidence intervals. ∆Bias = difference between top/bottom or long/short
preference rates. The detail of computational formula is shown in Appendix C.

*
p < 0.05, ** p < 0.01, *** p < 0.001 (from Permutation Test).

Model 1-turn 2-turn 3-turn

GPT-4o-realtime 2.1 4.3 6.8
Qwen2.5-Omni 4.5 6.2 9.7
GLM4-Voice 4.8 7.9 12.4
LLaMA-Omni 5.1 9.8 14.6
Westlake-Omni 8.3 11.7 18.9

Table 8: Percentage (%) of contextually inconsistent responses
as a function of dialogue length (lower is better).

despite often penalizing verbosity in instruction-540

tuning. This suggests an internal conflict between541

rewarding surface completeness (length = informa-542

tiveness) and semantic compactness, where mod-543

els struggle to reconcile fluency with conciseness.544

Claude is relatively less length-biased, perhaps due545

to different training signals emphasizing restraint546

or minimalism.547

Implications The presence of biases in LLM548

judges, largely absent in human judgment, under-549

scores their current inability to fully emulate fine-550

grained human evaluation criteria. This necessi-551

tates bias-aware calibration (e.g., position random-552

ization, length normalization), cross-model ensem-553

bling to mitigate individual model distortions, and554

a critical reconsideration of LLM-only benchmarks555

for nuanced evaluation tasks. Ultimately, employ-556

ing LLMs to evaluate other LLMs introduces inher-557

ent modeling assumptions that, if left unexamined,558

risk obscuring or distorting the true assessment of559

system quality.560

Model 1-turn 2-turn 3-turn

GPT-4o-realtime 92.1 89.6 85.2
Qwen2.5-Omni 88.7 85.3 80.9
GLM4-Voice 86.3 82.4 77.0
LLaMA-Omni 83.5 79.0 73.2
Westlake-Omni 80.6 75.1 68.9

Table 9: Effective content ratio (%) across increasing dialogue
length (higher is better).

6.3 Information Utility and Conversational 561

Efficiency 562

Table 9 reports the average effective content ratio 563

across one to three dialogue turns, annotated by two 564

experts. The ratio declines over turns, revealing a 565

core inefficiency in current S2S generation: mod- 566

els prioritize surface fluency over informational 567

utility. This leads to hedging, paraphrasing, and 568

filler—especially in later turns—resulting in ver- 569

bosity without added meaning. 570

Such behavior reflects alignment with 571

instruction-tuned objectives that favor politeness 572

and completeness over conciseness. Yet human 573

raters consistently preferred shorter, information- 574

dense responses, particularly in task-oriented 575

settings. 576

The root issue is both architectural and objective- 577

level: models lack an inductive bias toward con- 578

versational efficiency. Unlike humans, they do not 579

engage in cost-sensitive utterance planning. 580

Improving efficiency calls for rethinking train- 581

ing objectives—rewarding utility, penalizing re- 582

dundancy, and modeling dialogue as a bandwidth- 583

constrained decision problem rather than a maxi- 584

malist generation task. 585

7 Conclusion 586

We present MTalk-Bench, a comprehensive bench- 587

mark for evaluating multi-turn speech-to-speech 588

large language models across semantic, paralinguis- 589

tic, and environmental dimensions. Through large- 590

scale human and LLM-based evaluations, we reveal 591

current model strengths—particularly in short-turn 592

semantic understanding—as well as critical gaps in 593

contextual coherence, prosodic expressiveness, and 594

conversational efficiency. Our results highlight the 595

need for future models to go beyond correctness to- 596

ward more concise, context-aware, and expressive 597

spoken interaction. 598
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Limitations599

While MTalk-Bench covers a diverse range of sce-600

narios and dimensions, it currently focuses on En-601

glish dialogue and assumes clean user input. Real-602

world deployment may involve more diverse lan-603

guages, accents, and overlapping speech, which604

remain underexplored. In addition, although we605

evaluate with multiple LLM judges, their alignment606

with human perception is not perfect, and further607

calibration may be needed for scalable automated608

evaluation.609
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A Appendix894

A.1 survey methodology895

The design of MTalk-Bench, specifically the se-896

lection of its constituent communication scenarios897

and core evaluation dimensions, was guided by a898

rigorous, data-driven survey methodology. This ap-899

proach was adopted to ensure that the benchmark900

reflects real-world interaction patterns and priori-901

tizes capabilities deemed most crucial by potential902

users, thereby enhancing its ecological validity and903

relevance. Our methodology involved two distinct904

arena-style surveys, one for scenario selection and905

another for identifying key evaluative dimensions.906

A.1.1 Scenario Selection907

To identify high-frequency human communication908

scenarios suitable for benchmarking Speech-to-909

Speech Large Language Models (S2S-LLMs), we910

initiated our process with an extensive review of911

interdisciplinary literature, drawing insights from912

fields such as linguistics, sociology, communi-913

cation studies, and human-computer interaction914

(HCI) (Gumperz, 1982; Schegloff, 2007; Clark,915

1996). This review yielded a comprehensive list of916

potential real-life communication contexts.917

Subsequently, we employed a pairwise arena-918

style survey methodology to refine this list and919

prioritize scenarios based on their perceived likeli-920

hood of involving interactions with a speech-based921

agent. In this survey, participants were presented922

with two randomly selected candidate scenarios at923

a time and were asked to choose which one they be-924

lieved was more likely to involve interaction with925

an AI speech agent in the near future. This pairwise926

preference elicitation technique is known for its ro-927

bustness in capturing relative importance or likeli-928

hood, mitigating biases often found in direct rating929

scales (Bradley and Terry, 1952; David, 1963).930

The collected pairwise preference data was then931

used to construct a directed preference graph,932

where each node represented a scenario and a di-933

rected edge from scenario A to scenario B indi-934

cated that A was preferred over B. We then applied935

transitive logic (e.g., if A > B and B > C, then936

A > C) to resolve any inconsistencies and to de-937

rive a globally ranked chain of scenario categories.938

This process effectively transformed the pairwise939

comparisons into a linear ordering, reflecting the940

collective judgment of the survey participants. The941

full preference chain derived from this process is942

as follows:943

Family and Domestic Communication > Doc- 944

tor–Patient Communication > Legal Inquiry and 945

Institutional Interrogation > Financial Investment 946

and Advisory Communication > Classroom In- 947

struction and Interaction > Academic Communica- 948

tion and Research Collaboration > Job Interview 949

Communication > Workplace Collaboration and 950

Communication > Marketing and Customer Rela- 951

tionship Management Communication > Informal 952

Social Interaction (Casual Conversation) > Psycho- 953

logical and Supportive Communication > Service- 954

Oriented Interaction > Public Discourse and Inter- 955

action (Political Debates, Media Interviews, Public 956

Speeches) > Entertainment and Content Creation 957

Communication > Negotiation and Conflict Res- 958

olution > Intercultural and Linguistic Communi- 959

cation > Public Affairs and Emergency Response 960

Communication > Religious and Spiritual Com- 961

munication > Environmental Advocacy and Policy 962

Promotion > Sports and Competitive Communica- 963

tion. 964

Table 10 presents the raw comparison and selec- 965

tion counts for the evaluated scenarios, illustrating 966

the distribution of preferences. 967

While the detailed preference chain and survey 968

counts provide granular insights into user percep- 969

tions, a direct selection of the top N items might 970

lead to overlapping or overly specific categories 971

for a benchmark. Therefore, to establish a set of 972

distinct yet comprehensive scenarios for MTalk- 973

Bench, we performed a rational consolidation of 974

the high-ranking and thematically related scenar- 975

ios identified in the survey. This summarization 976

process aimed to abstract broader communicative 977

functions that are highly relevant for S2S-LLM in- 978

teractions, guided by the overall preference trends 979

and semantic similarities within the survey data. 980

The objective was to ensure that the final scenar- 981

ios represent diverse, impactful, and frequently en- 982

countered communication contexts. 983

The following nine consolidated high-frequency 984

scenarios were ultimately selected for inclusion in 985

MTalk-Bench: 986

1. Family and Domestic Communication (e.g., 987

coordinating household tasks, family schedul- 988

ing, managing smart home devices via voice) 989

2. Healthcare and Medical Communication 990

(e.g., initial symptom checking, virtual health 991

assistant consultations, medication reminders, 992

accessing medical information) 993
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Scene ELO Score

Family and Domestic Communication 1091.9430
Doctor–Patient Communication 1070.0580
Legal Inquiry and Institutional Interrogation 1048.5192
Financial Investment and Advisory Communication 1045.8893
Classroom Instruction and Interaction 1029.5885
Academic Communication and Research Collaboration 1027.4342
Job Interview Communication 1027.3857
Workplace Collaboration and Communication 1017.0773
Marketing and Customer Relationship Management Communication 1008.9531
Informal Social Interaction (Casual Conversation) 1007.5547
Psychological and Supportive Communication 1003.3751
Service-Oriented Interaction 1001.8327
Public Discourse and Interaction (Political Debates, Media Interviews, Public Speeches) 995.7294
Entertainment and Content Creation Communication 980.4584
Negotiation and Conflict Resolution 979.0532
Intercultural and Linguistic Communication 974.5308
Public Affairs and Emergency Response Communication 960.6946
Religious and Spiritual Communication 950.3833
Environmental Advocacy and Policy Promotion 906.4290
Sports and Competitive Communication 873.1106

Table 10: Scenario Comparison and Selection Counts from Pairwise Arena Survey

3. Institutional Inquiry and Information Ex-994

change (e.g., querying government services,995

basic legal information retrieval, financial ac-996

count inquiries, university helpdesks)997

4. Educational and Instructional Communi-998

cation (e.g., AI-powered tutoring, language999

learning applications, interactive educational1000

Q&A, voice-guided tutorials)1001

5. Workplace and Professional Communica-1002

tion (e.g., meeting dictation and summariza-1003

tion, collaborative task management via voice,1004

professional information lookup, job inter-1005

view practice)1006

6. Entertainment and Creative Content Com-1007

munication (e.g., interacting with voice-1008

controlled games, generating stories or scripts1009

via speech, controlling media playback, inter-1010

active audio experiences)1011

7. Casual and Socio-Emotional Interaction1012

(e.g., open-domain social chat, companion-1013

ship with AI, storytelling, expressing feelings1014

and receiving empathetic responses)1015

8. Psychological and Supportive Communica-1016

tion (e.g., AI coaches for well-being, guided1017

mindfulness exercises, initial mental health1018

support and resource navigation)1019

9. Service-Oriented Communication (e.g., cus-1020

tomer service inquiries, booking appoint-1021

ments, technical support, retail assistance,1022

travel planning)1023

This data-driven approach, combining fine-grained1024

preference elicitation with principled consolida-1025

tion, ensures that MTalk-Bench focuses on scenar- 1026

ios that are both user-validated and pragmatically 1027

structured for comprehensive benchmark evalua- 1028

tion. The long tail of more specific or lower-ranked 1029

scenarios from the original survey (e.g., “Reli- 1030

gious and Spiritual Communication”, “Environ- 1031

mental Advocacy and Policy Promotion”, “Sports 1032

and Competitive Communication” as seen in the 1033

full chain and Table 10) provides context but was 1034

not prioritized for direct inclusion in the current 1035

benchmark version, allowing for a focused yet ro- 1036

bust evaluation scope. 1037

A.1.2 Capability Dimension Selection 1038

The identification of core evaluation dimensions for 1039

S2S-LLMs was similarly grounded in both existing 1040

literature and empirical user feedback. We began 1041

by aggregating a comprehensive list of communi- 1042

cation capability demands identified in sociology 1043

(Goffman, 1967), linguistics (particularly pragmat- 1044

ics and discourse analysis) (Levinson, 1983; Grice, 1045

1975), HCI (Nielsen, 1993), and contemporary re- 1046

search on speech and language models (Wang et al., 1047

2023; Jurafsky and Martin, 2000). These demands 1048

were then translated into a set of candidate eval- 1049

uative dimensions specifically tailored for bench- 1050

marking S2S-LLM capabilities. 1051

A second arena-style survey was conducted to 1052

prioritize these dimensions. In this survey, partici- 1053

pants were presented with two randomly selected 1054

capabilities and were asked to indicate which one 1055

they considered more important for a speech agent 1056

to possess for effective and satisfactory interaction. 1057

This approach allowed us to construct a “capability 1058

importance chain” through pairwise comparisons, 1059

mirroring the methodology used for scenario selec- 1060
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tion. The full capability importance chain derived1061

from this survey is as follows:1062

Long-Term Conversational Memory > Long-1063

Term Instruction Following > Semantic Disam-1064

biguation > Logical and Commonsense Reason-1065

ing > Task Understanding and Planning > Error1066

Correction and Adaptability > Dialogue Manage-1067

ment > Ambient Sound Perception and Adapta-1068

tion > Environmental Audio Information Acqui-1069

sition > Speaker Information Processing > Multi-1070

Party Interaction Tracking > Emotion Recognition1071

and Perception > Pragmatic and Cultural Intelli-1072

gence > Stylistic and Personality Expression Con-1073

trol > Cross-Topic Switching Capability > Self-1074

Monitoring and Reflective Capability > Contextual1075

Adaptation Capability > Continual Learning and1076

Self-Optimization.1077

Table 11 provides the detailed comparison and1078

selection counts for these capabilities from the sur-1079

vey.1080

Informed by these user-centered priorities iden-1081

tified through the survey, and further drawing upon1082

established principles from linguistics regarding1083

the tiered nature of language (Chomsky, 1965; Lev-1084

elt, 1989), semantics and pragmatics which govern1085

meaning and use (Grice, 1975; Kamp, 1981; Juraf-1086

sky and Martin, 2000), and speech science which1087

distinguishes linguistic content from vocal expres-1088

sion and acoustic context (Ladefoged and Mad-1089

dieson, 1996; Scherer, 1986), we have structured1090

the capability dimensions for MTalk-Bench into a1091

comprehensive three-tiered framework. This hierar-1092

chical organization, which separates core linguistic1093

message processing (Tier 1) from the interpreta-1094

tion and generation of paralinguistic cues (Tier 2)1095

(Ekman, 1992; Juslin and Scherer, 2003) and adap-1096

tation to the broader acoustic environment (Tier 3)1097

(Bregman, 1990; Virtanen et al., 2018), facilitates1098

a systematic and multi-faceted evaluation of S2S-1099

LLMs. The detailed structure of these evaluation1100

dimensions is as follows:1101

Tier 1: Semantic Information Processing This1102

tier focuses on the model’s ability to understand,1103

reason about, and generate meaningful content1104

based on textual and semantic aspects of the dia-1105

logue. It aligns with traditional NLP tasks focusing1106

on lexical, syntactic, semantic, and discourse-level1107

understanding (Mann and Thompson, 1988; Grosz1108

and Sidner, 1986).1109

1. Core Comprehension & Memory1110

(a) Context Comprehension:1111

i. Contextual Memory: Ability to re- 1112

member information from earlier in 1113

the dialogue to support subsequent 1114

interaction. 1115

ii. Long-Term Instruction Following: 1116

Ability to adhere to complex or multi- 1117

step instructions provided by the user 1118

across multiple turns. 1119

(b) Key Information Extraction & Retention: 1120

i. User Implicit Information Inference: 1121

Ability to understand and retain infor- 1122

mation not explicitly stated but im- 1123

plied by the user (e.g., preferences, 1124

background). 1125

ii. Self-Consistency: Ensuring the 1126

model’s own utterances are coherent 1127

and non-contradictory over time. 1128

(c) Accurate Recall: Ability to accurately re- 1129

state or reference prior statements made 1130

by the user or itself, as required. 1131

(d) Semantic Disambiguation: 1132

i. Reference Resolution: Correctly re- 1133

solving pronouns (e.g., "it," "they") 1134

and deictic expressions (e.g., "this," 1135

"there") to their referents. 1136

ii. Ellipsis and Completion: Under- 1137

standing and appropriately handling 1138

omitted sentence components, per- 1139

forming contextual completion. 1140

iii. Vague Expression Handling: Ef- 1141

fectively processing ambiguous 1142

or vague user inputs, potentially 1143

through clarification or by respond- 1144

ing based on the most probable 1145

interpretation. 1146

(e) Content Generation & Transformation 1147

(Text-focused): 1148

i. Content Paraphrasing: Rephrasing 1149

content in different ways according 1150

to user requirements. 1151

ii. Format Adjustment: Converting con- 1152

tent into specified formats as in- 1153

structed. 1154

iii. Multi-Turn Content Editing: Re- 1155

liably performing iterative modifi- 1156

cations and refinements to content 1157

based on previous versions. 1158

2. Reasoning & Task Execution 1159

(a) Task Comprehension & Planning: 1160
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Capability ELO Score

Long-Term Conversational Memory 1028.9649846053856

Long-Term Term Instruction Following 1027.0182845602856

Semantic Disambiguation 1020.7812135830862

Logical and Commonsense Reasoning 1019.3565012861153

Task Understanding and Planning 1018.5992220320628

Error Correction and Adaptability 1018.4190629708203

Dialogue Management 1001.0609758121847

Ambient Sound Perception and Adaptation 998.5492170251707

Environmental Audio Information Acquisition 998.1834604838184

Speaker Information Processing 993.826840977241

Multi-Party Interaction Tracking 989.5048439436567

Emotion Recognition and Perception 989.0079697688203

Pragmatic and Cultural Intelligence 987.7369928230721

Stylistic and Personality Expression Control 986.8073479398374

Cross-Topic Switching Capability 986.6067503503083

Self-Monitoring and Reflective Capability 984.7468072473208

Contextual Adaptation Capability 984.6825824774363

Continual Learning and Self-Optimization 966.1469421133773

Table 11: Capability Comparison and Selection Counts from Pairwise Arena Survey

i. Task-Instruction Distinction: Accu-1161

rately differentiating between task de-1162

scriptions, examples, and the actual1163

input to be processed.1164

ii. Complex Task Decomposition: Un-1165

derstanding tasks that involve multi-1166

ple steps or conditions.1167

(b) Logical & Commonsense Reasoning:1168

i. General Reasoning: Ability to han-1169

dle reasoning tasks based on logic1170

(e.g., logical puzzles), commonsense,1171

or general knowledge.1172

(c) Complex Reasoning: Addressing more1173

intricate inferential challenges requiring1174

multi-step deduction or integration of di-1175

verse information.1176

3. Interaction Strategy & Intelligence1177

(a) Dialogue Management:1178

i. Handling Overlap and Interruptions:1179

Responding appropriately to speech1180

overlap and user interruptions.1181

ii. Proactive Interaction: Taking initia-1182

tive to guide the dialogue, ask ques-1183

tions, or advance the process at ap- 1184

propriate junctures to maintain a nat- 1185

ural and fluid exchange. 1186

iii. Topic Control: Naturally managing 1187

topic shifts or maintaining conversa- 1188

tional focus as needed. 1189

iv. Clarification and Confirmation: Ac- 1190

tively seeking clarification when user 1191

instructions are unclear or its own un- 1192

derstanding is uncertain. 1193

(b) Error Handling & Adaptability: 1194

i. Self-Correction: Understanding and 1195

correcting previous responses when 1196

errors are pointed out by the user. 1197

ii. Response Stability and Self- 1198

Affirmation: Maintaining stable and 1199

appropriate responses when faced 1200

with user skepticism, contradiction, 1201

or uncooperative behavior (including 1202

adhering to correct information or 1203

conceding errors when appropriate). 1204

4. Security Assessment: Evaluating security 1205

vulnerabilities in the context of multi-turn dia- 1206
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logues.1207

5. Multilingual and Code-Switching Capabil-1208

ities: Assessing performance in multilingual1209

contexts and handling transitions between lan-1210

guages (code-switching).1211

6. Pragmatic and Cultural Competence1212

(a) Non-literal Comprehension: Understand-1213

ing non-literal expressions such as puns,1214

irony, humor, metaphors, and implica-1215

tures.1216

(b) Pragmatic Interaction Handling: Under-1217

standing and naturally participating in1218

specialized interactional forms (e.g., rap1219

battles, fast-paced dialogues, scripted1220

performances, language games).1221

(c) Cultural Adaptation: Recognizing and1222

adapting to communication etiquette,1223

value preferences, and linguistic styles1224

across different cultural backgrounds.1225

Tier 2: Paralinguistic Information Processing1226

This tier assesses the model’s capabilities related1227

to the interpretation and generation of non-lexical1228

vocal cues that convey emotional, attitudinal, and1229

pragmatic meaning. Such cues are known to sig-1230

nificantly modulate the interpretation of spoken1231

language (Scherer, 1986; Juslin and Scherer, 2003;1232

Schuller and Batliner, 2013).1233

1. Emotion Recognition & Regulation: Cor-1234

rectly identifying vocal emotions (e.g., happi-1235

ness, anger, fatigue, anxiety) and determining1236

contextually appropriate responses, if any.1237

2. Emotional Speech Synthesis & Control:1238

Simulating and synthesizing speech with vari-1239

ous emotions, including control over the type1240

and intensity of the expressed emotion.1241

3. Paralinguistic Feature Recognition: Inter-1242

preting prosodic elements such as speech rate,1243

stress, intonation, and pauses as cues for emo-1244

tional states or pragmatic intent.1245

4. Paralinguistic Feature Generation: Produc-1246

ing speech with appropriate prosody, stress,1247

and rhythm that aligns with semantic content1248

and conversational context.1249

5. Personalized Expressive Modeling: Imitat-1250

ing the distinctive expressive styles of specific1251

speakers (e.g., humorous, formal, measured,1252

animated).1253

Tier 3: Environmental Sound Processing This 1254

tier evaluates the model’s ability to perceive, in- 1255

terpret, and adapt to the broader acoustic environ- 1256

ment in which the interaction takes place. Effective 1257

human communication, and by extension human- 1258

machine communication, often depends on contex- 1259

tualizing speech within its acoustic scene (Breg- 1260

man, 1990; Virtanen et al., 2018). 1261

1. Environmental Sound Perception & Adap- 1262

tation: Identifying and adapting to variations 1263

in background noise, reverberation, and far- 1264

field acoustic conditions. 1265

2. Multi-Party Interaction Tracking: Follow- 1266

ing speaker turns, topic flow, and interaction 1267

dynamics in conversations involving multiple 1268

participants, including appropriate timing for 1269

speech initiation/switching. 1270

3. Handling Special Speech Styles: Adapting 1271

to and processing unconventional or perfor- 1272

mative speech styles (e.g., highly stylized de- 1273

liveries, participation in scripted interactions). 1274

The pairwise survey (see Table 11 and the im- 1275

portance chain) highlighted the significance of di- 1276

mensions such as Long-Term Conversational Mem- 1277

ory, Long-Term Instruction Following, Semantic 1278

Disambiguation, Logical Reasoning, Error Correc- 1279

tion, and Dialogue Management. These empirically 1280

prioritized areas are comprehensively embedded 1281

within the detailed sub-dimensions of the Semantic 1282

Information Processing tier. Similarly, the impor- 1283

tance of acoustic awareness (e.g., Ambient Sound 1284

Perception) and emotional understanding (Emotion 1285

Recognition) from the survey are directly addressed 1286

in Tiers 2 and 3. This structured framework, rooted 1287

in both empirical user preferences and established 1288

scientific distinctions in the study of language and 1289

speech, thus ensures a thorough evaluation of S2S- 1290

LLMs. 1291

A.1.3 Methodological Soundness and 1292

Rationale 1293

The design of MTalk-Bench, encompassing both 1294

the selection of communication scenarios and the 1295

definition of evaluative capability dimensions, was 1296

underpinned by a commitment to methodologi- 1297

cal soundness, user-centered principles, and data- 1298

driven decision-making. This approach ensures the 1299

benchmark’s relevance, comprehensiveness, and 1300

robustness for evaluating Speech-to-Speech Large 1301

Language Models (S2S-LLMs). 1302
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For the selection of communication scenar-1303

ios, the process commenced with an extensive re-1304

view of interdisciplinary literature to identify a1305

broad spectrum of real-world communication con-1306

texts. This foundational work was followed by1307

a pairwise arena-style survey, a technique recog-1308

nized for its efficacy in eliciting robust user prefer-1309

ences and mitigating biases inherent in direct rating1310

scales (Bradley and Terry, 1952; David, 1963; Thur-1311

stone, 1927). The resultant pairwise preference1312

data was systematically transformed into a directed1313

preference graph, from which a globally ranked1314

chain of scenarios was derived using transitive1315

logic. This empirical ranking directly informed the1316

subsequent rational consolidation process, where1317

high-ranking and thematically related scenarios1318

were grouped to form a diverse yet manageable1319

set of nine core scenarios for MTalk-Bench. This1320

two-stage process—fine-grained, data-driven pref-1321

erence elicitation followed by principled, literature-1322

informed consolidation—ensures that the selected1323

scenarios are not only user-validated in terms of1324

perceived relevance for S2S-LLM interaction but1325

also pragmatically structured for comprehensive1326

benchmark coverage.1327

Similarly, the definition of capability dimen-1328

sions adopted a multi-faceted approach. It began1329

with an aggregation of communication capability1330

demands identified from established research in1331

sociology, linguistics, HCI, and current S2S-LLM1332

studies. A second arena-style survey was then de-1333

ployed to empirically determine the relative im-1334

portance of these candidate capabilities from a1335

user perspective, yielding a data-backed capabil-1336

ity importance chain. Crucially, these empirically1337

identified user priorities were then integrated with1338

established theoretical frameworks from linguis-1339

tics (Chomsky, 1965; Levelt, 1989), semantics and1340

pragmatics (Grice, 1975; Kamp, 1981; Jurafsky1341

and Martin, 2000), and speech science (Ladefoged1342

and Maddieson, 1996; Scherer, 1986) to construct1343

a comprehensive three-tiered evaluation framework1344

(Semantic Information Processing, Paralinguistic1345

Information Processing, and Environmental Sound1346

Processing). This hierarchical structure, with de-1347

tailed sub-dimensions grounded in recognized sci-1348

entific distinctions (e.g., (Mann and Thompson,1349

1988; Grosz and Sidner, 1986; Ekman, 1992; Juslin1350

and Scherer, 2003; Bregman, 1990; Virtanen et al.,1351

2018)), provides a systematic and nuanced means1352

of assessing S2S-LLM performance.1353

Overall, the methodological framework em-1354

ployed for MTalk-Bench emphasizes transparency 1355

and reproducibility. By grounding the design 1356

choices in both quantitative user preference data 1357

and established academic theory, we have strived 1358

to move beyond arbitrary heuristics. This ensures 1359

that MTalk-Bench is not only robust and compre- 1360

hensive but also possesses strong ecological valid- 1361

ity, reflecting both real-world interaction patterns 1362

and scientifically pertinent evaluative criteria. The 1363

resulting benchmark is therefore well-positioned 1364

to drive meaningful advancements in the develop- 1365

ment of S2S-LLMs that are effective, versatile, and 1366

aligned with human communicative needs (Kuni- 1367

avsky, 2002). 1368

A.2 Dialogue Instance Generation Details 1369

This appendix provides a detailed technical expla- 1370

nation of the methodologies employed for generat- 1371

ing the dialogue instances that constitute the MTalk- 1372

Bench datasets. These datasets are designed to eval- 1373

uate multimodal dialogue systems across semantic- 1374

level, paralinguistic-level, and environment-aware 1375

dimensions. 1376

A.2.1 Focus-Semantics Dialogue Dataset 1377

Construction 1378

The construction of the Focus-Semantics Dialogue 1379

Dataset involved a synergistic approach combining 1380

scripted generation with LLMs and subsequent hu- 1381

man refinement to ensure data quality, relevance, 1382

and balanced coverage of evaluation dimensions. 1383

The generation process utilized three distinct 1384

scripts: 1385

1. Script 1 (Dialogue Generation): This script 1386

employed Claude 3.5 Sonnet to generate the 1387

initial dialogue instances. The inputs to this 1388

script specified the desired dialogue scenario, 1389

the primary semantic evaluation dimension 1390

to be tested (e.g., contextual understanding, 1391

knowledge integration, complex instruction 1392

following), and the target number of turns for 1393

the conversation. A crucial constraint embed- 1394

ded in the prompt for this script was to ensure 1395

that the model’s response in the final turn was 1396

contingent upon information or context es- 1397

tablished in earlier turns. This design choice 1398

explicitly aims to differentiate the benchmark 1399

from single-turn evaluation tasks, emphasiz- 1400

ing multi-turn reasoning capabilities. 1401

2. Script 2 (Dimension Labeling): Following 1402

the generation of dialogue instances, a sec- 1403
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ond script, also utilizing Claude 3.5 Sonnet,1404

was applied. This script’s function was to la-1405

bel each generated multi-turn dialogue for the1406

presence of each of the six major semantic-1407

level evaluation dimensions. This step pro-1408

vided a comprehensive annotation of the ca-1409

pabilities potentially testable within each dia-1410

logue.1411

3. Script 3 (Primary Dimension Inference):1412

The third script, leveraging Gemini 2.0 Flash,1413

was tasked with inferring the primary evalu-1414

ation dimension for each dialogue. This in-1415

ference was based on the comprehensive set1416

of labels produced by Script 2. The output1417

of this script was a single primary dimension1418

deemed most prominent or testable within the1419

dialogue.1420

A critical step in the quality assurance process in-1421

volved comparing the primary dimension identified1422

by Script 3 with the originally intended primary1423

dimension specified as input to Script 1. Any in-1424

consistencies flagged during this comparison were1425

subjected to manual review by human annotators.1426

These annotators meticulously examined the dia-1427

logues to resolve discrepancies and ensure the as-1428

signed primary dimension accurately reflected the1429

dialogue’s core challenge.1430

Further human refinement was conducted to en-1431

hance the dataset’s overall quality. This involved:1432

• Ensuring the dialogue flowed naturally and1433

coherently from a human perspective.1434

• Verifying that the designated primary capabil-1435

ity was clearly and unambiguously testable1436

within the dialogue structure.1437

• Guaranteeing that every major semantic di-1438

mension had at least 10 valid, high-quality1439

samples. This was to ensure a balanced rep-1440

resentation and robust evaluation across all1441

targeted capabilities. This process sometimes1442

involved modifying existing dialogues or, if1443

necessary, generating new ones to meet the1444

quota for underrepresented dimensions.1445

This iterative process of LLM-based generation1446

and human-in-the-loop refinement is crucial for1447

creating datasets that are both scalable and reliable1448

for benchmarking advanced dialogue systems (Gao1449

et al., 2023b).1450

Figure 2 shows the complete pipeline for con-1451

structing focus-semantics dialogue dataset.1452

A.2.2 Focus-Paralinguistic Dataset 1453

Construction 1454

The Focus-Paralinguistic Dataset was derived from 1455

the refined Focus-Semantics Dialogue Dataset 1456

through a series of modifications and augmenta- 1457

tions. The goal was to create dialogue instances 1458

that specifically test a model’s ability to understand 1459

and generate paralinguistic cues. This dataset com- 1460

prises two primary subtypes: 1461

1. Understanding Input-Side Paralinguistic 1462

Signals: To evaluate the model’s perception 1463

and adaptation to paralinguistic information 1464

from the user, user utterances in the base se- 1465

mantic dialogues were augmented with ex- 1466

plicit metadata. This metadata included at- 1467

tributes such as speaker traits (e.g., age, gen- 1468

der, accent), vocal tone (e.g., sarcastic, em- 1469

pathetic, urgent), expressed emotion (e.g., 1470

joy, anger, sadness), and other relevant vocal 1471

characteristics. The model is then expected 1472

to interpret these signals and adjust its re- 1473

sponses accordingly. This approach aligns 1474

with methodologies for creating richer, more 1475

context-aware dialogue interactions (Perez 1476

et al., 2022). 1477

2. Generating Expressive Output Speech: 1478

This subtype focuses on the model’s ability 1479

to produce expressive and paralinguistically 1480

rich spoken responses. The original instruc- 1481

tions (or system prompts) associated with the 1482

base semantic dialogues were modified. These 1483

modifications explicitly required the model 1484

to generate responses that varied in terms of 1485

emotion, tone, speaking style (e.g., formal, ca- 1486

sual), or other specified paralinguistic features. 1487

The evaluation would then assess the appro- 1488

priateness and naturalness of the generated 1489

expressive speech. 1490

A.2.3 Focus-Environmental Sound Dataset 1491

Construction 1492

Similar to the paralinguistic dataset, the Focus- 1493

Environmental Sound Dataset was also derived 1494

from the base Focus-Semantics Dialogue Dataset. 1495

This dataset aims to evaluate the model’s robust- 1496

ness and adaptability in the presence of various 1497

environmental auditory cues. It includes three dis- 1498

tinct subtypes: 1499

1. Environmental Sound Understanding: To 1500

test the model’s adaptive comprehension in 1501
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Figure 2: The Benchmark Architecture

noisy or event-rich environments, background1502

sounds were programmatically inserted or de-1503

scribed within the dialogue context. Exam-1504

ples include common environmental sounds1505

such as a door knock, a ringing alarm, a pub-1506

lic address (PA) announcement, or ambient1507

noise like cafe chatter. The model is expected1508

to recognize or appropriately react to these1509

sounds if they are relevant to the dialogue con-1510

text. Methodologies for data augmentation1511

with background noise are common in robust1512

speech processing and can be extended to dia-1513

logue understanding (Schroeter et al., 2023).1514

2. Multi-speaker Interaction Understanding:1515

This subtype addresses the challenge of track-1516

ing and understanding conversations involv-1517

ing multiple participants. The input structure1518

of the base dialogues was modified to clearly1519

delineate utterances from different speakers.1520

This allows for the evaluation of the model’s1521

ability to maintain conversational coherence,1522

attribute statements correctly, and manage1523

turn-taking in a multi-party setting. Evalu-1524

ating dialogue systems in multi-speaker sce-1525

narios is crucial for real-world applicability1526

(Traum, 2008).1527

3. Stylized/Idiosyncratic Speech Comprehen-1528

sion: This subtype focuses on the model’s1529

capability to understand non-standard speech1530

patterns or stylized language. Dialogues were1531

modified to include special language patterns,1532

such as instances of crosstalk (e.g., simulated1533

comedic duets where speakers might inter-1534

rupt or speak over each other in a stylized1535

manner) or other forms of overlapping speech1536

and idiosyncratic expressions. This tests the1537

model’s robustness to deviations from clear,1538

single-speaker conversational norms. 1539

The systematic construction of these three 1540

datasets, with their specific focuses, allows for a 1541

comprehensive and granular evaluation of multi- 1542

modal dialogue systems’ capabilities beyond tradi- 1543

tional text-based semantic understanding. 1544

B ELO Scores 1545

B.1 MTalk Arena platform 1546

The MTalk Arena planform is shown in Figure 3 1547

B.2 The Detailed Computation Procedure for 1548

ELO 1549

To obtain a comparative ranking of S2S models 1550

in the S2S-Arena framework, we adopt an Elo rat- 1551

ing system, originally developed for chess ranking, 1552

to aggregate results from pairwise model compar- 1553

isons. Below we describe the detailed computation 1554

process. 1555

Initialization 1556

Each model is assigned an initial Elo score of 1000. 1557

The Elo score will be updated based on the out- 1558

comes of pairwise comparisons. 1559

Pairwise Comparison Setup 1560

Let model A and model B be compared on the 1561

same evaluation instance. Each pair receives one 1562

of the following outcomes based on human or LLM 1563

judgment: 1564

• A wins over B: SA = 1, SB = 0 1565

• B wins over A: SA = 0, SB = 1 1566

• Tie: SA = 0.5, SB = 0.5 1567
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Score Update Rule1568

Let RA and RB denote the current Elo scores of1569

models A and B, respectively. The expected win1570

probability for A is computed as:1571

EA =
1

1 + 10(RB−RA)/400
, EB = 1− EA1572

The Elo scores are then updated using:1573

R′
A = RA+K(SA−EA), R′

B = RB+K(SB−EB)1574

where K is a constant controlling the update rate.1575

We use K = 32 in our experiments, following1576

common practice in Elo-based evaluation systems.1577

Aggregation and Ranking1578

The final Elo score of each model is computed1579

after all pairwise comparisons are completed across1580

evaluation instances. Models are then ranked in1581

descending order of their final Elo scores.1582

Stability and Variance1583

To estimate variance and ensure ranking robust-1584

ness, we conduct bootstrapping across evaluation1585

instances. Elo scores are recomputed over multiple1586

resampled subsets to derive confidence intervals,1587

as reported in the main results.1588

B.3 Prompt for LLM-as-Judge1589

We explore two use cases of large language models1590

(LLMs) as automated judges for evaluating speech-1591

to-speech model outputs. Prompts are designed1592

to elicit fair, fine-grained, and dimension-specific1593

judgments. The prompts are presented in the form1594

of structured instructions and are passed to the1595

LLM alongside transcript content and scoring crite-1596

ria. Below we provide examples for both scenarios1597

used in our study.1598

(a) Multi-turn Arena-style Judgment1599

In this setting, the LLM acts as a judge for pairwise1600

comparisons, following the same turn-by-turn eval-1601

uation scheme as human annotators in the MTalk-1602

Arena platform. It is asked to compare two model-1603

generated transcripts based on a specified evalua-1604

tion dimension (e.g., semantic understanding, par-1605

alinguistic cues, or environmental awareness), and1606

to select the better response or indicate a tie. Fig-1607

ure 4 shows the full prompt template used for this1608

task.1609

(b) Judgment on Enriched Inputs with 1610

Paralinguistic or Environmental Features 1611

We further instruct LLMs to evaluate how ef- 1612

fectively a model incorporates non-verbal ele- 1613

ments—such as emotional tone, prosody, or am- 1614

bient noise—into its responses. These prompts 1615

explicitly highlight the presence of auxiliary cues 1616

and ask the LLM to assess expressiveness, realism, 1617

and contextual appropriateness. Figure 5 presents 1618

the prompt used for this task. 1619

C Statistical Definitions and Inference 1620

Methods 1621

We define below the metrics and statistical tests 1622

used for analyzing position and length biases in 1623

S2S model preferences. 1624

1. Preference Rate (TPR, BPR, LPR, SPR) 1625

For a given preference condition (e.g., top position), 1626

we define the preference rate as: 1627

Preference Rate =
npreferred

N
1628

where npreferred is the number of times the pre- 1629

ferred category (e.g., top or long) is selected, and 1630

N is the total number of evaluation instances. 1631

2. Bias Score (Difference in Preference) 1632

To quantify directional bias, we compute the dif- 1633

ference in preference rates between two competing 1634

categories: 1635

∆bias = p1 − p2 1636

where p1 and p2 are the preference rates for the 1637

two categories, such as top vs. bottom (for position 1638

bias) or long vs. short (for length bias). A positive 1639

∆bias indicates a bias towards category 1. 1640

3. Confidence Interval (Wilson Score) 1641

The 95% confidence interval for a preference rate 1642

p = x
n is calculated using the Wilson Score Inter- 1643

val: 1644

p̂ =
x+ z2

2

n+ z2
, z = 1.96 1645

half-width =
z ·

√
x(n−x)

n + z2

4

n+ z2
1646

CI95% = p̂± half-width 1647
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This interval is more accurate than the normal1648

approximation, especially when p is near 0 or 1 or1649

when n is small.1650

4. Permutation Test for Significance of Bias1651

To assess whether the observed bias ∆obs is sta-1652

tistically significant, we conduct a non-parametric1653

permutation test:1654

1. Combine all preference labels (e.g., “top” and1655

“bottom”) into a single set of size N .1656

2. Randomly shuffle the labels and reassign them1657

into two groups of sizes n1 and n2.1658

3. For each permutation i ∈ {1, . . . ,M}, com-1659

pute the permuted bias score:1660

∆(i) = p̂
(i)
1 − p̂

(i)
21661

4. Estimate the two-tailed p-value:1662

p =
1

M

M∑
i=1

I
(∣∣∣∆(i)

∣∣∣ ≥ |∆obs|
)

1663

where I(·) is the indicator function, and M is1664

the number of permutations (e.g., 10,000).1665

If p < 0.05, we consider the observed bias sta-1666

tistically significant.1667

D Evaluation Models1668

• GPT-4o-realtime6: A multimodal model1669

developed by OpenAI, supporting real-time1670

speech-to-speech interaction with expressive1671

prosody and perception capabilities.1672

• GLM-4-Voice-9B7: An open-source end-to-1673

end S2S model developed by Zhipu AI and1674

Tsinghua University, optimized for bilingual1675

multi-turn speech interaction.1676

• Qwen2.5-Omni-7B8: A fully multimodal1677

model from Alibaba Cloud capable of pro-1678

cessing and generating audio, text, image, and1679

video, supporting real-time dialogue.1680

6Accessed via OpenAI API in May 2025. https://
openai.com/index/hello-gpt-4o

7Version v1.0, released April 2025. https://
github.com/THUDM/GLM-4-Voice

8Released May 2025. https://www.alibabacloud.com/
blog/alibaba-cloud-releases-qwen2-5-omni-7b-an-
end-to-end-multimodal-ai-model_602095

• LLaMA-Omni29: A speech-augmented vari- 1681

ant of Meta’s LLaMA model, extended for 1682

conversational audio tasks. 1683

• Westlake-Omni10: A multimodal conver- 1684

sational model designed for prosodic and 1685

emotion-aware speech interaction, developed 1686

by Westlake University. 1687

E Annotator Characteristics, AI Usage, 1688

and Artifact Information 1689

Annotator Characteristics 1690

All annotation tasks in this study were performed 1691

by individuals with the following characteristics: 1692

• Affiliation: All annotators were undergradu- 1693

ate students at the time of participation. 1694

• Language Proficiency: Each annotator had 1695

an IELTS score of 6.5 or above, indicating 1696

strong English reading and comprehension 1697

skills. 1698

• Training: Annotators received standardized 1699

instructions and examples prior to the annota- 1700

tion process to ensure consistency and accu- 1701

racy. 1702

AI Usage Statement 1703

Artificial intelligence tools were used during the 1704

writing process of this paper to assist with language 1705

refinement and structural organization. However, 1706

we affirm the following: 1707

• All research data were collected and processed 1708

by human researchers. 1709

• All annotations, analyses, and conclusions 1710

were independently produced by the authors. 1711

• The use of AI did not influence the substantive 1712

content of the study and served solely as a 1713

writing aid. 1714

Ethical Considerations and Artifact 1715

Information 1716

Potential Risks. This work does not pose signifi- 1717

cant foreseeable risks. However, as with any bench- 1718

mark, there is potential for misuse, such as drawing 1719

9Accessed from ICT NLP Lab GitHub repository, May
2025. https://github.com/ictnlp/LLaMA-Omni

10Model details and resources available via Westlake Uni-
versity, accessed May 2025. https://westlake.edu.cn

21

https://openai.com/index/hello-gpt-4o
https://openai.com/index/hello-gpt-4o
https://github.com/THUDM/GLM-4-Voice
https://github.com/THUDM/GLM-4-Voice
https://www.alibabacloud.com/blog/alibaba-cloud-releases-qwen2-5-omni-7b-an-end-to-end-multimodal-ai-model_602095
https://www.alibabacloud.com/blog/alibaba-cloud-releases-qwen2-5-omni-7b-an-end-to-end-multimodal-ai-model_602095
https://www.alibabacloud.com/blog/alibaba-cloud-releases-qwen2-5-omni-7b-an-end-to-end-multimodal-ai-model_602095
https://github.com/ictnlp/LLaMA-Omni
https://westlake.edu.cn


unfair comparisons or relying excessively on auto-1720

mated metrics without human judgment.1721

Use or Creation of Scientific Artifacts. We in-1722

troduce and release scientific artifacts, including1723

a benchmark dataset, evaluation scripts, and anal-1724

ysis tools, to support reproducibility and further1725

research.1726

License for Artifacts. All artifacts are made avail-1727

able under an open-source license (e.g., CC BY 4.01728

or MIT), allowing use, modification, and redistri-1729

bution with appropriate credit.1730

Consistency with Intended Use. The released1731

artifacts are intended strictly for research and edu-1732

cational purposes. Commercial use or deployment1733

in high-stakes settings without further validation is1734

not encouraged.1735

Data Safety and Sensitivity. The dataset does not1736

contain personally identifiable information (PII) or1737

deliberately offensive content. Still, as it includes1738

model-generated dialogue, users should exercise1739

caution and perform content screening as neces-1740

sary.1741

Documentation. Comprehensive documentation1742

is provided for all artifacts, covering data schema,1743

usage instructions, and evaluation guidelines to1744

ensure transparency and facilitate adoption by the1745

community.1746

Figure 3: The MTalk-Arena human evaluation interface. An-
notators compare model responses across multiple dialogue
turns based on a selected evaluation dimension (e.g., seman-
tic, paralinguistic, or environmental). Feedback is collected
anonymously and used for Elo ranking updates.
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[System]
Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question in a
multi-turn dialog displayed below. You should choose the assistant that follows the user's instructions and answers the user's
question better. Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity,  
and level of detail of their responses. Avoid any position biases and ensure that the order in which the responses were presented
does not influence your decision. Do not allow the length of the responses to influence your evaluation. Be as objective as
possible. Only answer with "Model 1" or "Model 2".  
Respond in JSON format like this:
```json
{
    "answer": (your answer)
}
```

[User Prompt]
Round 1:
User: [User's question]
Model 1: [Model 1's Answer]
Model 2: [Model 2's Answer]
Round 2:
User: [User's question]
Model 1: [Model 1's Answer]
Model 2: [Model 2's Answer]
(Optional) Round 3:
```

Based on the conversation, choose which model performed better (Model 1 or Model 2).

Figure 4: Prompt template used for LLM-based pairwise comparison in Arena-style evaluation. The LLM receives structured
dialogue history and evaluates responses based on a selected dimension.
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You are an expert evaluator assessing a speech-to-speech language model’s ability to understand and respond to paralinguistic
cues (emotion, tone, speaking rate, volume, speaker style) in multi-turn spoken conversations.

## Input Audio Structure:
Each test sample includes two versions of a dialogue between a user and the model, presented as concatenated audio:
1. Base Dialogue (Semantic-only input) – user utterances contain only neutral, text-level semantic information:
- User turn 1 audio
- Model turn 1 audio
- User turn 2 audio
- Model turn 2 audio
- (Optional) User turn 3 audio
- (Optional) Model turn 3 audio

2. Modified Dialogue (Paralinguistic-enhanced input) – user utterances include paralinguistic features like emotion, hesitation,
loudness, etc.:
- User turn 1 audio (with paralinguistic cues)
- Model turn 1 audio
- User turn 2 audio (with paralinguistic cues)
- Model turn 2 audio
- (Optional) User turn 3 audio
- (Optional) Model turn 3 audio

## Your Task:
1. Listen to both the Base and Modified dialogues (2–3 turns each).
2. Assume the model’s response quality for the Base dialogue is fixed at 5 out of 10.
3. Evaluate the Modified dialogue, focusing on whether the model uses paralinguistic input to produce better, worse, or
unchanged responses.
4. Assign a score from 0 to 10, and provide a brief  justification.

## Evaluation Criteria:
Assess the Modified responses using the following dimensions:
1. Semantic Appropriateness
- Is the model still accurately understanding and responding to the user's intent?
2. Paralinguistic Awareness
- Does the model recognize paralinguistic information, including emotional or tonal cues (e.g., anger, sadness, hesitation)?
- Does it adjust its prosody, wording, or strategy appropriately in response?
3. Conversational Strategy
- Does the model improve user experience through empathy, reassurance, or dynamic response strategies?
- Is the response more natural, human-like, or contextually sensitive?
## Scoring Guide:
- 8–10: Strong, meaningful improvement using paralinguistic cues
- 6-7: Noticeable enhancement with some adaptive behavior
- 5: No meaningful change from Base response
- 3–4: Weak or inaccurate handling of paralinguistics 
- 0–2: Misinterpretation leading to harmful or inappropriate response
## Output Format (required):
You must respond in JSON format like this:
```json
{
 "score": X,
 "justification": "Explain your score using all three criteria: semantic understanding, paralinguistic awareness, and
conversational strategy."
}
```

Figure 5: Prompt used for evaluating paralinguistic or environmental integration. The LLM is guided to assess expressive
features beyond semantic content.
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