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Abstract

The ability to recognise emotions lends a001
conversational artificial intelligence a human002
touch. While emotions in chit-chat dialogues003
have received substantial attention, emotions004
in task-oriented dialogues have been largely005
overlooked despite having an equally impor-006
tant role, such as to signal failure or success.007
Existing emotion-annotated task-oriented cor-008
pora are limited in size, label richness, and009
public availability, creating a bottleneck for010
downstream tasks. To lay a foundation for stud-011
ies on emotions in task-oriented dialogues, we012
introduce EmoWOZ, a large-scale manually013
emotion-annotated corpus of task-oriented di-014
alogues. EmoWOZ is based on MultiWOZ, a015
multi-domain task-oriented dialogue dataset. It016
contains more than 11K dialogues with more017
than 83K emotion annotations of user utter-018
ances. In addition to Wizard-of-Oz dialogues019
from MultiWOZ, we collect human-machine020
dialogues within the same set of domains to021
sufficiently cover the space of various emo-022
tions that can happen during the lifetime of023
a data-driven dialogue system. To the best of024
our knowledge, this is the first large-scale open-025
source corpus of its kind. We propose a novel026
emotion labelling scheme, which is tailored027
to task-oriented dialogues. We report a set of028
experimental results to show the usability of029
this corpus for emotion recognition and state030
tracking in task-oriented dialogues.031

1 Introduction032

Incorporating human intelligence into conversa-033

tional artificial intelligence (AI) has been a chal-034

lenging and long-term goal (Picard, 1997). Emo-035

tional intelligence, defined as the ability to regu-036

late, perceive, assimilate, and express emotions, is037

a key component of general intelligence (Mayer038

et al., 1999). Such emotion awareness can help the039

conversational AI generate more emotionally and040

semantically appropriate responses (Zhou et al.,041

2017).042

Dialogue systems generally fall into two classes. 043

Task-oriented systems converse with users to help 044

complete tasks. Chit-chat systems are set up to 045

mimic the unstructured conversations or ‘chats’ 046

characteristic of human-human interaction (Juraf- 047

sky and Martin, 2009). Chat-oriented systems are 048

typically modelled in a supervised fashion with 049

large available corpora (Vinyals and Le, 2015). In 050

contrast, task-oriented systems track the user goal 051

throughout the dialogue and a policy is typically 052

trained via some form of reinforcement learning 053

to conduct dialogue towards successful goal com- 054

pletion (Young, 2002). Moreover, the scope of the 055

dialogue can also be extended during this process, 056

e.g. by adding new domains to the dialogue sys- 057

tem (Madotto et al., 2020) . Consequently, the dis- 058

tribution of data from which a task-oriented system 059

learns can change. 060

Task-oriented dialogues and chit-chat dialogues 061

contain different nuances of emotion due to emo- 062

tions having inherently different roles. Chit-chat 063

dialogues is a means to express emotion. Speak- 064

ers may discuss emotional experiences (Li et al., 065

2017), or topics that induce emotions such as news 066

broadcasts (Lubis et al., 2017). In task-oriented 067

dialogues, emotion is centred around the user goal, 068

making it more contextual and subtle. Therefore, 069

besides inferring emotional states from dialogue 070

utterances, an agent also needs to reason about 071

emotion-generating situations (Poria et al., 2021). 072

Substantial research efforts in emotion recogni- 073

tion in conversations (ERC) have been invested in 074

chit-chat dialogues. There are several public ERC 075

corpora containing chit-chat dialogues (Li et al., 076

2017; Poria et al., 2018; Zahiri and Choi, 2017) 077

and dialogue-like data (Zhou and Wang, 2017). 078

These corpora can tremendously accelerate the 079

building of emotional chatbots using data-driven 080

approaches (Zhou et al., 2017). In task-oriented 081

dialogues, emotions are equally important but have 082

been largely overlooked. Existing corpora are small 083
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in size, and labels are limited to sentiment polarity.084

This creates a bottleneck for downstream tasks.085

In this work, we present EmoWOZ, a large-086

scale manually labelled corpus for emotion in task-087

oriented dialogues. EmoWOZ is derived from Mul-088

tiWOZ (Budzianowski et al., 2018), one of the089

largest multi-domain corpora and the benchmark090

dataset for various dialogue modelling tasks, from091

dialogue state tracking (Heck et al., 2020b) to pol-092

icy optimisation (Zhao et al., 2019). We also col-093

lected and annotated human-machine dialogues as094

a complement. Our contributions are as follows:095

• We construct a corpus containing task-oriented096

dialogues with emotion labels, comprising more097

than 11K dialogues and 83K annotated user utter-098

ances. To the best of our knowledge, this is the099

first large-scale open-source corpus & code for100

emotion recognition in task-oriented dialogues.101

• We propose a novel labelling scheme, contain-102

ing 7 emotion classes, adapted from the Ortony,103

Clore and Collins (OCC) model (Ortony et al.,104

1988), specifically tailored to capture a spectrum105

of emotions in relation to user goals in task-106

oriented dialogue.107

• We report a series of emotion recognition base-108

line results to show the usability of this corpus.109

We also empirically show that the emotion labels110

can be used to improve the performance of other111

task-oriented dialogue system modules, in this112

case, a dialogue state tracker (DST).113

2 Related Work114

2.1 Emotion Models115

Within the area of affective computing, emotion116

models are commonly grouped into two types: di-117

mensional models and categorical models.118

Dimensional models describe emotions as a119

combination of values across a set of dimensions.120

The longest established dimensions are valence121

and arousal, as proposed by Russell (1980) in the122

circumplex model of emotion. Valence measures123

the positivity, while arousal measures the activa-124

tion. Happiness, for example, is an emotion with125

positive valence and high activation. Additional126

dimensions, namely dominance and expectancy127

(Fontaine et al., 2007), have also been proposed to128

further describe and distinguish complex emotions.129

Categorical models group emotions into dis-130

tinct categories. The “Big six” theory is one of131

the most well-known theories on universal emo-132

tions. Based on studies of facial expressions, Ek-133

man (1992) proposed six basic human emotions 134

which are influenced neither by culture nor other 135

social influences: happiness, anger, sadness, dis- 136

gust, fear, surprise. Parrott (2001) conceptualised 137

over a hundred emotions into a tree-structured list 138

and identified six primary emotions from it. 139

Ortony et al. (1988) proposed the Ortony, Clore 140

and Collins (OCC) emotion model, which is explic- 141

itly developed for implementation in computers. In 142

the OCC model, 22 emotion types are described 143

as a valenced reaction to one of three cognitive 144

elicitors: consequences of events, actions of agents, 145

or aspects of objects. For example, dissatisfied is 146

specified as disapproving of someone else’s blame- 147

worthy action. These cognitive aspects are in line 148

with the cognitive process of a computational agent, 149

making the OCC model suitable for building emo- 150

tional artificial agents. However, the use of this 151

model for dialogue agents is not yet wide-spread. 152

Although there are corpora with real-valued an- 153

notation of multiple emotion dimensions (Preoţiuc- 154

Pietro et al., 2016; Buechel and Hahn, 2017), re- 155

searchers often focus on the valence dimension 156

and annotate with discrete classes (Socher et al., 157

2013), often called sentiment polarity. Emotion 158

datasets also consider emotions from various cate- 159

gorical models in the annotation scheme (Li et al., 160

2017; Poria et al., 2018), but some datasets create a 161

unique set of domain-specific labels. For instance, 162

Zhou and Wang (2017) leverage common emojis 163

in social media posts. The Topical-Chat dataset 164

(Gopalakrishnan et al., 2019) introduces curious to 165

dive deeper in addition to other basic emotions. 166

As most corpora are not annotated by experts 167

(see Table 1), emotion labels from everyday vocab- 168

ulary provide more accessibility to crowd-source 169

the annotation task. In this work, we propose to 170

adapt the OCC model and map it into a novel set 171

of 7 emotions. We aim for this scheme to capture 172

the cognitive context of emotions while retaining 173

the simplicity of labels that facilitate large-scale 174

crowd-sourcing of emotion annotations. 175

2.2 Emotion Dialogue Datasets 176

Most existing ERC datasets focus on chit-chat di- 177

alogue. Chit-chat dialogue lends itself well to af- 178

fective computing research due to its open-domain 179

set-up, where conversations are often rich in emo- 180

tion. One of the largest such corpora is DailyDi- 181

alog (Li et al., 2017), which contains conversa- 182

tions between English learners on various topics 183
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Metric DailyDialog MELD EmoryNLP DSTC1 SentiVA TML EmoWOZ(Ours)
Dialogue type Chit-chat Task-oriented
# Dialogues 13,118 1,433 897 50 1,282 3,496 11,434
Total # turns 102,979 13,708 12,606 517 35,267 68,216 167,260
# Unique tokens 26,364 8052 8441 199 - - 28,417
Avg. turns / dialogue 7.9 9.6 14.1 10.3 27.5 19.5 14.63
Avg. tokens / turn 14.6 10.4 14.3 2.3 - - 12.78
Label type Emo Sent, Emo Sent, Emo Sent Sent Sent Sent, Emo
# Classes 7 3 and 7 3 and 7 3 3 5 3 and 7
# Annotations 102,879 13,708 12,606 517 35,267 68,216 83,630
# Annotators / turn 3 3 4 - 3 2 3
Expert Annotator? Yes No No - No No No
Agreement 0.789 0.43 0.14 - 0.8 0.79 0.602
Open-sourced? Yes Yes Yes Yes No No Yes

Table 1: Comparison of our corpus to similar corpora. Values in bold indicate the best value for each metric. For
label type, “Emo” stands for emotion categories and “Sent” stands for sentiment polarities. DSTC1, SentiVA, and
TML refer to works by Shi and Yu (2018), Saha et al. (2020), and Wang et al. (2020), respectively.

ranging from relationships to money. Other simi-184

lar datasets include EmoryNLP (Zahiri and Choi,185

2017) and MELD (Poria et al., 2018). They contain186

multi-party dialogues from the TV show Friends.187

TV recordings in talk show format have also been188

utilised to collect emotion-rich and topic-specific189

dialogues (Lubis et al., 2015). Unfortunately, exist-190

ing data suitable for task-oriented corpora, such as191

customer service chat logs, are typically not within192

the public domain.193

There also exist a few corpora concerning the194

affective aspect of task-oriented dialogues. Wang195

et al. (2020) proposed a large-scale sentiment clas-196

sification corpus containing customer service di-197

alogues in Chinese. However, this dataset is not198

publicly available. Saha et al. (2020) annotated dia-199

logues from bAbI (Bordes and Weston, 2016) with200

sentiment for policy optimisation. These dialogues201

are machine-generated, which may not match real202

human emotions well. In a similar spirit, Shi and203

Yu (2018) annotated the DSTC1 dataset with user204

sentiment. Unfortunately, containing only 50 dia-205

logues, the dataset is very limited in terms of cov-206

erage. To summarise, existing corpora are either207

limited in size or not publicly available, limiting fur-208

ther works on emotions in task-oriented dialogue209

systems. Furthermore, sentiment annotations over-210

look the effect of goals on users’ emotional states211

and may not sufficiently capture emotional nuances212

in task-oriented dialogues.213

3 Dataset Construction214

3.1 Task-oriented Dialogues215

MultiWOZ: Our dataset covers the entirety of Mul-216

tiWOZ, which was constructed using the Wizard-217

of-Oz framework (Kelley, 1984). Each dialogue218

was completed by two workers, each acting as the 219

user or the operator, to achieve specified goals such 220

as information retrieval or making reservations. 221

There are 7 domains in total. A single dialogue 222

or even a single turn can span multiple domains. 223

Complementary Dialogues: Most dialogues 224

in MultiWOZ are successful, potentially creating 225

a biased emotion coverage towards positive emo- 226

tions. However, it is necessary for EmoWOZ to 227

cover a variety of dialogues, since, during the life 228

span of a data-driven task-oriented dialogue system, 229

the distribution of emotions may change. We also 230

envisage emotions be used as learning signal for 231

dialogue system optimisation. It is thus crucial for 232

emotion estimators to learn from both failed and 233

successful dialogues. To cover negative emotions 234

in failed dialogues, we complement MultiWOZ 235

with human-machine dialogues from a sub-optimal 236

policy (DialSoP). Instead of instructing human wiz- 237

ards to make machine-like mistakes, we let subjects 238

directly interact with a sub-optimal policy, which, 239

we believe, elicits more genuine reactions. 240

We trained a policy in a supervised fashion on 241

MultiWOZ and achieved a task success rate of 55% 242

when evaluated with the ConvLab-2 (Zhu et al., 243

2020) rule-based user simulator. Similar to Li 244

et al. (2020), the policy uses a recurrent neural 245

network (RNN) based model to produce multiple 246

actions in a single turn, followed by the ConvLab- 247

2 template-based NLG module for response gen- 248

eration. We launched a dialogue interactive task 249

on Amazon Mechanical Turk, where workers are 250

asked to retrieve information by interacting with 251

the sub-optimal policy. Workers are not told to pur- 252

posely express anger to the system. To obtain more 253

diverse conversations, user feedback is used to fur- 254

ther train the policy using RL. However, the policy 255
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Elicitor Valence Conduct OCC Emotion Our Emotion Implication of User
Polite Satisfied, liking, appreciative Satisfied with the operator because the goal is fulfilled.

Positive
Impolite

Admiration, gratitude, love
Not applicable to the dataset

Polite Dissatisfied, disliking Dissatisfied with the operator’s suggestion or mistake.
Operator

Negative
Impolite

Reproach, anger, hate
Abusive Insulting the operator when the goal is not fulfilled.

Polite
Positive

Impolite
Pride, gratification Not applicable to the dataset

Polite Apologetic Apologising for causing confusion to the operator.
User

Negative
Impolite

Shame, remorse, hate
Not modelled Insulting the operator for no reason.

Polite Excited, happy, anticipating Looking forward to a good event (e.g. birthday party).
Positive

Impolite
Happy-for, gloating, love,
satisfaction, relief, joy Not applicable to the dataset

Polite Fearful, sad, disappointed Encountered a bad event (e.g. robbery).
Events,

facts
Negative

Impolite
Distress, resentment, hate, fears-
confirmed, pity, disappointment Not applicable to the dataset

Polite Neutral Describing situations and needs.
NA Neutral

Impolite
NA

Not modelled No emotion but rude (e.g. using imperative sentences).

Table 2: Comparison between the OCC model and our labelling scheme. Emotions that do not occur in our dataset
are marked as “not applicable to our dataset”. {User, negative, impolite} has too few instances and {neutral,
impolite} is not strong enough to be considered as abusive. They are therefore not modelled for now. For simplicity,
the emotion word in blue is used to represent each emotion category. The OCC model is illustrated in Appendix A.

remains sub-optimal throughout the data collection,256

reaching a final human-rated success rate of 73%.257

3.2 Emotion Annotation Scheme258

EmoWOZ focuses on user emotions rather than259

system ones. We believe recognising user emotions260

is the starting point for building emotion-aware261

task-oriented dialogue systems. We use the OCC262

model to arrive at specific emotion categories. For263

that, we consider the following aspects:264

1. Elicitor or cause: The OCC model defines265

three main elicitors of emotion: events, agents, and266

objects. In task-oriented dialogues, events describe267

the situation which brings the user to interact with268

the system. For example, a user may be looking269

for a hotel for an upcoming trip or asking for the270

police information after a robbery. Agents are par-271

ticipants of the dialogue: the user and the system.272

Objects are equal to entities being talked about in273

the dialogue, such as the recommended hotel or274

the nearest police station. In our dataset, an object275

is always associated with either the operator, who276

proposes it, or an event, which drives the need for it.277

For this reason, we do not consider the object as an278

elicitor alone. On the other hand, within the agent279

category, it is important to distinguish between the280

user and the system. Therefore, we arrive at three281

elicitors for our annotation scheme: 1) the system,282

2) the user, and 3) events (or facts).283

2. Valence: In essence, the OCC model de-284

scribes emotion as a valenced reaction towards an285

elicitor. Valence is a dimension which expresses286

the positivity or negativity of emotion. For exam-287

ple, successfully achieving a goal is likely to bring288

positive valence, while a misunderstanding with289

an agent is likely to cause negative valence. As290

EmoWOZ will demonstrate in a later section, va- 291

lence is highly related to task success or failure, 292

making it an important signal for a task-oriented 293

system. We distinguish neutral and emotional ut- 294

terances, and further separate emotional utterances 295

into those with negative and positive valence. 296

3. Conduct: Conduct is not a part of the OCC 297

model, but given the rising concern of how hu- 298

mans behave when interacting with virtual assis- 299

tants (Cercas Curry and Rieser, 2018), we decide 300

to include it. Conduct describes the politeness of 301

users and is usually associated with emotional acts. 302

Politeness can indicate the degree of valence. For 303

example, the user can express very strong dissatis- 304

faction through rudeness. It also helps distinguish 305

emotions such as those associated with apology or 306

abuse, which are both intrinsically negative. 307

Considering all combinations of these three as- 308

pects for annotation leads to a large number of 309

classes. When choosing the final set of classes we 310

were guided by whether or not a particular emotion 311

category occurs in the database and the potential 312

impact of that emotion category on the dialogue 313

policy. We also carried out several trials and con- 314

sidered the ease of communicating to the annotator 315

how to label such instances. We finally arrive at a 316

set of 6 non-neutral emotion categories: 317

An emotion elicited by the operator is defined 318

as satisfied if it is positive, and dissatisfied if it 319

is negative. Positive emotion caused by an event 320

gives us excited, and negative fearful. In terms of 321

negative emotions expressed towards the system, 322

we consider user conduct to distinguish between 323

dissatisfied and abusive, since they require very dif- 324

ferent responses from the system (Curry and Rieser, 325

2019). In terms of the negative emotions that users 326
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may direct toward themselves, we single out apolo-327

getic behaviours since it features in human-human328

information-seeking dialogues. Emotion categories329

and their attributes in the above-mentioned aspects330

and their relation to the original OCC model are331

shown in Table 2.332

3.3 Emotion Annotation Setup333

We crowd-source the emotion annotation on Ama-334

zon Mechanical Turk in a controlled manner. Work-335

ers are shown the dialogue history up to the utter-336

ance they are required to label. Each emotion cat-337

egory is followed by a list of emotion words that338

best fit into the category and an explanation. Each339

dialogue is annotated by three different workers.340

We also implement several measures to ensure the341

quality of the emotion labels:342

Qualification tests: The test contains fifteen343

questions, seven are straight-forward and eight are344

more complex. The test also serves as a tutorial.345

For difficult questions, hints are provided to guide346

the workers to identify implicit emotions and use347

contextual information (see Appendix B).348

Hidden tests: We pre-label more than 1000 ut-349

terances containing obvious emotions and use them350

as sanity checks. The hidden tests serve as an indi-351

cator of worker reliability. If a worker scores above352

80% on the hidden tests, we assume that the worker353

is reliable. Otherwise, the workers’ submission is354

subject to manual review.355

Review for outliers: We use a simple lexicon-356

based recogniser and manually annotate a small357

batch to have an estimate of the overall emotion358

distribution. If the label distribution in a worker’s359

submissions deviates substantially from our prior360

belief, we mark them for manual review.361

Annotation limit: We limit each worker to an-362

notate at most 500 dialogues to ensure a diversity363

of workers and to avoid that workers adapt to our364

approval policy. Overall, we had 215 workers, each365

annotating 160 dialogues on average.366

4 EmoWOZ Characteristics367

4.1 Linguistic Style368

Dialogues from MultiWOZ and DialSoP differ lin-369

guistically. As seen in Table 3, DialSoP has longer370

dialogues than MultiWOZ as it takes longer for the371

sub-optimal policy to accomplish user goals. Mean-372

while, users use simpler and shorter sentences when373

talking to a machine. Poor system performance and374

its unnaturalness discourage users to converse with375

it (see sample dialogues with annotations in Ap- 376

pendix C). We will analyse the impact of these dif- 377

ferences on emotion recognition in Section 5.1.3. 378

MultiWOZ DialSoP EmoWOZ
# Dialogues 10,438 996 11,438
# Unique tokens 27,833 3,133 28,417
Avg. turns / dialogue 13.7 24.3 14.6
Avg. tokens / user turn 11.6 5.7 10.6
Avg. unique user
tokens / dialogue 57.8 36.5 55.6

Table 3: Comparison of linguistic features in EmoWOZ.

4.2 Emotion Distribution 379

Emotion EmoWOZ MultiWOZ DialSoP
Count Prop. Count Prop. Count Prop.

Neutral 58,678 70.2% 51,417 71.9% 7,261 60.0%
Fearful 404 0.5% 385 0.5% 19 0.2%
Dissatisfied 5,053 6.0% 909 1.3% 4,144 34.2%
Apologetic 843 1.0% 838 1.2% 5 0.04%
Abusive 134 0.2% 46 0.1% 88 0.7%
Excited 991 1.2% 876 1.2% 115 1.0%
Satisfied 17,527 21.0% 17,053 23.8% 474 3.9%

Table 4: Count and prop(ortion) of emotion labels.

According to Table 4, the most common non- 380

neutral emotion in EmoWOZ is satisfied, followed 381

by dissatisfied. This is expected in task-oriented di- 382

alogues as users mainly express emotion in relation 383

to their goals. While MultiWOZ contains more neu- 384

tral utterances, it has a more diverse emotion distri- 385

bution than DialSoP. MultiWOZ contributes most 386

satisfied utterances whereas DialSoP contributes 387

most dissatisfied utterances. This is in line with 388

their respective dialogue-generating setup. 389

Sometimes users also express emotion to engage 390

or provoke the operator. MultiWOZ contains more 391

apologetic and less abusive utterances than Dial- 392

SoP, suggesting that users tend to be more polite 393

when talking to human operators. Dialogues from 394

MultiWOZ also contain more event-elicited emo- 395

tions than DialSoP. Users are more talkative when 396

conversing with human operators. Users may de- 397

scribe a miserable situation they were experiencing, 398

hoping to be helped and comforted. A human oper- 399

ator would naturally show empathy. In MultiWOZ, 400

the operator sometimes asks if the user is alright 401

when the user is looking for help from a robbery. 402

When talking to machines, users tend not to express 403

such chit-chat-style emotions due to the expected 404

incapability of the machine to reciprocate. This 405

indicates that an emotionally intelligent agent will 406

allow dialogues that are emotionally richer and 407

more nuanced, even in a task-oriented setting. 408
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4.3 Inter-annotator Agreement409

We measure the inter-annotator agreement by com-410

puting the Fleiss’ Kappa (Fleiss, 1971). The Fleiss’411

Kappa for EmoWOZ is 0.602, suggesting a substan-412

tial agreement. The Fleiss’ Kappa for MultiWOZ413

is 0.611, higher than 0.465 for DialSoP. Emotions414

in DialSoP are more challenging to annotate be-415

cause users express emotion less explicitly when416

they know the system does not react to emotions.417

Annotators often have to infer the user’s implicit418

emotions from dialogue history, for example, based419

on repetitions or misunderstanding.420

Figure 1: Confusion matrix of emotion annotations.

Among all utterances, 72.1% see a full agree-421

ment among three annotators, 26.4% see a partial422

agreement, and 1.5% see no agreement. The count423

of each case in each subset can be found in Ap-424

pendix D. Utterances for which no agreement is425

reached are resolved manually.426

Figure 1 illustrates the confusion matrix between427

annotators’ labels and the golden labels. Most dis-428

agreements occur between non-neutral emotions429

and neutral, as well as abusive and dissatisfied.430

This is reasonable as workers adopt different va-431

lence or impoliteness thresholds when they make432

decisions. There is also confusion among emotions433

with the same polarity but different causes. This434

suggests that workers may have different interpre-435

tations of the emotion elicitor. For example, a user436

may express sadness after the agent informed that437

there is no attraction meeting the user’s criteria.438

While the emotion is caused by the fact that there439

is no match, one can also argue that the operator440

failed to suggest alternative options.441

5 Experiment442

5.1 Emotion Recognition in Dialogue443

Emotion recognition aims to recognise emotion444

within an utterance. Unlike utterances in isola-445

tion, emotion recognition in dialogues is highly 446

contextual with respect to the dialogue history. To 447

take dialogue context into account, RNN models 448

or transformer models are typically used. As base- 449

lines, we compare two models originally developed 450

for chit-chat emotion recognition as well as a cou- 451

ple of BERT-based models. 452

5.1.1 Baselines 453

BERT (Devlin et al., 2018): BERT is used as the 454

utterance encoder. Each user turn is encoded in iso- 455

lation without any dialogue context. The [CLS] 456

token from a bert-base-cased model is used 457

as the feature representation, which is then fed into 458

a linear output layer for classification. 459

ContextBERT: The set-up is identical to that 460

of BERT, except that the entire dialogue history 461

and the current user utterance are concatenated to 462

form one long sequence. We add “User:” and 463

“System:” to mark the speaker of each turn. 464

DialogueRNN (Majumder et al., 2018): The 465

model combines gated recurrent units (GRUs) with 466

an attention mechanism to capture the long-term 467

trajectory of the dialogue. We experiment with us- 468

ing GloVe embeddings (Pennington et al., 2014) or 469

the [CLS] representation from BERT as input fea- 470

tures. When GloVe is used, a convolutional neural 471

network (CNN) layer is used as a feature extractor 472

to generate utterance representations. This CNN 473

layer is dropped when using BERT features. 474

COSMIC (Ghosal et al., 2020): This model 475

also combines GRUs with the attention mecha- 476

nism. In addition to utterance representations 477

from a pre-trained language model (LM), it supple- 478

ments input features with common-sense knowl- 479

edge extracted from a pre-trained commonsense 480

transformer model called COMET (Bosselut et al., 481

2019). Although the original paper uses RoBERTa 482

as input features, we found that BERT results in a 483

better sequence representation for emotion recog- 484

nition on our data. Therefore we use BERT as the 485

utterance encoder in our experiments. 486

5.1.2 Experimental Setup 487

We perform a recognition task on the 7 emotions 488

proposed in our annotation scheme. All models are 489

implemented in PyTorch (Paszke et al., 2019). For 490

COSMIC and DialogueRNN, we use the code pro- 491

vided by the respective papers. We include more de- 492

tails on the training hyperparameters of each model 493

in Appendix E. To split EmoWOZ into training, 494

validation, and testing sets, we keep the original 495
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Model Feature Ctx. F1 of Each Emotion in EmoWOZ EmoWOZ MultiWOZ DialSoP
Neu. Fea. Dis. Apo. Abu. Exc. Sat. MacF1 WgtF1 MacF1 WgtF1 MacF1 WgtF1

BERT BERT No 91.3 40.5 33.3 71.1 12.8 46.2 89.2 48.9 74.0 48.5 83.8 53.6 39.1
ContextBERT BERT Yes 92.7 35.6 62.2 61.8 25.3 45.7 88.7 53.2 79.9 48.7 83.3 58.8 71.2
DialogueRNN GloVe Yes 88.3 25.9 58.3 55.6 16.0 37.4 88.0 46.9 77.9 44.6 81.7 56.6 63.2
DialogueRNN BERT Yes 85.8 36.7 45.3 67.5 11.3 44.3 88.8 49.0 76.2 44.5 82.4 56.1 63.5

COSMIC BERT+COMET Yes 89.6 41.9 46.0 69.4 10.4 47.2 89.1 50.7 76.8 46.2 83.1 58.9 60.3

Table 5: Comparison of baseline models. We report the F1 for each emotion label (Neutral, Fearful, Dissatisfied,
Apologetic, Abusive, Excited, Satisfied) on EmoWOZ as well as Macro and Weighted F1 on EmoWOZ and its
subsets. Please refer to Appendix F.1 for more detailed results.

Figure 2: Example dialogues from the test data and the emotion prediction for the last utterance by each model.

split of MultiWOZ and split DialSoP with a ratio of496

8:1:1, leading to 9,234, 1,100, and 1,100 dialogues497

in each set. We run each task on 5 different seeds498

and report the average performance.499

For all experiments discussed in the next section,500

we also performed the sentiment recognition task.501

Results can be found in Appendix F.2.502

5.1.3 Results and Discussion503

Table 5 summarises the performance of baseline504

models. Since almost 70% of the annotations are505

neutral, we exclude it when calculating average506

F1 scores. In general, models that take into ac-507

count context information perform better on the508

full EmoWOZ. This shows the importance of con-509

text or dialogue-level features in emotion recogni-510

tion in task-oriented dialogues. An exception is511

DialogueRNN with GloVe feature, which underper-512

forms in EmoWOZ macro F1, likely due to the em-513

bedding used. On the other hand, BERT scores very514

well on MultiWOZ dialogues but performs poorly515

on DialSoP for both setups. This suggests that516

emotions in MultiWOZ are less context-dependent.517

BERT performs best for apologetic and satis-518

fied, potentially due to the existence of distinguish-519

able keywords associated with these emotions such520

as “thank you” for satisfied and “sorry” for apolo-521

getic. These two emotion labels do not benefit522

from context. In contrast, BERT produces a sig-523

nificantly worse F1 on dissatisfied, probably be-524

cause users tend to express dissatisfaction more525

implicitly, for instance via repetition or correction,526

making dialogue-level features necessary.527

Figure 2 shows two dialogues with implicit emo-528

tions and predictions made by respective baseline 529

models. In example 1, the system gives the wrong 530

time of arrival, eliciting mild annoyance from the 531

user. BERT predicts neutral because in isolation, 532

the utterance has no words suggesting dissatisfac- 533

tion. All other models correctly recognise dissatis- 534

fied, as they capture the misunderstanding occurs 535

in previous dialogue turns. Example 2 presents a 536

similar but more implicit case, where all models 537

fail. This shows that EmoWOZ contains contextu- 538

alised emotions that are more implicit and subtle, 539

requiring more sophisticated features and models. 540

Table 6 presents cross-data experiments with 541

ContextBERT, examining how well the two subsets 542

complement each other. Complementing DialSoP 543

with dialogues from MultiWOZ largely improves 544

the performance across all emotion labels (macro 545

F1). On the other hand, while complementing Mul- 546

tiWOZ with DialSoP slightly increases macro F1 547

on MultiWoZ, the scores for some emotions such 548

as satisfied and dissatisfied are decreased. 549

We further investigate the drop in F1 of dissatis- 550

fied and satisfied by looking at the change in recall 551

and precision after complementing MultiWOZ with 552

DialSoP. As shown by Table 7, dissatisfied sees an 553

increase in recall, whereas satisfied sees an increase 554

in precision. We believe it is necessary to distin- 555

guish recall and precision, as for some emotions, 556

one may be more important than the other. The 557

relative importance of recall and precision for each 558

emotion class depends on its implication to a task- 559

oriented dialogue system and the consequence of 560

false recognition. For example, a high recall of dis- 561

satisfied is desirable because the system should not 562
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Training Data Test on MultiWOZ Test on DialSoP
Dissatisfied Satisfied Macro F1 Weigted F1 Dissatisfied Satisfied Macro F1 Weigted F1

MultiWOZ 38.1 90.1 47.7 84.0 10.3 54.6 42.5 16.9
DialSoP 14.6 78.7 18.1 67.5 73.2 57.4 33.7 70.0
EmoWOZ 32.0 89.7 48.7 83.3 73.5 60.5 58.8 71.2

Table 6: Performance of ContextBERT in cross-dataset experiments. To summarise, we report the F1 of dissatisfied
and satisfied, the most common emotions in DialSoP and MultiWOZ respectively. We also report macro F1 and
weighted F1 for overall model performance. For detailed results, please refer to Appendix F.1.

Metric Dissatisfied Satisfied
Recall 34.0 → 52.3 (↑) 91.2 → 89.6 (↓)
Precision 43.5 → 23.1 (↓) 89.0 → 89.7 (↑)

Table 7: Change in precision and recall on MultiWOZ
by ContextBERT, after adding DialSoP to training. All
changes have statistical significance (p < 0.05).

miss any failure in dialogues. On the other hand, a563

high precision may be more desirable for emotions564

such as satisfied to ensure proper affective response565

from the system. When the relative importance of566

recall and precision of the emotion is taken into567

account, complementing MultiWOZ with DialSoP568

is beneficial to dissatisfied and satisfied, the two569

most important emotions in task-oriented dialogues.570

Detailed results can be found in Appendix F.3.571

Dissatisfied Satisfied
MultiWOZ Label 1.5% 24.0%
DialSoP (#token>11.6) Label 26.6% 1.7%
DialSoP (#token>11.6) Prediction 28.2% 2.3%
DialSoP Label 37.2% 4.4%
MultiWOZ (#token<5.7) Label 1.2% 37.7%
MultiWOZ (#token<5.7) Prediction 3.2% 37.6%

Table 8: Emotion distribution in labels and Con-
textBERT prediction. See Appendix F.4 for full results.

Due to different linguistic features and emotion572

distributions in MultiWOZ and DialSoP, one con-573

cern is that the models learn to predict emotion574

based on these statistical artifacts. According to575

Table 3, the most obvious difference is the average576

utterance length (5.7 in DialSoP and 11.6 in Mul-577

tiWOZ). A naive model may simply recognise the578

data source from word count and predict the most579

likely emotion from that source. Table 8 presents580

how ContextBERT trained on EmoWOZ predicts581

emotion in long DialSoP and short MultiWOZ ut-582

terances. The emotion distribution in model pre-583

diction is vastly different from that in the comple-584

menting subset. Clearly, the model does not simply585

count words to decide on the underlying emotion.586

5.2 Emotions for Dialogue State Tracking587

In task-oriented dialogues, dialogue state tracking588

(DST) aims to continuously track the user’s goal589

and intent as the dialogue progresses (Young et al., 590

2010). We hypothesise that the user emotion can 591

help inform the system about their goal. To inves- 592

tigate this, we train a dialogue state tracker that 593

incorporates an additional task to predict one of 7 594

emotional classes on the MultiWOZ dataset. We 595

utilise the out-of-task training approach and the 596

available code presented in (Heck et al., 2020a). 597

We follow the multitask learning (MTL) algorithm, 598

where on each training step, the same model is 599

trained on two different batches, one from the main 600

task (DST) and one from the auxiliary task (emo- 601

tion recognition). Since neutral emotion provides 602

limited information on the user goal, we remove 603

a half of the neutral utterances when performing 604

MTL. We show that additional emotion labels can 605

lead to a significant improvement (p < 0.02) in the 606

joint goal accuracy (JGA) of DST (see Table 9). 607

Training tasks JGA
Dialogue state tracking 53.7
Dialogue state tracking & emotion recognition 54.7

Table 9: DST JGA for MultiWOZ 2.1 (Eric et al., 2019).

6 Conclusion 608

We present EmoWOZ, a corpus of task-oriented 609

dialogues with emotion annotations. We propose 610

a novel labelling scheme derived from the OCC 611

model to capture a set of emotions in relation to 612

user goals in dialogues. Labelled user emotions 613

will allow us to work towards emotion-aware task- 614

oriented dialogue systems, for dialogues closer 615

to human-human interactions. Baseline results 616

show the challenge to recognise context-dependent 617

and implicit emotions from task-oriented dialogues. 618

There is still room for improvement, for example, 619

by leveraging dialogue-level features such as slot- 620

value pairs and dialogue acts. We also demonstrate 621

the usefulness of emotion labels in training other 622

dialogue system modules. We hope this dataset can 623

offer insights beyond the scope of emotion recogni- 624

tion and push the performance of downstream tasks 625

in task-oriented dialogue modelling. 626

8



References627

Antoine Bordes and Jason Weston. 2016. Learning end-628
to-end goal-oriented dialog. CoRR, abs/1605.07683.629

Antoine Bosselut, Hannah Rashkin, Maarten Sap, Chai-630
tanya Malaviya, Asli Celikyilmaz, and Yejin Choi.631
2019. COMET: commonsense transformers for632
automatic knowledge graph construction. CoRR,633
abs/1906.05317.634

Pawel Budzianowski, Tsung-Hsien Wen, Bo-Hsiang635
Tseng, Iñigo Casanueva, Stefan Ultes, Osman Ra-636
madan, and Milica Gasic. 2018. MultiWOZ - A large-637
scale multi-domain Wizard-of-Oz dataset for task-638
oriented dialogue modelling. CoRR, abs/1810.00278.639

Sven Buechel and Udo Hahn. 2017. EmoBank: Study-640
ing the impact of annotation perspective and repre-641
sentation format on dimensional emotion analysis.642
In Proceedings of the 15th Conference of the Euro-643
pean Chapter of the Association for Computational644
Linguistics: Volume 2, Short Papers, pages 578–585,645
Valencia, Spain. Association for Computational Lin-646
guistics.647

Amanda Cercas Curry and Verena Rieser. 2018.648
#MeToo Alexa: How conversational systems respond649
to sexual harassment. In Proceedings of the Second650
ACL Workshop on Ethics in Natural Language Pro-651
cessing, pages 7–14, New Orleans, Louisiana, USA.652
Association for Computational Linguistics.653

Amanda Cercas Curry and Verena Rieser. 2019. A654
crowd-based evaluation of abuse response strategies655
in conversational agents. In Proceedings of the 20th656
Annual SIGdial Meeting on Discourse and Dialogue,657
pages 361–366.658

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and659
Kristina Toutanova. 2018. BERT: pre-training of660
deep bidirectional transformers for language under-661
standing. CoRR, abs/1810.04805.662

Paul Ekman. 1992. An argument for basic emotions.663
Cognition and Emotion, pages 169–200.664

Mihail Eric, Rahul Goel, Shachi Paul, Abhishek Sethi,665
Sanchit Agarwal, Shuyang Gao, and Dilek Hakkani-666
Tür. 2019. MultiWOZ 2.1: Multi-domain dialogue667
state corrections and state tracking baselines. CoRR,668
abs/1907.01669.669

Joseph L Fleiss. 1971. Measuring nominal scale agree-670
ment among many raters. Psychological bulletin,671
76(5):378.672

Johnny RJ Fontaine, Klaus R Scherer, Etienne B Roesch,673
and Phoebe C Ellsworth. 2007. The world of emo-674
tions is not two-dimensional. Psychological science,675
18(12):1050–1057.676

Deepanway Ghosal, Navonil Majumder, Alexander F.677
Gelbukh, Rada Mihalcea, and Soujanya Poria.678
2020. COSMIC: commonsense knowledge for679
emotion identification in conversations. CoRR,680
abs/2010.02795.681

Karthik Gopalakrishnan, Behnam Hedayatnia, Qin- 682
lang Chen, Anna Gottardi, Sanjeev Kwatra, Anu 683
Venkatesh, Raefer Gabriel, and Dilek Hakkani-Tür. 684
2019. Topical-Chat: Towards Knowledge-Grounded 685
Open-Domain Conversations. In Proc. Interspeech 686
2019, pages 1891–1895. 687

Michael Heck, Carel van Niekerk, Nurul Lubis, Chris- 688
tian Geishauser, Hsien-Chin Lin, Marco Moresi, and 689
Milica Gasic. 2020a. Out-of-task training for dialog 690
state tracking models. CoRR, abs/2011.09379. 691

Michael Heck, Carel van Niekerk, Nurul Lubis, Chris- 692
tian Geishauser, Hsien-Chin Lin, Marco Moresi, and 693
Milica Gasic. 2020b. TripPy: A triple copy strategy 694
for value independent neural dialog state tracking. 695
CoRR, abs/2005.02877. 696

Daniel Jurafsky and James H. Martin. 2009. Speech and 697
Language Processing (2nd Edition). Prentice-Hall, 698
Inc., USA. 699

J. F. Kelley. 1984. An iterative design methodology 700
for user-friendly natural language office information 701
applications. ACM Trans. Inf. Syst., 2(1):26–41. 702

Yanran Li, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang 703
Cao, and Shuzi Niu. 2017. DailyDialog: A manually 704
labelled multi-turn dialogue dataset. In Proceedings 705
of the Eighth International Joint Conference on Nat- 706
ural Language Processing (Volume 1: Long Papers), 707
pages 986–995, Taipei, Taiwan. Asian Federation of 708
Natural Language Processing. 709

Ziming Li, Julia Kiseleva, and Maarten de Rijke. 2020. 710
Rethinking supervised learning and reinforcement 711
learning in task-oriented dialogue systems. In Find- 712
ings of the Association for Computational Linguistics: 713
EMNLP 2020, pages 3537–3546, Online. Association 714
for Computational Linguistics. 715

Nurul Lubis, Michael Heck, Sakriani Sakti, Koichiro 716
Yoshino, and Satoshi Nakamura. 2017. Processing 717
negative emotions through social communication: 718
Multimodal database construction and analysis. In 719
2017 Seventh International Conference on Affective 720
Computing and Intelligent Interaction (ACII), pages 721
79–85. 722

Nurul Lubis, Sakriani Sakti, Graham Neubig, Tomoki 723
Toda, and Satoshi Nakamura. 2015. Construction 724
and analysis of social-affective interaction corpus in 725
english and indonesian. In 2015 International Con- 726
ference Oriental COCOSDA held jointly with 2015 727
Conference on Asian Spoken Language Research and 728
Evaluation (O-COCOSDA/CASLRE), pages 202–206. 729
IEEE. 730

Andrea Madotto, Zhaojiang Lin, Zhenpeng Zhou, Se- 731
ungwhan Moon, Paul Crook, Bing Liu, Zhou Yu, 732
Eunjoon Cho, and Zhiguang Wang. 2020. Continual 733
learning in task-oriented dialogue systems. 734

Navonil Majumder, Soujanya Poria, Devamanyu Haz- 735
arika, Rada Mihalcea, Alexander F. Gelbukh, and 736
Erik Cambria. 2018. DialogueRNN: An attentive 737

9

http://arxiv.org/abs/1605.07683
http://arxiv.org/abs/1605.07683
http://arxiv.org/abs/1605.07683
http://arxiv.org/abs/1906.05317
http://arxiv.org/abs/1906.05317
http://arxiv.org/abs/1906.05317
http://arxiv.org/abs/1810.00278
http://arxiv.org/abs/1810.00278
http://arxiv.org/abs/1810.00278
http://arxiv.org/abs/1810.00278
http://arxiv.org/abs/1810.00278
https://www.aclweb.org/anthology/E17-2092
https://www.aclweb.org/anthology/E17-2092
https://www.aclweb.org/anthology/E17-2092
https://www.aclweb.org/anthology/E17-2092
https://www.aclweb.org/anthology/E17-2092
https://doi.org/10.18653/v1/W18-0802
https://doi.org/10.18653/v1/W18-0802
https://doi.org/10.18653/v1/W18-0802
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1907.01669
http://arxiv.org/abs/1907.01669
http://arxiv.org/abs/1907.01669
http://arxiv.org/abs/2010.02795
http://arxiv.org/abs/2010.02795
http://arxiv.org/abs/2010.02795
https://doi.org/10.21437/Interspeech.2019-3079
https://doi.org/10.21437/Interspeech.2019-3079
https://doi.org/10.21437/Interspeech.2019-3079
http://arxiv.org/abs/2011.09379
http://arxiv.org/abs/2011.09379
http://arxiv.org/abs/2011.09379
http://arxiv.org/abs/2005.02877
http://arxiv.org/abs/2005.02877
http://arxiv.org/abs/2005.02877
https://doi.org/10.1145/357417.357420
https://doi.org/10.1145/357417.357420
https://doi.org/10.1145/357417.357420
https://doi.org/10.1145/357417.357420
https://doi.org/10.1145/357417.357420
https://www.aclweb.org/anthology/I17-1099
https://www.aclweb.org/anthology/I17-1099
https://www.aclweb.org/anthology/I17-1099
https://doi.org/10.18653/v1/2020.findings-emnlp.316
https://doi.org/10.18653/v1/2020.findings-emnlp.316
https://doi.org/10.18653/v1/2020.findings-emnlp.316
https://doi.org/10.1109/ACII.2017.8273582
https://doi.org/10.1109/ACII.2017.8273582
https://doi.org/10.1109/ACII.2017.8273582
https://doi.org/10.1109/ACII.2017.8273582
https://doi.org/10.1109/ACII.2017.8273582
http://arxiv.org/abs/2012.15504
http://arxiv.org/abs/2012.15504
http://arxiv.org/abs/2012.15504
http://arxiv.org/abs/1811.00405
http://arxiv.org/abs/1811.00405


RNN for emotion detection in conversations. CoRR,738
abs/1811.00405.739

John D Mayer, David R Caruso, and Peter Salovey. 1999.740
Emotional intelligence meets traditional standards for741
an intelligence. Intelligence, 27(4):267–298.742

Andrew Ortony, Gerald L. Clore, and Allan Collins.743
1988. The Cognitive Structure of Emotions. Cam-744
bridge University Press.745

W. Gerrod Parrott. 2001. Emotions in social psychology:746
essential readings. Key readings in social psychol-747
ogy. Psychology Press, Philadelphia.748

Adam Paszke, Sam Gross, Francisco Massa, Adam749
Lerer, James Bradbury, Gregory Chanan, Trevor750
Killeen, Zeming Lin, Natalia Gimelshein, Luca751
Antiga, Alban Desmaison, Andreas Kopf, Edward752
Yang, Zachary DeVito, Martin Raison, Alykhan Te-753
jani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang,754
Junjie Bai, and Soumith Chintala. 2019. PyTorch:755
An imperative style, high-performance deep learning756
library. In H. Wallach, H. Larochelle, A. Beygelz-757
imer, F. d'Alché-Buc, E. Fox, and R. Garnett, editors,758
Advances in Neural Information Processing Systems759
32, pages 8024–8035. Curran Associates, Inc.760

Jeffrey Pennington, Richard Socher, and Christopher761
Manning. 2014. GloVe: Global vectors for word762
representation. In Proceedings of the 2014 Confer-763
ence on Empirical Methods in Natural Language Pro-764
cessing (EMNLP), pages 1532–1543, Doha, Qatar.765
Association for Computational Linguistics.766

Rosalind W. Picard. 1997. Affective Computing. MIT767
Press, Cambridge, MA.768

Soujanya Poria, Devamanyu Hazarika, Navonil Ma-769
jumder, Gautam Naik, Erik Cambria, and Rada Mi-770
halcea. 2018. MELD: A multimodal multi-party771
dataset for emotion recognition in conversations.772
CoRR, abs/1810.02508.773

Soujanya Poria, Navonil Majumder, Devamanyu Haz-774
arika, Deepanway Ghosal, Rishabh Bhardwaj, Sam-775
son Yu Bai Jian, Pengfei Hong, Romila Ghosh, Ab-776
hinaba Roy, Niyati Chhaya, Alexander Gelbukh, and777
Rada Mihalcea. 2021. Recognizing emotion cause in778
conversations.779

Daniel Preoţiuc-Pietro, H. Andrew Schwartz, Gregory780
Park, Johannes Eichstaedt, Margaret Kern, Lyle Un-781
gar, and Elisabeth Shulman. 2016. Modelling va-782
lence and arousal in Facebook posts. In Proceedings783
of the 7th Workshop on Computational Approaches784
to Subjectivity, Sentiment and Social Media Analysis,785
pages 9–15, San Diego, California. Association for786
Computational Linguistics.787

J.A. Russell. 1980. A circumplex model of affect. Jour-788
nal of personality and social psychology, 39(6):1161–789
1178.790

Tulika Saha, Sriparna Saha, and Pushpak Bhattacharyya. 791
2020. Towards sentiment aided dialogue policy learn- 792
ing for multi-intent conversations using hierarchical 793
reinforcement learning. PLOS ONE, 15(7):1–28. 794

Weiyan Shi and Zhou Yu. 2018. Sentiment adaptive 795
end-to-end dialog systems. In Proceedings of the 796
56th Annual Meeting of the Association for Compu- 797
tational Linguistics (Volume 1: Long Papers), pages 798
1509–1519, Melbourne, Australia. Association for 799
Computational Linguistics. 800

Richard Socher, Alex Perelygin, Jean Wu, Jason 801
Chuang, Christopher D. Manning, Andrew Ng, and 802
Christopher Potts. 2013. Recursive deep models for 803
semantic compositionality over a sentiment treebank. 804
In Proceedings of the 2013 Conference on Empiri- 805
cal Methods in Natural Language Processing, pages 806
1631–1642, Seattle, Washington, USA. Association 807
for Computational Linguistics. 808

Oriol Vinyals and Quoc V. Le. 2015. A neural conver- 809
sational model. CoRR, abs/1506.05869. 810

Jiancheng Wang, Jingjing Wang, Changlong Sun, 811
Shoushan Li, Xiaozhong Liu, Luo Si, Min Zhang, 812
and Guodong Zhou. 2020. Sentiment classification 813
in customer service dialogue with topic-aware multi- 814
task learning. Proceedings of the AAAI Conference 815
on Artificial Intelligence, 34(05):9177–9184. 816

Steve Young. 2002. Talking to machines (statistically 817
speaking). In Seventh International Conference on 818
Spoken Language Processing. 819
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A The OCC Model854

Figure A.1 summarises definitions of emotion groups in the OCC model.855

Figure A.1: The OCC Model
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B Amazon Mechanical Turk Set-up 856

B.1 Qualification Test 857

Figure B.1 illustrates one example from our qualification test. Hints are provided for difficult questions 858

containing implicit emotions as shown in the example. 859

Figure B.1: One of fifteen questions in our qualification test

B.2 Main Task Page 860

Figure B.2 shows the task page for workers. Before arriving at this page, they will be prompted with a 861

consent form and a message asking if they would like to go through a tutorial. 862

Figure B.2: Amazon Mechanical Turk main task page
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C Dialogue Examples863

Figure C.1 shows examples of how emotions are expressed by the user in EmoWOZ. Figure C.2 shows864

examples of annotated dialogues.

Figure C.1: Example for each emotion label

865

Figure C.2: Annotation examples from EmoWOZ
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D Annotator Agreement in EmoWOZ 866

Source Fleiss’ Kappa #NA #PA #FA
MultiWOZ 0.611 1,016 17,270 53,238

DialSoP 0.465 259 4,778 7,069
EmoWOZ (overall) 0.602 1275 22,048 60,307

Table D1: Inter-annotator agreement and agreement count of EmoWOZ and its subsets. NA means no agreement—
three annotators annotate with three different emotions. PA means partial agreement—only two annotators annotate
with the same emotion. FA means full agreement—three annotators annotate with the same emotion.

E Hyperparameters for Model Training 867

Model Optimiser Learning Rate L2 Reguliser Weight Training Epochs
BERT Adam 2e-5 0 10

ContextBERT Adam 2e-5 0 10
DialogueRNN(GloVe) Adam 1e-4 1e-5 60
DialogueRNN(BERT) Adam 1e-4 1e-4 60

COSMIC Adam 1e-4 3e-4 20

Table E1: Hyperparameters for model training
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F Detailed Cross-dataset Experiment Results868

F.1 Emotion Classification (7 classes)869

Model Set-up F1 for each Emotion Label Average F1 w/o Neutral Average F1 w Neutral
Neutral Fearful Dissatisfied Apologetic Abusive Excited Satisfied Micro Macro Weighted Micro Macro Weighted

BERT

D → D 70.71 10.00 47.95 0 0 69.81 73.68 51.14 33.57 50.25 62.96 38.88 61.74
M → D 73.47 64.00 1.85 100 0 55.60 73.19 19.52 49.11 11.41 59.57 52.59 46.27
E → D 73.14 50.00 34.62 100 0 66.71 70.15 41.01 53.58 39.10 62.55 56.37 58.22
D → M 89.01 0 6.14 8.64 9.97 16.69 79.02 58.72 20.08 69.64 79.38 29.93 83.64
M → M 95.29 44.32 41.55 73.07 22.14 38.19 90.62 85.30 51.65 84.96 92.55 57.88 92.43
E → M 94.17 37.68 31.00 70.72 20.18 41.59 89.9 82.19 48.51 83.77 90.80 55.04 91.29

ContextBERT

D → D 82.65 7.14 73.20 0 0 61.85 57.44 70.54 33.67 69.95 77.45 40.65 77.03
M → D 73.17 50.71 10.30 71.67 0 67.42 54.62 24.16 42.45 16.91 59.22 46.84 48.51
E → D 82.68 51.11 73.49 100 0 67.94 60.45 71.49 58.83 71.17 77.78 62.24 77.64
D → M 91.51 2.94 14.58 0 2.08 11.96 78.68 65.78 18.14 67.54 84.83 28.58 84.70
M → M 94.97 32.24 38.09 65.39 21.43 39.15 90.06 84.44 47.73 83.97 92.05 54.48 91.92
E → M 94 31.23 31.99 61.27 37.09 40.72 89.66 81.72 48.66 83.25 90.50 55.14 91.02

DialogueRNN
(GloVe)

D → D 57.95 0 63.40 0 0 62.58 67.11 62.59 32.18 62.37 60.78 35.86 59.89
M → D 71.94 31.94 22.48 93.33 0 59.14 71.14 34.01 46.34 28.46 59.79 49.99 52.88
E → D 43.27 35.88 62.69 100 0 67.24 74.00 63.18 56.63 63.16 55.89 54.73 51.99
D → M 84.01 0 6.62 0 0 13.93 85.83 66.27 17.73 75.12 77.80 27.20 81.55
M → M 91.25 23.88 28.76 59.29 15.06 30.40 88.47 78.23 40.98 81.49 87.08 48.16 88.55
E → M 92.44 24.36 32.98 55.17 34.60 32.11 88.46 80.05 44.61 81.68 88.59 51.45 89.46

DialogueRNN
(BERT)

D → D 71.81 29.65 55.32 0 20.89 71.04 70.88 57.27 41.30 56.66 65.62 45.66 65.17
M → D 73.11 62.12 7.15 90.00 0 62.10 71.34 24.92 48.79 15.89 59.59 52.26 48.03
E → D 57.47 32.14 63.55 100 0 72.44 68.37 63.80 56.08 63.45 61.20 56.28 60.09
D → M 89.71 3.83 7.78 21.61 3.85 19.68 83.68 66.06 23.41 74.33 82.30 32.88 85.45
M → M 94.16 42.96 38.99 69.53 26.97 36.77 89.88 83.17 50.85 84.02 90.95 57.04 91.35
E → M 88.86 37.69 17.20 67.06 18.21 37.46 89.46 73.78 44.51 82.38 83.91 50.85 87.06

COSMIC

D → D 71.43 0 58.87 0 5.33 71.15 71.60 59.96 34.49 59.28 66.31 39.77 66.10
M → D 73.47 64.00 3.47 100 0 62.19 73.95 22.35 50.60 13.07 59.78 53.87 46.99
E → D 71.34 50.00 59.25 100 0 73.30 70.88 60.79 58.91 60.28 66.71 60.68 66.49
D → M 89.04 0 7.76 0 7.01 21.66 84.09 64.20 20.09 73.97 81.02 29.94 84.87
M → M 95.04 45.62 41.69 71.53 22.14 38.79 90.56 84.81 51.72 84.90 92.16 57.91 92.23
E → M 92.11 39.78 23.50 68.94 15.05 40.14 89.7 78.16 46.19 83.09 87.94 52.75 89.61

Table F1: Performance of baseline models on emotion classification including cross-dataset experiments. For
cross-dataset experiments, the “X→Y”s in the ’Set-up’ column represents the training and evaluation set-up, where
X is the training set and Y is the test set. E stands for EmoWOZ, M stands for MultiWOZ, and D stands for DialSoP.
M→D, for example, means to train on MultiWOZ and test on DialSoP. Extreme values for “Apologetic” and
“Abusive” in DialSoP (“*→D”s) are caused by their rarity in the test set (1 and 5 occurrences respectively).
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F.2 Sentiment Classification (3 classes) 870

Model Feature Ctx.
F1 of Each Sentiment

in EmoWOZ
Average F1 w/o Neutral

EmoWOZ MultiWOZ DialSoP
Neutral Negative Positive Macro Weighted Macro Weighted Macro Weighted

BERT BERT No 91.92 42.73 89.46 66.09 77.06 70.84 86.31 53.54 40.53
ContextBERT BERT Yes 92.44 59.34 88.00 73.67 80.40 68.08 84.90 64.00 65.79
DialogueRNN GloVe Yes 89.62 62.46 86.67 74.56 80.25 70.59 83.80 69.97 66.67
DialogueRNN BERT Yes 81.35 42.90 88.32 65.61 76.28 56.17 82.41 67.73 65.03

COSMIC BERT+COMET Yes 90.54 50.24 89.43 69.83 79.03 66.49 85.35 65.11 58.80

Table F2: Summarised performance of baseline models on sentiment classification.

Model Set-up F1 for each Sentiment Label Average F1 w/o Neutral Average F1 w Neutral
Neutral Negative Positive Micro Macro Weighted Micro Macro Weighted

BERT

D→D 70.56 49.35 73.20 53.04 61.27 52.44 63.56 64.37 62.59
M→D 73.29 2.84 72.95 20.37 37.89 11.92 59.53 49.69 46.29
E→D 74.07 35.99 71.10 42.67 53.54 40.53 63.81 60.38 59.32
D→M 89.06 16.50 83.16 67.98 49.83 76.41 82.37 62.91 85.54
M→M 95.51 57.45 90.37 87.32 73.91 87.03 93.26 81.11 93.15
E→M 94.80 51.43 90.25 85.42 70.84 86.31 92.15 78.82 92.43

ContextBERT

D→D 81.89 72.25 58.55 70.16 65.40 70.48 76.95 70.90 76.87
M→D 72.33 4.69 59.45 20.84 32.07 11.79 57.87 45.49 45.70
E→D 79.51 66.42 61.58 65.68 64.00 65.79 73.88 69.17 73.48
D→M 91.88 16.52 81.72 74.62 49.12 75.11 87.25 63.37 87.21
M→M 95.16 51.57 89.70 86.40 70.63 85.83 92.74 78.81 92.57
E→M 94.27 46.98 89.17 84.10 68.08 84.90 91.40 76.81 91.66

DialogueRNN
(GloVe)

D→D 72.45 67.55 69.82 67.89 68.68 67.85 70.25 69.94 70.42
M→D 72.07 18.04 58.01 30.06 38.02 23.21 58.67 49.37 50.58
E→D 53.57 65.52 74.43 66.47 69.97 66.67 61.36 64.51 59.33
D→M 90.40 9.97 85.58 76.22 47.77 77.92 86.03 61.98 86.92
M→M 92.37 51.83 86.01 82.14 68.92 82.55 89.18 76.74 89.64
E→M 93.19 54.01 87.16 83.57 70.59 83.80 90.26 78.12 90.58

DialogueRNN
(BERT)

D→D 72.79 57.39 71.26 59.53 64.32 59.18 67.25 67.15 66.80
M→D 70.93 11.51 70.69 26.66 41.10 19.17 58.34 51.04 48.16
E→D 50.75 64.09 71.38 64.81 67.73 65.03 59.35 62.07 57.03
D→M 89.78 20.57 85.49 72.83 53.03 78.92 84.49 65.28 86.76
M→M 92.98 47.79 89.20 83.00 68.49 85.00 89.95 76.66 90.76
E→M 84.58 23.34 89.00 70.34 56.17 82.41 79.48 65.64 83.98

COSMIC

D→D 68.20 61.92 72.34 63.34 67.13 63.27 66.22 67.49 66.04
M→D 73.21 3.15 71.99 21.10 37.57 12.07 59.43 49.45 46.32
E→D 73.77 56.60 73.63 59.35 65.11 58.80 67.94 68.00 67.18
D→M 86.53 17.74 85.78 68.85 51.76 78.89 80.58 63.35 84.40
M→M 95.30 57.66 90.20 86.99 73.93 86.90 92.97 81.05 92.96
E→M 92.96 42.84 90.14 82.31 66.49 85.35 89.76 75.31 90.84

Table F3: Detailed results of baseline models on sentiment classification including cross-dataset experiments. For
cross-dataset experiments, the “X→X”s in the ’Set-up’ column represents the training and evaluation set-up. E
stands for EmoWOZ, M stands for MultiWOZ, and D stands for DialSoP. M→D, for example, means to train on
MultiWOZ and test on DialSoP.
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F.3 Change in precision and recall on MultiWOZ after Complementing MultiWOZ with DialSoP871

in Training872

Neutral Fearful Dissatisfied Apologetic Abusive Excited Satisfied

ContextBERT Recall 94.9→ 92.9 28.8→ 28.8 34.0→ 52.3 62.8→ 60.8 13.3→ 33.3 39.2→ 38.1 91.2→ 89.6
Precision 95.0→ 95.1 37.2→ 35.1 43.5→ 23.1 68.6→ 65.2 60.0→ 42.0 39.1→ 44.3 89.0→ 89.7
F1 95.0→ 94.0 32.2→ 31.2 38.1→ 32.0 65.4→ 61.3 21.4→ 37.1 39.2→ 40.7 90.1→ 89.7

Table F4: Precision, recall and F1 score of ContextBERT for all emotions when trained on MultiWOZ and EmoWOZ
respectively, and tested on MultiWOZ. A → B represents how the value change after complementing MultiWOZ
with DialSoP in training. A is the value when trained on MultiWOZ and B is the value when trained on EmoWOZ.
Values with statistical significance (p < 0.05) are bolded and colored where red indicates a drop and green indicates
an improvement. For recognising user emotions in task-oriented dialogues, a high precision is more desirable for
neutral, apologetic, abusive, excited, and satisfied where as a high recall is more desirable for fearful and dissatisfied.

F.4 Emotion Distribution in Model Predictions873

Test Set Model Neutral Fearful Dissatisfied Apologetic Abusive Excited Satisfied
MultiWOZ Label 72.31 0.22 1.45 0.98 0.08 1.00 23.96
DialSoP (#token>11.8) Label 64.74 0 26.59 0.58 0 6.36 1.73

DialSoP
(#token > 11.8)
Prediction

BERT 88.55 0 5.43 0.58 0 4.05 1.39
ContextBERT 62.20 0 28.21 0.58 0 6.71 2.31
DialogueRNN-GloVe 33.29 0.23 52.49 0.58 0.23 11.45 1.73
DialogueRNN-BERT 43.58 0.12 42.54 0.58 0 11.45 1.73
COSMIC 66.24 0 20.23 0.58 0 11.45 1.50

DialSoP Label 56.17 0.47 37.18 0.08 0.4 1.34 4.35
MultiWOZ (#token<5.8) Label 60.76 0 1.21 0 0 0.3 37.73

MultiWOZ
(#token < 5.8)
Prediction

BERT 61.06 0 1.85 0.03 0 0.27 36.79
ContextBERT 58.82 0.06 3.21 0.03 0 0.33 37.55
DialogueRNN-GloVe 55.39 0.27 1.36 0.15 0 1.18 41.64
DialogueRNN-BERT 47.76 0.06 12.79 0.12 0 0.67 38.61
COSMIC 56.79 0 5.97 0.15 0.03 0.45 36.61

Table F5: Emotion distribution in model predictions (trained on EmoWOZ).
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