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Abstract

Stock market analysis is important for investors001
to make financial decisions. Stock price pre-002
diction is widely investigated in the natural lan-003
guage processing area due to the superiority004
of large language models. Recent works have005
developed several datasets for stock price pre-006
dictions. However, investment risk, considered007
an essential factor for investors, is rarely dis-008
cussed in NLP applications, and there are lim-009
ited datasets for investment risk analysis. In010
this work, we propose methods to quantify in-011
vestment risk and introduce the dataset Quan-012
SIRA. Using this benchmark, we investigate013
the applications of large language models in014
tackling quantitative investment risk analysis.015
The experimental results show the difficulty016
of investment risk analysis. The model built017
on pre-trained large language models obtained018
F1 scores of 68.07 and 65.01 in the in-stock019
benchmark and the cross-stock benchmark of020
investment risk prediction task.021

1 Introduction022

Stock market analysis is essential for investors to023

make informed decisions, identify opportunities,024

and ultimately achieve their financial objectives.025

Recent works on stock market analysis focus on026

stock price prediction (Zou et al., 2022; Wang et al.,027

2024; Wen et al., 2024).1 Based on these predic-028

tions, investors can maximize their benefits and029

make rational allocations of limited resources (PH030

and Rishad, 2020).031

Large-scale textual information about the stock032

markets, such as Twitter comments (Swathi et al.,033

2022), financial news (Khan et al., 2022), and poli-034

cies (Li et al., 2020), are valuable resources for035

stock market analysis (Fataliyev et al., 2021). Com-036

bined with historical stock prices, these models037

achieve significant improvements in the task of038

1Stock price prediction includes predictions of stock price
values and stock price movements.
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Figure 1: Examples of stock price curves. The dashed
curve suffers from higher investment risk compared to
the solid curve.

stock price prediction (Chen et al., 2022). Recently, 039

the widespread success of large language models 040

in various text processing tasks has ushered in a 041

new training paradigm. Recent models based on 042

large language models demonstrate superiority in 043

capturing stock price values (Dong et al., 2020) 044

and the curves of stock movements (Zhao et al., 045

2022b). 046

However, accurate predictions of stock prices are 047

not enough to support financial decisions. Accord- 048

ing to financial analysis (Sonkavde et al., 2023), 049

investment risk should be considered an essential 050

factor for investors when making decisions. Invest- 051

ment risk refers to the uncertainty or probability 052

of losing capital on an investment in stocks. It 053

encompasses various factors that can negatively 054

affect the value of a stock and consequently lead 055

to financial loss for the investor. For example, as 056

shown in Figure 1, although the stocks reach simi- 057

lar prices within the same period, the dashed curve 058

suffers from more risk compared to the solid curve 059

because the prices on the solid curve have a stable 060

increase. In this work, we aim to model investment 061

risk, including the phenomenon of price volatility 062

illustrated in the above example. 063

Recent works have built several datasets for 064

stock price prediction (Farimani et al., 2021; Sinha 065
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et al., 2022). However, few works focus on building066

datasets for stock investment risk analysis due to067

the difficulty in quantifying investment risk. Aim-068

ing to model investment risk that can contribute to069

financial decision-making, we quantify investment070

risk according to several factors widely discussed071

in economics. We focus on short-term investment072

risk by considering price volatility (Naik and Mo-073

han, 2021), yield deviation (Abbas et al., 2019),074

systematic volatility (Pelger, 2020), and maximum075

drawdown (Gupta and Chaudhary, 2023).076

Following the release of a comprehensive dataset077

for stock movement prediction from tweets and078

historical stock prices (Xu and Cohen, 2018), we079

introduce the dataset QuanSIRA for Quantitative080

Stock Investment Risk Analysis.081

Based on the proposed dataset, we investigate082

the application of large language models to tackle083

stock investment risk analysis by introducing two084

benchmarks: in-stock investment risk prediction085

and cross-stock investment risk prediction. The086

experimental results show that the performance of087

the investment risk prediction model built on pre-088

trained language models is marginally acceptable.089

The task is challenging, and the corresponding mod-090

els have room for improvement. The contributions091

of this work are concluded as follows:092

• We propose a method to quantify stock invest-093

ment risk that can contribute to the analysis of094

stock markets.095

• We introduce a dataset with two main bench-096

marks that can be used to develop novel mod-097

els for stock investment risk predictions.098

• We investigate the applications of various099

large language models for the quantitative100

analysis of investment risk. Data and codes101

are released at http://anonymous.102

2 Related Work103

2.1 Investment Risk Analysis104

Investment risk analysis in the stock market is105

widely discussed as an important aspect of eco-106

nomics. Venturini (2022) investigated the ramifica-107

tions of climate change on investment risk. Lopez-108

Lira (2023) analyzed the investment risks inherent109

in annual disclosures. Dong et al. (2023) examined110

the impacts of geopolitical, economic, and climate111

policy risks on energy stocks. Ilbahar et al. (2022)112

mitigated the impact of expert bias on renewable113

energy investment risks. Wen et al. (2022) revealed 114

the sensitivity of risk contagion in the markets of 115

oil, stocks, and commodities. Zakhidov (2024) elu- 116

cidated the roles of various economic indicators in 117

risk assessment. 118

However, these works focus on high-level dis- 119

cussions of investment risk without quantifying it. 120

In this work, we propose data-driven methods to an- 121

alyze and predict fine-grained and coarse-grained 122

investment risk. 123

2.2 Stock Prediction with Pre-trained 124

Language Models 125

Recent works utilizing various pre-trained lan- 126

guage models demonstrate significant improve- 127

ments in stock prediction compared to previous 128

approaches. Several works focus on building 129

domain-specific financial language models, such 130

as FinBERT (Araci, 2019; Yang et al., 2020; 131

Liu et al., 2021), FLANG (Shah et al., 2022), 132

BloombergGPT (Wu et al., 2023), FinMA (Xie 133

et al., 2023), InvestLM (Yang et al., 2023), and 134

FinGPT (Wang et al., 2023). Due to the effective- 135

ness of sequential modeling, pre-trained language 136

models are used to obtain textual information repre- 137

sentations that serve as inputs for stock prediction 138

models. This textual information includes finan- 139

cial news (Dong et al., 2020; Sonkiya et al., 2021), 140

comments from social media (Li et al., 2021; Co- 141

lasanto et al., 2022), and expert opinions (Zhao 142

et al., 2022a). 143

All of these works focus on stock price predic- 144

tion. However, there is limited research on the 145

quantitative modeling and prediction of investment 146

risk, which is the primary focus of this paper. 147

2.3 Dataset for Stock Prediction 148

Several datasets have been built for stock prediction 149

in natural language processing. Remy and Ding 150

(2015) collected financial news from Bloomberg 151

and Reuters and demonstrated that financial events 152

are essential for improving stock predictions (Ding 153

et al., 2015). Xu and Cohen (2018) built a com- 154

prehensive dataset for predicting stock movements 155

using tweets and historical stock prices. 156

Previous studies have shown that sentiment anal- 157

ysis can enhance stock prediction. Consequently, 158

sentiment annotations have been included in stock 159

dataset construction efforts (Cortis et al., 2017; 160

Lutz et al., 2018; Farimani et al., 2021; Sinha et al., 161

2022). To expand these datasets, Dong et al. (2024) 162

collected millions of stock prices and time-aligned 163
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financial news records to create a large-scale inte-164

gration dataset for financial news and stock prices.165

However, all of the above datasets include stock166

price annotations without addressing investment167

risk. To fill this gap, we propose a method for168

quantifying investment risk in the stock market and169

building a dataset with investment risk annotations,170

which will benefit the natural language processing171

research community.172

3 Preliminary173

3.1 Investment Risk174

Investment risk pertains to the possibility of experi-175

encing financial losses or receiving returns that fall176

below expectations due to unpredictable factors. In-177

vestment risks in the stock market are categorized178

into several types, with the primary categories be-179

ing market risk (Sharpe, 1964) and specific risk180

(Tirole, 2010).181

Market risk includes different types of risks that182

impact the entire market. These include equity183

risk (Sharpe, 1964), which causes fluctuations in184

stock prices due to market movements; interest185

rate risk (Fabozzi and Fabozzi, 2021), associated186

with variations in interest rates that affect the val-187

uation of both fixed-income securities and equity188

investments; and currency risk (Shapiro and Ha-189

nouna, 2019), stemming from changes in exchange190

rates that impact the stock market by affecting the191

value of international investments and assets de-192

nominated in foreign currencies.193

Specific risk encompasses a range of risks that194

affect individual companies rather than the overall195

market. Business risk (Tirole, 2010) refers to the196

potential for financial loss or negative impact on a197

company’s operations due to factors inherent in its198

business activities. Financial risk (Brealey et al.,199

2014) refers to the various uncertainties and poten-200

tial losses a company may face in its financial oper-201

ations. Operational risk (Griffiths, 2016), another202

significant component, refers to the possibility of203

issues arising within a company’s day-to-day op-204

erations. It involves the risk of loss resulting from205

inadequate or failed internal processes, people, sys-206

tems, or from external events.207

In this paper, we focus on investment risks in the208

stock market, aiming to analyze and model these209

risks through the application of large language mod-210

els. Our research is concerned with market risk,211

analyzing investment risks by examining market212

price information and sentiment conveyed in social213

media. 214

3.2 Stock Prediction 215

Stock prediction, an essential component of finan- 216

cial analysis, involves utilizing relevant stock data 217

and applying various analytical methods to fore- 218

cast future trends in the stock market. To effec- 219

tively predict the stock market, a multitude of fac- 220

tors and indicators are considered. These factors 221

and indicators include market price data (Fama, 222

1970), encompassing stock prices, trading volumes, 223

and various market indices, market sentiment data 224

(Bollen et al., 2011) and events data (Bodie and 225

Kane, 2020) such as geopolitical events, regulatory 226

changes, natural disasters, and other influential fac- 227

tors that significantly impact market stability and 228

investor behavior. 229

The stock prediction is modeled as a traditional 230

classification task. Given a sequential of histori- 231

cal prices, X = [x1, x2, . . .], where xi is a price 232

of stocks in i-th time steps, and the textual infor- 233

mation, T = [t1, t2, . . .], where ti is i-th word in 234

the text. Both the sequential X and T are con- 235

structed utilizing a uniform time step interval. The 236

objective is maximizing the condition probability 237

P (xj | X<j , T ). 238

4 QuanSIRA 239

In this section, we present QuanSIRA, a com- 240

prehensive benchmark developed to quantitatively 241

evaluate and analyze investment risk. 242

4.1 Investment Risk Quantification 243

We systematically examine investment risk from 244

four perspectives: price volatility, yield deviation, 245

systematic volatility, and maximum drawdown. 246

Price Volatility Price volatility is used to mea- 247

sure the changes in stock returns. By analyzing the 248

volatility of returns, we assess the investment risk 249

of a stock. High volatility is typically indicative of 250

market uncertainty, which can precipitate market 251

trepidation, thereby prompting investors to make 252

erroneous decisions, and in turn exacerbates mar- 253

ket instability. Higher return volatility indicates 254

greater fluctuations in stock prices, corresponding 255

to increased investment risk. We quantify the stock 256

price volatility Vj on j-th day as: 257

Vj =

√√√√ 1

∆d− 1

j+∆d∑
i=j+1

(Ri − R̄)2, (1) 258
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where Ri is the return rate of a stock on i-th day:259

Ri =
xi − xi−1

xi−1
, (2)260

where xi is the closing price of a stock on i-th day,261

and R̄ is the average return rate of a stock in the262

time window [j + 1, j +∆d]:263

R̄ =
1

∆d

j+∆d∑
i=j+1

Ri. (3)264

Systematic Deviation The discrepancy between265

stock returns and the broader market is measured266

by systematic deviation. We use the beta coeffi-267

cient as an indicator to measure the deviation of an268

individual stock’s returns from the returns of the269

broader market. A higher beta coefficient implies270

that an individual stock is more sensitive to market271

signals. Consequently, when there is volatility in272

the overall market, the fluctuation of the individ-273

ual stock will exceed that of the market, leading274

to increased investment risk. A larger deviation275

indicates a significant divergence from the market276

trend, implying higher investment risk. We calcu-277

late the beta coefficient βj on j-th day as:278

βj =
Cov(R̄, R̄m)

σ2
m

, (4)279

where σm is the market yield rate variance that is280

calculated as:281

σ2
m =

1

∆d

n∑
i=1

(Ri − R̄m)2. (5)282

Yield Deviation The discrepancy between an ac-283

tual yield rate and its expected yield rate can be284

measured by yield deviation. The expected yield285

rate is calculated using the capital asset pricing286

model (Fama and French, 1992), while the actual287

yield is derived from the stock’s historical observed288

performance. When the actual yield of a stock289

significantly deviates from its expected yield, it290

indicates that the stock performance has not met291

market expectations. This discrepancy serves as292

a risk for the stock. A larger deviation indicates293

a significant divergence from the expected trend,294

implying higher investment risk. We quantify the295

yield deviation Dj on j-th day as:296

Dj =
∣∣Ej − R̄

∣∣ , (6)297

where Ej is the expected rate of returns on the j-th 298

day that can be computed as : 299

Ej = Rf + βj−4:j × (R̄m −Rf ), (7) 300

where Rf is the risk-free rate of return that is com- 301

puted by the average yield rate of U.S. Treasury 302

bills with a 3-month maturity. 2 R̄m is the aver- 303

age yield rate of the market based on S&P 500. 3 304

βj−4:j is the beta coefficient which is calculated in 305

time interval [j − 4, j].4 306

Maximum Drawdown The discrepancy between 307

stock highest price and lowest price is measured by 308

maximum drawdown. The substantial maximum 309

drawdown indicates that within the observed time 310

frame, the stock price has undergone a precipitous 311

decline, akin to a "cliff drop", which could expose 312

investors to heightened risks of losses. This metric 313

reflects the greatest adverse fluctuation in the stock 314

price over a specific period, embodying the invest- 315

ment risk and potential maximal loss. A larger 316

discrepancy indicates a greater drop in stock price, 317

which corresponds to higher investment risk. We 318

quantify the maximum drawdown Mj on j-th day 319

as: 320

Mj =
max(X)−min(X)

max(X)
, (8) 321

where X is the sequential the closing prices of a 322

stock, X = [xj+1, xj+2, . . . , xj+∆d]. 323

4.2 Investment Risk Taxonomy 324

We perform min-max normalization on these four 325

investment risk indicators and we calculate the 326

weighted sum of these normalized indicators to 327

obtain the composite metric for assessing invest- 328

ment risk considering these four risk indicators 329

with equal importance. 330

rj =
N(Vj) +N(Dj) +N(βj) +N(Mj)

4
, (9) 331

2The information pertaining to U.S. Treasury
bills can be sourced from the official website of
the United States Department of the Treasury,
which is accessible in https://home.treasury.
gov/policy-issues/financing-the-government/
interest-rate-statistics.

3The S&P 500 Index, short for the Standard Poor’s 500
Index, is a stock market index that measures the stock per-
formance of 500 large companies listed on stock exchanges
in the United States.The S&P 500 Index can be utilized as a
proxy for the overall performance of market returns.

4In this paper, we collect 4-day data before j-th day to
compute the expected rate of returns.
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in-stock cross-stock
train val test train val test

# of stocks 87 87 87 69 9 9
# of instances 34,730 4,395 4,309 33,354 4,536 5,544
# of tokens 1,482,359 190,716 201,066 1,629,813 113,364 134,004

Table 1: The statistics of in-stock and cross-stock benchmarks

notation description

X a sequence of historical prices
xi a price on the i-th day
T a sequence of historical comments
ti the comments on the i-th day
∆d a time window of days
Vj a price volatility on the j-th day
Ri a return rate of a stock on the i-th

day
R̄ a average return rate of a stock
R̄m a average return rate of stock market
σm a variance of market and stock rate

of returns
βj a beta coefficient on the j-th day
βj−4:j a beta coefficient computed in time

interval [j − 4, j]
Dj a yield deviation on the j-th day
Ej a expected rate of return on j-th day
Rf a risk-free rate of return
Mj a maximum drawdown on the j-day
rj a quantitative investment risk on the

j-day
Dnum a sequence of numerical data
Dtext a sequence of textual data

Table 2: Notations

where N(x) is the min-max normalization function.332

We categorize investment risk into three levels ac-333

cording to the investiment risk quantification.334

Risk Level =


low 0 ≤ rj < 0.2,

medium 0.2 ≤ rj < 0.4,

high 0.4 ≤ rj .

335

The symbol notations used in this paper are sum-336

marized in Table 2.337

4.3 Dataset Overview338

Following the previous works, we take daily histor-339

ical stock data, including opening prices, closing340

prices, trading volume, adjusted closing prices, the341

risk level # of instances
low risk 27,428
medium risk 13,637
high risk 2,369

Table 3: The distributions over the risk labels in in-stock
and cross-stock benchmarks

highest prices, the lowest prices, as well as daily in- 342

vestor comments from Twitter regarding the stocks. 343

We employed the dataset curated by Xu and Cohen 344

(2018) to validate the efficacy of our benchmark 345

model. The dataset encompasses stock data derived 346

from 87 distinct stocks, spanning the temporal in- 347

terval between 1/1/2014 and 12/31/2015, serving 348

as the basis for analyzing stock investment risk. 349

We design two benchmarks in-stock and cross- 350

stock. In-stock benchmark aims to evaluate the abil- 351

ity of models which can use the historical informa- 352

tion of a stock to predict the future risk of the same 353

stock. The training data spans from 1/1/2014 to 354

7/8/2015, the validation data spans from 8/8/2015 355

to 19/10/2015, the test data spans from 20/10/2015 356

to 31/12/2015. Cross-stock benchmark aims to 357

evaluate the ability of models which can use the 358

historical information of stock to predict the fu- 359

ture risk of other stocks. We randomly select 69 360

stocks as training stock, 9 stocks for val and 9 361

stock for test, all the data spans from 1/1/2014 to 362

31/12/2015. Table 1 show the statistics of in-stock 363

and cross-stock benchmarks; and Table 3 shows 364

the distribution of instances across different risk 365

levels. 366

5 Investment Risk Models 367

We base the investment risk prediction models on 368

pre-trained language models. As show in figure 2, 369

the framework consists of two components, Numer- 370

ical Modeling and Textual Modeling. 371
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Pre-trained language model

······

Pre-trained language model

𝜇𝑚𝑎𝑥 𝜇𝑚𝑖𝑛 𝜇𝑎𝑣𝑔

······
𝑞1 𝑞2 𝑞3 𝑞4 𝑞𝑛

Max-pooling Min-pooling Average-pooling

Concatenate

Classifier

Risk level

(a) Textual Modeling (b) Numerical Modeling

𝑑1 𝑑2 𝑑3

······

𝑔

Figure 2: The framework of the the investment risk prediction. (a) Textual modeling obtain the hidden representations
of the text features. The maximum pooling, minimum pooling, average pooling is applie and the results are
concatenated to obtain the final extracted text feature representation. (b) Numerical modeling obtain the number
feature representation g.

5.1 Numerical Modeling372

As show in figure 3,we convert numerical data into373

a textual format with special tokens as identifiers,374

[OPEN] to denote the opening price, [CLOSE] to375

indicate the closing price, [HIGH] to indicate the376

highest price, [LOW] to indicate the lowest price,377

[ADJ CLOSE] to indicate the adjusted closing price378

[VOLUME] to indicate the volume. The prepro-379

cessed numerical data Dnum is fed into PLMs to380

obtain the hidden representations of the correspond-381

ing numerical features:382

g = PLMs(Dnum).383

5.2 Textual Modeling384

As show in Figure 3,we select the N latest com-385

ments within a time window. Each comment is386

decorated with timestamp [∆d]. For example, [0]387

indicates comments from day d and [-1] indicates388

comments from day d-1. We input the preprocessed389

textual data Dtext into PLMs to obtain the hidden390

representations of the corresponding textual fea-391

tures. We run the feature extraction as follows: 392

qi = PLMs(Dtext), 393

µmax = max-pooling(q1, q2, . . . , qn), 394

µmin = min-pooling(q1, q2, . . . , qn), 395

µavg = average-pooling(q1, q2, . . . , qn), 396

C = [µmax;µmin;µavg] 397

where n is the number of comments and qi denotes 398

hidden representation of i-th comment. We con- 399

catenate the outcomes of the maximum, minimum, 400

and average pooling, yielding three distinct feature 401

vectors. The textual representation and numerical 402

representation are concatenated and fed to the risk 403

classifier. 404

6 Experiments 405

We conduct experiments on the constructed bench- 406

marks to evaluate the investment risk analysis. 407

6.1 Experimental Settings 408

We set a maximum of 30 comments per trading day, 409

with each comment having a maximum length of 410

128 words, and excess comments and any portion 411

of a comment exceeding the maximum length are 412
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Textual input: “[0] $aapl - market snapshot : apple among gainers as stock 
futures rise pre-jobs.”,  “[-1] why apple's and seagate's stocks are long-term 
investment opportunities right now.”, “[-2] $aapl with some longs and 
patience one can have nice returns.”  ·······  “[-4] trades produce 100 % 
same day watch video.”

Numerical input: [Open] 79.86  -1  -1  80.12  81.24.[Close] 78.22  -1  -1  
79.62  80.83. [High] 80.11  -1  -1  81.01  81.50 ······· [Volume]   58671200  -1  
-1  98116900  79302300.

Label:   1

Figure 3: An example of textual inputs and numerical
inputs.

truncated. The model are initialized with the pre-413

trained language model. We use AdamW optimizer414

(Loshchilov and Hutter, 2017) with a learning rate415

of 1e-5 in 15 epoches. We employ LoRA (Hu et al.,416

2021) to fine-tune the models.417

6.2 Evaluation metrics418

The weighted F1 score is employed as the eval-419

uation metric for our experiments, providing a420

more nuanced measure of the model’s performance421

across various classes. The weighted F1 score is422

calculated using the following formula:423

F1 =

∑n
i=1 αi · F1i∑n

i=1 αi
424

where F1i is the F1 score for i-th class, αi is num-425

ber of the instances in i-th class; and n is the total426

number of classes.427

6.3 Models428

We employ different pre-trained language models429

to validate our benchmark at 2-day and 5-day set-430

tings, where 2-day and 5-day means that the input431

data comes from 2-day and 5-day time window,432

respectively. Both hidden representation of the433

numerical features and the textual features are ob-434

tained using the same PLM. The PLMs used in the435

experiment are summarized:436

• FinBERT (Araci, 2019) is an enhanced adap-437

tation of the BERT base model, further refined438

for tasks in financial sentiment analysis.5439

• RoBERTa (Liu et al., 2019) represents an440

advanced iteration of the BERT architec-441

ture, offering improvements through a more442

5https://huggingface.co/ProsusAI/finbert

model
in-stock cross-stock

2-day 5-day 2-day 5-day

FinBERT 68.07 67.63 62.58 63.58
RoBERTa 67.80 69.28 64.58 65.01
BERTweet 67.82 69.75 63.17 64.76

Table 4: Results (F1 %) of the in-stock and cross-stock
benchmarks across models.

in-stock cross-stock

RoBERTa 69.28 65.10
w/o textual model 63.80 64.27
w/o numerical model 65.08 56.94

Table 5: Results (F1 %) of RoBERTa without textual
model or numerical model.

robust training procedure. We employ 443

RoBERTa-large in the experiments.6 444

• BERTweet (Nguyen et al., 2020) is an exten- 445

sion of the RoBERTa model, further trained 446

on a corpus derived from Twitter data, im- 447

proving its efficacy in handling the distinctive 448

linguistic features present in social media text. 449

We employ BERTweet-large in the experi- 450

ments.7 451

6.4 Results 452

In-stock Experiments Table 4 shows the results 453

of the in-stock benchmark and cross-stock bench- 454

mark across various models. In the in-stock experi- 455

ments, FinBERT achieved the highest F1 score of 456

68.07 within a 2-day time window, while RoBERTa 457

performed better with an F1 score of 69.28 within 458

a 5-day time window. BERTweet achieved the best 459

result in the 5-day settings, benefiting from a larger 460

window that includes more tweet comments suit- 461

able for its modeling capabilities. 462

Cross-stock Experiments In the cross-stock ex- 463

periments, RoBERTa achieved the highest F1 464

scores of 64.58 and 65.01 within the 2-day and 465

5-day time windows, respectively. 466

6.5 Analysis 467

Ablation Study Table 5 shows the results of the 468

ablation experiments with 5-day time window by 469

6https://huggingface.co/FacebookAI/
roberta-large

7https://huggingface.co/vinai/bertweet-large
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(c) cross-stock, 2-day
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(d) cross-stock, 5-day
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(f) cross-stock ablation

Figure 4: The curves of the training loss. (a) is 2-day window training loss in in-stock experiments. (b) is 5-day
window training loss in in-stock experiments. (c) is 2-day window training loss in cross-stock experiments. (d) is
5-day window training loss in cross-stock experiments. (e) is the training loss of ablations in RoBERTa in in-stock
experiments. (f) is the training loss of ablations in RoBERTa in cross-stock experiments

RoBERTa with only numerical data and only tex-470

tual data, respectively. The models without textual471

modeling or numerical modeling have significant472

decline.473

• In in-stock benchmark, textual modeling (-474

5.48 F1) is more helpful for the investment475

risk prediction compared to numerical model-476

ing (-4.2 F1). In in-stock benchmark, textual477

information of a stock in test data is more478

related to the training data because the histor-479

ical information of the stocks is in the train-480

ing data though they are in different periods.481

This allows the model can capture the link482

between investment risk and sentiment infor-483

mation more comprehensively. The model ex-484

hibits more sensitivity to the embedded senti-485

ment information than the number data, result-486

ing in better predictive performance in invest-487

ment risk with textual data than the numerical488

data.489

• In cross-stock benchmark, numerical mod-490

eling (-8.16 F1) contributes more to the in-491

vestment risk prediction compared to textual492

modeling (-0.83 F1). In cross-stock bench-493

mark, the textual information of the stock has494

relatively weak connections among different495

stocks. The model is trained to pay more at- 496

tention to the numerical modeling, resulting 497

that they exhibits more sensitivity with nu- 498

merical data than the textual data, lead to the 499

better predictive performance in investment 500

risk with numerical data than the textual data. 501

Training Loss Figure 4 (e) and (f) shows the 502

curves of training losses for RoBERTa ablations. 503

The curves without numerical modeling decline 504

more slowly than the curves without textual mod- 505

eling, and the without numerical modeling, the 506

training seems to be slightly unstable. 507

7 Conclusion 508

We release the novel dataset QuanSIRA for quan- 509

titative stock investment risk analysis and propose 510

the in-stock benchmark and the cross-stock bench- 511

mark for evaluating and designing investment risk 512

prediction models. Based on the benchmarks, we 513

investigate the application of large language models 514

to tackle stock investment risk analysis. The experi- 515

mental results show that the quantitative investment 516

risk modeling is challenging, and the performance 517

of the models built on pre-trained language mod- 518

els are marginally acceptable. All the dataset and 519

codes are released to contribute to the stock market 520

analysis in natural language processing area. 521
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Limitations522

The quantitative investment risk analysis in this523

work is only suitable for U.S. stock market, because524

we use the indexes of U.S. stock. Therefore, the525

quantification of investment risk can not be applied526

to other stock markets.527

Ethnic Statement528

The dataset constructed in this work is baesd on529

the previous existing dataset. We do not think that530

this work increases the biases already present in the531

datasets. Therefore, we do not foresee any ethical532

issues arising from this work.533
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