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Abstract: When we, humans, conduct a task, we consider changes in environments1

such as objects’ arrangement due to interactions with objects and other reasons;2

e.g., when we find a mug to clean, but it is already clean. Then we skip cleaning it.3

The plasticity of the human brain allows us to adapt to environmental states but4

current embodied agents often ignore the changed environments when conducting5

a task, leading to failure of task completion or executing unnecessary actions. Here,6

we propose Revising actions by Environmental feeDback (RED) that allows an7

embodied agent to revise their action in response to perceived environmental status8

“before it makes mistakes.” We empirically validate our RED and observe that our9

RED outperforms prior arts on two challenging benchmarks, TEACh and ALFRED,10

by noticeable margins in most metrics, including unseen success rates, with shorter11

execution length, i.e., an efficiently behaving agent.12

Keywords: Replanning, Environmental Feedback, Brain plasticity, Embodied AI13

1 Introduction14

Building robotic assistants that can understand natural language and the surroundings and perform the15

desired tasks has long been an ambitious goal in the research community. For these assistants, recent16

advances in related domains such as computer vision [1, 2, 3] and natural language processing [4, 5,17

6, 7] have been actively integrated into the learned agents. Subsequently, these learned agents engage18

in various tasks [8, 9, 10, 11, 12, 13, 14] within diverse environments [15, 16, 17]. To complete the19

desired tasks, agents typically generate their initial plans based on the anticipated environmental20

states at the beginning [18, 19] and execute them.21

However, the environments may change, making it difficult for embodied agents to complete a task due22

to the discrepancy between the environment that the agent expects and the actual environment. This23

discrepancy results in misperception and incomplete exploration, etc. In contrast to the artificial agents,24

humans and animals can effectively adapt to these environmental changes through brain plasticity [20,25

21, 22]. This plasticity rewires their brains based on experiences with varying environmental26

conditions, allowing them to adjust their behaviors to those performed previously to prevent mistakes27

in advance. In light of this, we pose the question: Can artificial embodied agents also derive benefits28

from this brain plasticity for environmental discrepancies?.29

Drawing inspiration from neuroscience, we propose Revising actions by Environmental feeDback30

(RED), an instruction following embodied agent that can adjust their behaviors by perceiving environ-31

mental discrepancies as environmental feedback by common sense learned in large language models32

(LLM) to review the current plan based on this feedback. For environmental discrepancies, consid-33

ering that object perception plays an important role in numerous embodied tasks, we particularly34

focus on four distinct environmental discrepancies concerning objects: 1) object presence [23, 24], 2)35

object appearance [25], 3) object attributes [26, 27], and 4) object-object relationships [28, 29].36
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Figure 1: Overview of the proposed method (RED). The agent adapts to unexpected environmental discrepan-
cies: it skips cleaning an already clean plate, puts down a pan when a plate is needed, grabs a knife from the
countertop without further searching, and ignores moving a potato that is already on its destination plate. Guided
by LLMs, the agent effectively achieves the goal of serving two slices of potato on a clean plate.

To address these discrepancies, we propose four components: Dynamic Target Adaptation (DTA) that37

dynamically modifies navigation targets using object presence discrepancies, Object Heterogeneity38

Verification (OHV) that verifies whether an interacted object is intended by examining object appear-39

ance discrepancies between the initial and subsequent perceptions of the object, Attribute-Driven40

Plan Modification (APM) that modifies the original state-changing actions, such as cleaning an41

object, using object attribute discrepancy, and Action Skipping by Relationship (ASR) that refrains42

agents from taking unintended actions using object relationship discrepancy. In contrast to previous43

approaches [26, 30] that revise their original plans after encountering failures, we preemptively revise44

them to avoid nonrecoverable failures such as irreversible state transitions [12, 13, 31].45

We empirically validate our RED in two challenging benchmarks, TEACh [13] and ALFRED [12],46

for embodied instruction following. We observe that our RED outperforms prior arts notably in most47

metrics, including the unseen success rates, which is the main metric of [12, 13].48

2 Related Work49

Embodied instruction following agents. Developing agents that can achieve the desired goals by50

understanding natural language has been a daunting challenge. To develop such agents, previous51

benchmarks [32, 33, 34] require agents to understand natural language and navigate to a designated52

target location. For example, [32] requires a robot agent to infer proper next steps towards the53

goal with a given natural language history, and [33] requires allowing a tourist to reach a specified54

destination. However, they primarily focus on learning navigation agents without object interaction,55

hindering the deployability of an agent to complex tasks (e.g., an agent needs to prepare breakfast by56

heating a bread slice with a toaster and making a cup of coffee using a coffee machine).57

To address more complex tasks beyond navigation, recent benchmarks [13, 14] incorporate object58

interaction into their task setups to require agents to complete tasks by understanding free-form59

language that describes the tasks and interacting with relevant objects. For these tasks, early ap-60

proaches [35, 14] learn a direct mapping from multimodal input (i.e., egocentric observation, and61

language instructions) to the corresponding actions and object locations in the egocentric frames.62
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Figure 2: Workflow of the proposed Revising actions by Environmental feeDback (RED). We first generate
an initial plan based on the language instruction using a large language model (LLM) and anticipate initial and
target object states to achieve a desired goal. At the same time, we predict semantic information and obtain the
actual environmental states from these semantics. We then compare the anticipated and actual environmental
states and maintain the discrepancies between them. If discrepancies are detected, we use them as environmental
feedback, denoted by ‘Feedback Information,’ to revise the original plan, denoted by ‘Current Action Plan.’

However, these learning-based approaches usually require a large number of training episodes for63

good performance, but collecting them is expensive and sometimes impossible.64

To address this data-scarcity issue, recent approaches [36, 37, 26, 30] use deterministic algorithms,65

such as A∗ or FMM [38], for accurate obstacle-free navigation on semantic spatial maps [39, 18, 37,66

30], significantly improving their performance. Inspired by this, we also exploit [38] for navigation.67

Planning and revising using large language models. By the help of large language models68

(LLMs) for task planning or revision of plans, recent work [30, 40, 41] is studying plan revision.69

They correct their original plans when agents fail to execute actions or determine whether they fail70

to achieve desired outcomes. For example, [30] retrieves the most relevant top-K examples of error71

correction for a failure case, and an LLM generates corrected programs for action generation. [40]72

condenses a robot’s previous experiences to identify failures and devises new plans to rectify them.73

While these approaches correct the action sequence by the failure, we preemptively predict failures74

before they occur and revise the action sequence, saving unnecessary actions.75

Other work [42, 43, 44] uses LLMs for self-corrective ability by receiving environmental feedback,76

but depends on ground-truth feedback from environments associated with a small number of actions.77

For instance, a recent approach [45] exploits either ground truth or expensive human feedback.78

However, this may pose limited deployability in environments without such ground-truth information.79

Another line of work [46, 47] tries to solve task planning and failure correction by focusing on errors.80

[47] proposes to generate complete plans using a structured programming language prompt, with81

each action considering conditions for error-free execution. [46] proposes correcting the error or82

preventing the failure using LLMs with predefined preconditions. However, both have not explored83

the strategy of adaptively skipping unnecessary actions to enhance mission efficiency. Our approach84

is designed to allow agents to behave efficiently in the environment, akin to humans, by adapting85

actions to suit the environmental context without the information about why the task failed.86
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3 Approach87

Recent approaches in building an embodied agents use LLMs [30, 41, 48] for commonsense reasoning88

and semantic spatial maps [37, 39, 18] for path planning. However, these agents often encounter89

scenarios where their anticipated environmental states differ from the ones they actually perceive.90

These scenarios can result in unintended or incorrect actions and consequently lead to inefficiency or91

even failure in completing tasks. Inspired by humans and animals that adapt to changing environments,92

we propose RED that pre-emptively adjusts plans using environmental discrepancies as feedback.93

Figure 2 illustrates the workflow of our RED.94

3.1 Revising Actions using Environmental Feedback95

We aim to learn a policy that generates a modified action sequence for embodied agents [12, 13] by96

perceiving environmental changes. Specifically, we learn a function fs : V × A −→ A, that maps97

a visual observation set, {vm}Mm=1, and an (N -length) action sequence, {an}Nn=1, into a modified98

(K-length) action sequence, {a′k}Kk=1. V and A denotes all possible observation and action sets.99

We consider an embodied agent, a function, πθ : V × X −→ A, that maps a natural language100

instruction, x ∈ X , and the current visual observation, vt ∈ V , into an action, at ∈ A. We expect the101

generated action sequence, {at}Tt=1, to transform the initial environment state, si ∈ S , to the desired102

state, sf ∈ S, where each X and S denotes a set of all possible natural language instructions and103

environment states and T a time budget. We detail our agent’s architecture in the supplementary.104

In particular, when an agent encounters unexpected scenarios caused by ‘differences’ between those105

inferred from a language description and observed in the environment, referred to as ‘environmental106

discrepancies,’ RED revises the agent’s original plan, {an}Nn=1, by querying a large language model,107

L, with a prompt, P . P concatenates a system prompt, Ps, for a general description and guide of the108

task, the original plan, and a feedback prompt, Pf , which describes the discrepancy encountered as109

environmental feedback. Then L receives P and produces a revised plan, {a′k}Kk=1 as:110

{a′k}Kk=1 = L(P) where P = [Ps; {an}Nn=1;Pf ]. (1)

To build a feedback prompt, we consider four types of environmental discrepancies caused by the111

presence, appearance, attributes, and relationships of objects based on visual information that occupies112

a large proportion of sensory information perceived by humans [49, 50]. We propose four modules113

for respective discrepancies: Dynamic Target Adaptation (DTA), Object Heterogeneity Verification114

(OHV), Attribute-Driven Plan Modification (APM), and Action Skipping by Relationship (ASR). We115

detail the proposed modules below and provide their examples of system prompt, current action plan,116

feedback information, and an LLM output in listings in the supplementary.117

3.1.1 Presence Discrepancy → Dynamic Target Adaptation118

When an agent is conducting a task, it may encounter scenarios where a target object is present in119

unexpected places. For example, in the task, ‘boil a potato in the refrigerator using a pot,’ the agent120

may expect the refrigerator, possibly containing the potato, as its navigational target. However, the121

agent may find another potato on different objects, such as a table. In this case, revising the action122

plan by adapting to environments where target objects can be easily found may improve the efficiency123

and effectiveness of navigation. Here, we denote by an object presence discrepancy the difference124

between an expected location and an actual one for a target object to be found.125

To address this, we propose Dynamic Target Adaptation (DTA) which detects an object presence126

discrepancy and provides a feedback prompt describing it. For this, the agent first compares an127

inferred place of a target object, o, with one perceived and maintained in the agent’s memory (see the128

supplementary for more details), Zt, at the current time step, t. If the agent has previously observed129

the target object in a different place from the inferred one (i.e., o ∈ Zt) before reaching it, DTA130

returns the presence discrepancy as a feedback prompt, Pf , indicating that the target object is not in131

the expected location (e.g., Pf = “the object is found in another place, not in the132

receptacles that should be opened.”).133
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3.1.2 Appearance Discrepancy → Object Heterogeneity Verification134

An agent often fails to interact with task-relevant objects due to misperceptions influenced by lighting,135

occlusions, and varying appearances from different viewpoints. This issue can be mitigated by136

examining objects from multiple perspectives. For example, an agent might mistake a cup for a mug137

due to object recognition errors from a far distance.138

To address this issue, we propose Object Heterogeneity Verification (OHV), which recognizes appear-139

ance discrepancies and provides feedback accordingly. Here, we define an appearance discrepancy140

as the difference in an object’s predicted identities (i.e., classes) from the appearances observed141

in various viewpoints. The proposed verification requires the agent to pick up objects and change142

its view. That is, when the agent interacts with an object, it verifies if the object is intended one143

by comparing its predicted classes that can be different due to varying appearances from various144

viewpoints. These actions allow the agent to see the object without occlusion, thus encouraging it to145

properly identify the object (i.e., a mug) by the observations from various viewpoints.146

Formally, let ci be a predicted object class from the appearance of a ith viewpoint of an object, where147

i ∈ {0, · · · , I} denotes a viewpoint index among predefined I viewpoints. i = 0 is the viewpoint at148

the time of interaction (see the supplementary for more details). If the agent encounters a different149

predicted class (i.e., c0 ̸= ci) from any different viewpoint i > 0, contrary to the expected class (i.e.,150

∀i > 0 : c0 = ci), OHV detects an appearance discrepancy and specifies this in a feedback prompt,151

Pf , indicating that the object is not intended (e.g., for the example above, Pf = “It turns out152

that the object picked up is not the intended object.”).153

3.1.3 Attribute Discrepancy → Attribute-Driven Plan Modification154

Language instructions often lack detailed environmental descriptions, potentially causing the agent to155

do redundant actions or miss important actions due to unknown object attributes. Here, an attribute156

refers to the physical state of an object depending on its affordances1 [13, 26]. We can mitigate157

redundant or missed actions from unknown attributes by checking the target object, o, its expected158

attribute, ϕ̂o, and its actual observed attribute, ϕo.159

For example, in a task, “clean a mug and fill it with coffee,” the agent expects that o (i.e., a mug)160

needs to be cleaned because it is dirty, so the expected attribute of the target can be represented as161

ϕ̂o = {Dirty}. However, the agent might find a clean mug during exploration, where the detected162

target object’s attribute is clean (i.e., ϕo = {Clean}). In this case, the agent can skip redundant163

actions in the original plan (i.e., cleaning the mug first), allowing efficient task completion. We denote164

an attribute discrepancy as the difference between the expected and observed attributes of an object.165

For this, we propose Attribute-Driven Plan Modification (APM) to detect attribute discrepancies and166

provide environmental feedback. When the agent detects o, it captures a cropped image exclusively167

of the target from the current view. Then, we utilize an attribute detector, H, which takes the cropped168

image vo as input and predicts ϕo (see the supplementary for more details). If ϕo from H does not169

match ϕ̂o (i.e., ϕ̂o ̸= ϕo), APM describes this attribute discrepancy as a feedback prompt Pf (e.g.,170

“After checking, it appears that the target has already been cleaned.”).171

3.1.4 Object-Object Relationship Discrepancy → Action Skipping by Relationship172

Rearranging objects [10, 51] often poses challenges when the agent relocates multiple objects,173

potentially with the same look, of the same class, making it difficult for the agent to decide which174

object to move. To address this, the agent considers the current relationship, ro, and the expected175

relationship, r̂o, between the target object, o, and its placement object, op. Here, the relationship176

represents the spatial relationship between o and op. We write this as ro = (o, op).177

For instance, if instructed to “place two pillows on the sofa,” the agent assumes that o (i.e., a pillow)178

is not on the final place (i.e., sofa) and needs to be moved. Thus, the expected relationship can179

1We use object attributes supported by AI2-THOR [15] on which our evaluation benchmarks [12, 13] run.
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Table 1: Comparison with the state of the arts in the TEACh benchmark. The path-length-weighted (PLW)
metrics are given in the parentheses for each value. The highest and second highest values per fold and metric
are shown in bold and underline, respectively.

Model
TfD EDH

Unseen Seen Unseen Seen
SR GC SR GC SR GC SR GC

E.T [35] 0.48 (0.12) 0.35 (0.59) 1.02 (0.17) 1.42 (4.82) 7.80 (0.90) 9.10 (1.70) 10.20 (1.70) 15.70 (4.10)
JARVIS [36] 1.80 (0.30) 3.10 (1.60) 1.70 (0.20) 5.40 (4.50) 15.80 (2.60) 16.60 (8.20) 15.10 (3.30) 22.60 (8.70)
FILM [37] 2.90 (1.00) 6.10 (2.50) 5.50 (2.60) 5.80 (11.60) 10.20 (1.00) 18.30 (2.70) 14.30 (2.10) 26.40 (5.60)
DANLI [26] 7.98 (3.20) 6.79 (6.57) 4.97 (1.86) 10.50 (10.27) 16.98 (7.24) 23.44 (19.95) 17.76 (9.28) 24.93 (22.20)
HELPER [30] 13.73 (1.61) 14.17 (4.56) 12.15 (1.79) 18.62 (9.28) 17.40 (2.91) 25.86 (7.90) 18.59 (4.00) 32.09 (9.81)

RED (Ours) 19.77 (5.16) 16.74 (8.31) 20.99 (4.64) 21.55 (11.03) 21.69 (4.44) 26.83 (7.46) 21.71 (4.62) 32.78 (10.39)

be defined as the pillows that are not on the sofa, represented as r̂o = ¬(pillow, sofa). However,180

during exploration, if the agent detects a pillow on the sofa, the current relationship becomes181

ro = (pillow, sofa), i.e., r̂o ̸= ro, and a relationship discrepancy occurs. If the agent ignores such182

discrepancy and continues to interact with o, i.e., meaninglessly moving the pillow from the sofa to183

the sofa, it may not be able to complete the task.184

To mitigate meaningless relocation, we propose Action Skipping by Relationship (ASR), which185

detects the relationship discrepancy and provides a corresponding feedback prompt. To obtain186

ro, we first predict the masks of objects from the current egocentric view, {mi}Ni=0, where m0187

denotes the mask of o. We then find the most ’adjacent’ mask, mi, of op, to m0 and regard that188

o is currently on op (see the supplementary for more details). If the currently detected target189

object is already in the final place (i.e., r̂o ̸= ro), ASR describes this relationship discrepancy190

in a feedback prompt Pf , such as “After checking the object and its location, it is191

observed that the target object is already in the desired location”192

4 Experiments193

We briefly explain the benchmarks, baselines, and evaluation metrics used for the experiments. For194

more details on the benchmarks and baselines, kindly refer to the supplementary.195

Benchmarks. We employ two challenging long-horizon instruction following benchmarks for196

embodied agents, TEACh [13] and ALFRED [12]. In TEACh, we evaluate our RED in two sub-197

benchmarks, Trajectory from dialog (TfD) and Execution from Dialog History (EDH). TfD requires198

the agent to solve long-horizon household tasks by understanding dialogs, while EDH requires199

performing a session-specific portion of the TfD tasks. ALFRED provides declarative instructions200

consisting of a goal statement and step-by-step instructions that describe how to complete a task.201

Baselines. We compare RED with recent state-of-the-art methods as baselines for both benchmarks.202

For the TEACh benchmark, we compare ours with FILM [37], DANLI [26], and HELPER [30]. For203

the ALFRED benchmark, we adopt HLSM [39], FILM [52], and CAPEAM [18] as baselines.204

Metrics. The primary metric is the success rate (SR), the ratio of the completed tasks. The goal205

condition success rate (GC) denotes the ratio of the satisfied goal conditions. To measure efficiency,206

the path-length-weighted (PLW) score penalizes SR and GC by the length of the actions taken.207

4.1 Comparison with State of the Art208

We compare RED with prior state-of-the-art methods on the TEACh and ALFRED benchmarks sum-209

marized in Table 1 and Table 2, respectively. Additionally, we provide the results of a new validation210

and test set in EDH, used exclusively by DANLI [26] and re-split from the original validation set, to211

ensure a fair comparison (see the result table in the supplementary). RED outperforms other baseline212

models in both benchmarks by noticeable margins in SR and GC, demonstrating its efficacy.213

In the TEACh benchmark, in TfD and EDH setups, we observe that RED outperforms the previous214

methods in unseen/seen environments for SR and GC, which implies the effectiveness of our proposed215

RED. In addition, our model shows a larger performance gap between ours and prior art on TfD,216
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a more changeable setup than on EDH. This may be because TfD requires more interactions with217

objects than EDH, which performs a specific portion of the TfD tasks. Thus, our proposed methods218

have more opportunities to be applied, leading to greater improvement in TfD compared to EDH.219

Table 2: Comparison with the state of the arts in the ALFRED
benchmark. The path-length-weighted (PLW) metrics are given
in the parentheses for each value. The highest and second highest
values per fold and metric are shown in bold and underline, respec-
tively. ‘Reported’ and ‘Reproduced’ sections show the methods’
performances from the paper and our reproduction results. ‘Repro-
duced w/ Dynamic Initial States’ shows performances in dynamic
initial states (Section 4.1).

Model Test Unseen Test Seen
SR GC SR GC

Reported
HLSM [39] 20.27 (5.55) 30.31 (9.99) 29.94 (8.74) 41.21 (14.58)
FILM [52] 24.46 (9.67) 34.75 (13.13) 25.77 (10.39) 36.15 (14.17)
CAPEAM [18] 43.69 (17.64) 54.66 (22.76) 47.36 (19.03) 54.38 (23.78)
Reproduced
HLSM [39] 21.32 (5.89) 31.09 (10.39) 31.90 (9.75) 43.22 (15.30)
FILM [52] 23.61 (15.10) 36.90 (12.99) 25.77 (10.58) 35.43 (14.62)
CAPEAM [18] 41.79 (18.07) 53.93 (23.41) 45.14 (18.79) 52.82 (23.25)

RED (Ours) 46.96 (20.58) 57.35 (24.72) 51.40 (21.14) 59.04 (25.52)

Reproduced w/ Dynamic Initial States
HLSM [39] 19.03 (5.60) 28.21 (9.64) 23.27 (7.59) 31.56 (12.60)
FILM [52] 15.17 (7.43) 22.74 (12.14) 13.89 (5.68) 22.80 (10.26)
CAPEAM [18] 24.00 (9.39) 31.92 (14.85) 25.18 (10.78) 32.97 (15.96)

RED (Ours) 32.31 (12.48) 42.62 (17.87) 35.09 (15.02) 43.27 (19.95)

We observe that DANLI [26] achieves220

better PLW scores in the EDH setup.221

We believe that its 3D map track-222

ing each instance’s location, including223

height, eliminates the need for verti-224

cal scanning in navigation, unlike our225

top-down 2D map. In addition, its re-226

covery plans’ effectiveness is based227

on a lot of human-defined plans for all228

exceptions, improving PLW scores.229

Table 2 shows the prior arts and230

RED’s performance in the ALFRED231

benchmark with a few different set-232

tings. We include the ‘Reproduced’233

section because the reproduced results234

of previous methods differ slightly235

from the originally reported ones. As236

shown in Table 1, we observe that our237

method outperforms the prior arts in238

all metrics, implying the effectiveness239

of the proposed components.240

Dynamic initial states. In the ALFRED benchmark, the states of all objects are ‘static’ at the241

beginning of every task, indicating that the initial states of objects are always ‘fixed’ once a task for242

the agent to perform is given. For example, in the task of moving a cleaned mug, the initial states243

of all mugs in the environment are always set to be ‘dirty.’ However, this evaluation does not fully244

address environmental discrepancies caused by different initial states of objects (e.g., cleaning a mug245

that is already clean), potentially resulting in unexpected scenarios.246

To further address these discrepancies in the ALFRED benchmark, we intentionally modify the initial247

states of objects to have diverse ones and denote these modified ones as ‘dynamic initial states.’ For248

example, in the task of moving a cleaned mug above, the agent may encounter already cleaned mugs249

and the agent can revise its plan in this case for efficient and effective task completion. We observe250

that our RED outperforms all prior approaches in the dynamic setting, implying that our RED has251

better capability to adapt to environments with objects’ dynamic initial states.252

4.2 Ablation Study253

To investigate the impact of each proposed component, DTA, OHV, APM, and ASR, we conduct254

ablation studies and summarize the results in Table 3 and Table 4. In our experiments, no simultaneous255

environmental discrepancies were detected, but our RED is designed to handle multiple discrepancies256

at once. Here, ‘(x) vs. (y),’ denotes a comparison between the x and y rows in Table 3 and Table 4.257

No DTA. We observe that ablating DTA ((a) vs. (b)) leads to noticeable drops (up to 4.97% in258

TfD seen) in all metrics in seen and unseen splits for TfD and EDH. We believe that our agent259

without DTA does not consider object presence discrepancies, causing repeated unnecessary object260

interaction. This can increase the chance of interaction failure and thus, reduce task success rates.261

No OHV. Second, we ablate OHV ((a) vs. (c)) in our RED to assess the impact of considering262

differences in object appearances. Ablating OHV results in significant performance drops, with263

a 4.97% SR decrease in the TfD seen and a 3.01% SR decrease in the ALFRED test unseen. We264

empirically observe that the agent suffers from misperceptions such as light reflection and occlusion,265

resulting in the agent interacts with irrelevant objects. Unlike the agent with OHV, the ablated agent266
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Table 3: Ablation study in TEACh for each proposed component. The path-length-weighted (PLW) metrics
are given in the parentheses for each value. (b) to (e) show the performances of RED without each component.

Model
TfD EDH

Unseen Seen Unseen Seen
SR GC SR GC SR GC SR GC

(a) RED 19.77 (5.16) 16.74 (8.31) 20.99 (4.64) 21.55 (11.03) 21.69 (4.44) 26.83 (7.46) 21.71 (4.62) 32.78 (10.39)

(b) w/o DTA 17.65 (4.63) 13.39 (6.63) 16.02 (4.05) 16.34 (8.13) 20.67 (3.52) 25.74 (6.62) 18.75 (3.59) 30.95 (8.69)
(c) w/o OHV 15.20 (4.22) 12.58 (6.57) 16.02 (4.56) 17.46 (9.68) 20.35 (3.44) 22.89 (6.66) 18.75 (3.87) 29.87 (9.60)
(d) w/o APM 16.18 (4.14) 13.66 (6.45) 14.36 (3.70) 18.59 (9.10) 19.89 (3.09) 24.93 (5.85) 19.98 (3.67) 29.42 (7.40)
(e) w/o ASR 17.16 (4.44) 15.30 (7.41) 18.23 (5.11) 17.18 (8.92) 20.49 (4.06) 26.00 (7.42) 18.91 (2.53) 30.62 (9.38)

proceeds with the task without checking whether it interacted with the correct object. As a result,267

errors due to misperceptions directly lead to task failure.268

No APM. When APM is absent from RED ((a) vs. (d)), it may not be trivial for the agent to discern269

changes in object attributes, potentially taking unnecessary actions or omitting key actions. The270

results show that ablating APM results in significant performance drops in all metrics by a large271

margin in TEACh (a downturn peaking at a 6.63% SR in the seen environments in both TfD and272

EDH) and in ALFRED (7.98% SR in test unseen). This oversight in object attributes can cause the273

agent to unnecessarily change an object’s state (e.g., cleaning an already cleaned object), even if274

it already meets the target state. Additionally, the agent repeatedly attempts infeasible actions to275

the objects that are not in an available state for interaction, which increases failures and time steps,276

thereby reducing the likelihood of task completion.277

Table 4: Ablation study in ALFRED for each proposed compo-
nent. The path-length-weighted (PLW) metrics are given in the
parentheses for each value. (b) to (e) show the performances of
RED without each component.

Model Test Unseen Test Seen
SR GC SR GC

(a) RED 32.31 (12.48) 42.62 (17.87) 35.09 (15.02) 43.27 (19.95)

(b) w/o DTA 29.63 (11.79) 39.49 (16.66) 33.59 (13.92) 42.02 (18.69)
(c) w/o OHV 29.30 (11.33) 38.95 (16.54) 33.53 (13.91) 42.75 (19.07)
(d) w/o APM 24.33 (9.13) 32.11 (13.98) 24.66 (10.01) 32.42 (15.00)
(e) w/o ASR 28.25 (11.22) 38.98 (17.52) 33.07 (14.48) 42.95 (19.63)

No ASR. Finally, we ablate ASR278

from our agent ((a) vs. (e)). With-279

out ASR, the agent cannot compre-280

hend the relationships between ob-281

jects, which makes it attempt to move282

the objects again that already satisfy283

the goal relationship (e.g., a Plate284

should be in Sink). This may lead to285

achieving insufficient goal states as286

the agent moved ‘two’ objects but ac-287

tually, it did only ‘one’ object. Due to288

this, we observe that 2.76% SR of drop in TfD seen and 4.06% SR of drop in ALFRED test unseen.289

4.3 Qualitative Analysis290

We qualitatively investigate DTA, OHV, APM, and ASR in the supplementary for the sake of space.291

5 Conclusion292

We propose RED that adjusts their behaviors based on perceived environmental discrepancies inspired293

by brain plasticity of humans and animals before failure. Given perceived environmental discrepancies,294

RED builds a prompt comprising its current plan, the discrepancies, and a system prompt including a295

task objective, and queries large language models (LLMs) to generate a revised plan.296

To address these environmental discrepancies, we propose DTA, OHV, APM, and ASR for replanning297

for effective and efficient task completion. We observe that our RED outperforms previous methods298

notably in two challenging embodied instruction following benchmarks, TEACh and ALFRED.299

Limitations and future work. The environmental discrepancies are perceived based on semantic300

information (e.g., object masks, semantic spatial maps, etc) predicted from a single egocentric301

observation and therefore may not be accurate, possibly leading to inaccurate plan modification. A302

promising future direction is to modify a plan even with these possibly inaccurate discrepancies. In303

addition, we plan to extend our RED, potentially with strong foundation models [53] for richer and304

more accurate environmental feedback, to real-robot setups.305
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