
Probing LLM World Models: Enhancing Guesstimation with
Wisdom of Crowds Decoding

Anonymous ACL submission

Abstract001

Guesstimation, the task of making approximate002
quantity estimates of a physical object or an003
event, is a common real-world challenge. How-004
ever, it has largely been overlooked in large005
language model (LLM) research. We intro-006
duce three guesstimation datasets, MARBLES,007
FUTURE, and ELECPRED. These datasets in-008
clude guesstimation ranging from concrete ob-009
ject estimation (e.g., how many marbles can010
fit in a one-cup measuring cup) to abstract sce-011
nario predictions such as predicting the 2024012
U.S. presidential election result. Inspired by013
the social science concept of the “Wisdom of014
Crowds” (WOC)—taking the median from esti-015
mates from a crowd, which has proven effective016
in guesstimation, we propose the “WOC decod-017
ing” strategy for LLM guesstimation. We repli-018
cate prior findings that WOC improves human019
guesstimation accuracy and show that LLMs020
exhibit a similar WOC effect. The success of021
LLMs in guesstimation suggests they possess022
some level of a “world model” necessary for023
guesstimation. Moreover, the WOC decoding024
method improves LLM guesstimation accuracy025
more efficiently than other decoding methods,026
such as self-consistency. These results high-027
light the value of the WOC decoding strategy028
for LLMs and position guesstimation as a probe029
for evaluating LLMs’ world model. As LLMs’030
world model is a fundamental prerequisite for031
many real-world tasks (e.g., forecasting and032
human-AI teaming), our findings have broad033
implications for the AI community.034

1 Introduction035

Daily life often requires us to estimate uncertain036

quantities, from the crowd size at a political event037

to the weight of a turkey needed for a Thanksgiv-038

ing dinner. In human populations, such “guessti-039

mation” scenarios often exhibit wisdom of crowds040

(WOC) effects: in a random sample of estimates,041

the median lies closer to the ground truth than most042

individual guesses (Galton, 1907; Yu et al., 2018).043

WOC phenomena are thought to rely on a world 044

model—a conceptual understanding of the world 045

that supports estimation and decision-making. For 046

instance, when estimating the number of jelly beans 047

in a jar (Surowiecki, 2005), people may rely on an 048

implicit understanding of the typical size, shape, 049

and firmness of jelly beans, and the shape, vol- 050

ume, and rigidity of the jar. Even for more ab- 051

stract scenarios, people may also rely on general 052

world-knowledge; for instance, when estimating 053

the number of people requiring food stamps in 054

Chicago, their guesses may reflect general knowl- 055

edge/beliefs about poverty rates, accessibility of 056

government programs, characteristics of large mid- 057

western cities, etc. 058

Here we assess whether contemporary large lan- 059

guage models (LLMs) exhibit WOC phenomena 060

similar to those observed in human populations. 061

LLMs are crowds unto themselves: they are trained 062

on vast amounts of linguistic and other data gener- 063

ated and tuned from crowds of individual human 064

users. Thus, multiple samples of responses from a 065

single model may be akin to asking multiple users 066

from a human population the same question, in 067

which case the median of model responses might 068

closely approximate the ground truth. 069

To systematically study guesstimation and WOC 070

effects in LLMs, we created three guesstimation 071

datasets: MARBLES, FUTURE, and ELECPRED. 072

The MARBLES dataset involves estimating the 073

number of physical objects (e.g., marbles, coins) 074

that can fit into different containers (e.g., one-cup 075

dry-ingredients measuring cup), requiring reason- 076

ing based on real-world physical properties. On 077

the other hand, FUTURE and ELECPRED datasets 078

involve guesstimation in more abstract scenarios - 079

predicting future real-world events like population 080

growth, economic trends, or 2024 U.S. presiden- 081

tial election results, all of which require reasoning 082

based on real-world knowledge such as demograph- 083

ics, economic conditions, and political trends. 084
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MARBLES Dataset

FUTURE Dataset

ELECPRED Dataset

How many standard-sized U.S. marbles…

In the second quarter of 2024, how many vehicles will
Ford sell? Think step-by-step.

In the 2024 election, the candidates will be Vice
President Kamala Harris and former President Donald
Trump. What percentage of the vote in Pennsylvania do
you think Kamala Harris will receive? Think step-by-step.

Guesstimation

How many standard-sized U.S. marbles
does it take to fill a one cup dry ingredient
measuring cup? Think step-by-step.

Large Language Model

Based on the cup
size and shape ……
, so 138 marbles.

The diameter of a
marble is …… , so
52 marbles

The volume of the
cup is …… , so
256/4=64marbles

The volume of a
marble is …… , so
52 marbles

The answer is 52 marbles

Self-consistency
(Majority)

The answer is 64 marbles

Wisdom of Crowd
(Median)

The size of the
cup is ……, so 216
marbles.

Ground Truth: 62 marbles

! = 52 − 62 62⁄ = 0.16 ! = 64 − 62 62⁄ = 0.03

1. Chain-of-thought Prompting

3. Aggregate 
Responses

4. Compute 
Normalized 
Errors

2. Sample Reasoning Paths

Figure 1: The steps of LLM guesstimation through self-consistency decoding method and wisdom of crowd (WOC)
decoding method.

In all experiments, the guesstimation questions085

were provided in natural language to the LLMs. To086

quantify the WOC effect in each case, we took the087

normalized error: the absolute difference between088

the median guess and the ground truth divided by089

the ground truth. The more these error terms are090

reduced with increasing size of the crowds, the091

greater the WOC advantage relative to an individ-092

ual guesser. We further compared the LLM WOC093

behavior with the self-consistency decoding strat-094

egy, which samples model behavior many times095

and returns the majority vote among the samples,096

rather than the median as WOC. Prior work has097

suggested that self-consistency can improve model098

reasoning behavior (Wang et al., 2023). In addi-099

tion, we also conducted a human experiment and100

replicated previous findings about WOC in human101

crowds.102

Our results demonstrate the effectiveness of103

WOC decoding in guesstimation tasks in both hu-104

mans and LLMs. We showed that WOC decoding105

outperformed self-consistency and greedy decod- 106

ing across both concrete and abstract guesstima- 107

tion datasets (including 2024 U.S. presidential elec- 108

tion prediction) and achieved greater accuracy with 109

fewer samples. In sum, we proposed guesstima- 110

tion as a method to probe LLMs’ world models, 111

and showcased that we can apply WOC, a social 112

science-inspired decoding strategy, to reach the 113

best guesstimation performance. Our findings have 114

broader implications for real-world applications 115

such as forecasting and human-AI teaming, which 116

rely on an accurate world model. In sum, we in- 117

troduce guesstimation as a new task that is very 118

common in real world but has been over-looked by 119

the AI community. 120

2 Methods and Experimental Setup 121

2.1 Guesstimation Datasets 122

MARBLES Dataset The MARBLES dataset con- 123

sists of 15 guesstimation questions, involving five 124

different containers (a one-cup dry ingredient mea- 125
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Figure 2: Increased number of sampled reasoning paths boosts wisdom of crowds (median) accuracy, outperforming
both self-consistency (majority) and greedy decoding. The trend holds true for all three guesstimation datasets. The
normalized error is shown on a logarithmic scale (y axis).The error bars are standard errors calculated based on 30
resampling.

suring cup, a shot glass, a Starbucks iced tall126

cup, an Altoids tin, and a box for a deck of stan-127

dard Bicycle playing cards) and three different128

items (standard-sized U.S. marbles, standard-sized129

M&Ms, and U.S. quarters). For example, one ques-130

tion asks: “How many standard-sized U.S. marbles131

does it take to fill a one-cup dry ingredient mea-132

suring cup? Think step-by-step.” The ground-truth133

answer for each question was determined by manu-134

ally measuring each quantity three times and taking135

the median. Human Experiment. To replicate pre-136

vious findings about WOC in human crowds, and137

compare the LLMs’ guesstimation performance138

with humans, we recruited 230 participants from a139

U.S. university. Participants received course credit140

for their participation. Each participant was asked141

to provide estimates for each question in the MAR-142

BLES dataset. We also asked participants to rate143

their familiarity with each item and container on a144

5-point scale (from 1 = “not familiar at all” to 5 =145

“extremely familiar”). For each question, we only146

used data from participants who rated their familiar-147

ity as at least 4 (“quite familiar”) for both the item148

and the container, yielding an average of 64.9 valid149

responses per question. We conducted a human ex-150

periment only for the MARBLES dataset to ensure151

genuine guesstimation without easy access to the152

ground truth, as participants might already know153

the answers to some questions in the FUTURE and154

ELECPRED datasets (see below).155

FUTURE Dataset The FUTURE dataset con-156

sists of 15 guesstimation questions about predict-157

ing quantities of events in 2024, which was in the158

future at the time of model training but are now159

known. These quantities all come from a period160

after the pretraining cutoff date of the LLMs’ train-161

ing corpora, ensuring that the models could not rely 162

on memorization but instead had to reason based 163

on their world models. For example, one question 164

asks: “In the second quarter of 2023, the number 165

of vehicles Ford sold was 531,662. In the second 166

quarter of 2024, how many vehicles will Ford sell? 167

Think step-by-step.” The pretraining cutoff dates 168

of all LLMs we considered were before 2024.1 169

The true answer for each question was determined 170

based on information from credible websites (§B). 171

ELECPRED Dataset The ELECPRED dataset 172

consists of 51 guesstimation questions, covering 50 173

U.S. states and Washington, D.C. The task required 174

LLMs to predict the percentage of votes Kamala 175

Harris would receive in the 2024 U.S. presidential 176

election for each state. Similar to the FUTURE 177

dataset, the election occurred after all LLMs’ pre- 178

training cutoff dates. This ensured that the models 179

could not rely on memorization but instead had to 180

reason based on their world models about factors 181

like demographics, historical trends, and political 182

figures. The ground truth for each state was deter- 183

mined using official election results. 184

2.2 Large Language Models 185

We tested the guesstimation capabilities in ten con- 186

temporary LLMs, including open-source and pro- 187

prietary models. We included five LLaMA models 188

(Touvron et al., 2023), a Mistral model (Jiang et al., 189

2023), two Mixtral models (Jiang et al., 2024), and 190

two GPT models. For the model details, see §A. 191

For our compute resources, see §D. 192

1The only exception was the
Mixtral-8x22b-instruct-v0.1 model, which has a
cutoff date in Apr. 2024. Therefore, we excluded it when
evaluating it on the FUTURE dataset.
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Guesstimation Model Wisdom of Crowds Self-Consistency Greedy
Dataset (WOC; Median) (Majority)

MARBLES Human Survey 0.57 [0.54, 0.59] 0.61 [0.57, 0.64] –

Mistral
mistral-7b-instruct-v0.2 26.60 [21.39, 31.80] 1154.61 [521.83, 1787.39] 1593.00 [487.33, 2698.67]

Mixtral
mixtral-8x7b-instruct-v0.1 1.57 [0.84, 2.30] 28.11 [14.35, 41.87] 12.81 [5.05, 20.58]
mixtral-8x22b-instruct-v0.1 1.33 [1.13, 1.54] 33.66 [1.78, 65.54] 4.79 [2.24, 7.34]

LLaMA 2
llama-2-7b-chat-hf 1.25 [0.89, 1.61] 88.44 [1.12, 175.76] 36.80 [7.32, 66.28]
llama-2-13b-chat-hf 0.55 [0.47, 0.63] 2.17 [1.17, 3.17] 1.31 [0.84, 1.78]
llama-2-70b-chat-hf 0.49 [0.38, 0.61] 1.40 [0.68, 2.11] 29.16 [13.08, 45.24]

LLaMA 3
llama-3.1-8b-instruct 0.81 [0.76, 0.85] 0.94 [0.91, 0.97] 2.80 [1.75, 3.85]
llama-3.1-70b-instruct 0.49 [0.37, 0.61] 1.07 [0.76, 1.39] 6.55 [0.79, 12.30]

GPT
gpt-3.5-turbo-0125 0.64 [0.53, 0.74] 0.73 [0.50, 0.95] 16.82 [3.72, 29.93]
gpt-4-0125-preview 1.00 [0.76, 1.23] 1.07 [0.77, 1.37] 1.04 [0.73, 1.34]

FUTURE Mistral
mistral-7b-instruct-v0.2 0.61 [0.47, 0.75] 0.91 [0.84, 0.97] 1.79 [0.38, 3.20]

Mixtral
mixtral-8x7b-instruct-v0.1 0.09 [0.06, 0.12] 0.09 [0.06, 0.11] 0.60 [0.16, 1.04]

LLaMA 2
llama-2-7b-chat-hf 0.08 [0.06, 0.11] 1.19 [0.19, 2.18] 2.45 [1.00, 3.89]
llama-2-13b-chat-hf 0.09 [0.05, 0.12] 7.53 [1.27, 13.80] 0.11 [0.07, 0.15]
llama-2-70b-chat-hf 0.09 [0.06, 0.11] 4.57 [0.41, 8.73] 0.19 [0.11, 0.28]

LLaMA 3
llama-3.1-8b-instruct 0.54 [0.42, 0.65] 7.84 [1.60, 14.08] 8.54 [2.20, 14.89]
llama-3.1-70b-instruct 0.09 [0.06, 0.12] 0.10 [0.07, 0.12] 0.10 [0.07, 0.13]

GPT
gpt-3.5-turbo-0125 0.10 [0.06, 0.13] 0.10 [0.06, 0.13] 0.10 [0.06, 0.13]
gpt-4-0125-preview 0.08 [0.06, 0.11] 0.09 [0.07, 0.12] 0.08 [0.06, 0.11]

ELECPRED Mistral
mistral-7b-instruct-v0.2 0.07 [0.06, 0.07] 0.11 [0.10, 0.13] 0.16 [0.13, 0.20]

Mixtral
mixtral-8x7b-instruct-v0.1 0.05 [0.05, 0.06] 0.06 [0.06, 0.07] 0.09 [0.07, 0.11]
mixtral-8x22b-instruct-v0.1 0.06 [0.05, 0.07] 0.06 [0.06, 0.07] 0.12 [0.10, 0.13]

LLaMA 2
llama-2-7b-chat-hf 0.14 [0.12, 0.16] 0.16 [0.15, 0.18] 0.16 [0.13, 0.19]
llama-2-13b-chat-hf 0.10 [0.09, 0.11] 0.12 [0.11, 0.13] 0.16 [0.12, 0.19]
llama-2-70b-chat-hf 0.11 [0.09, 0.12] 0.12 [0.11, 0.14] 0.12 [0.11, 0.13]

LLaMA 3
llama-3.1-8b-instruct 0.07 [0.06, 0.07] 0.08 [0.07, 0.09] 0.08 [0.07, 0.08]
llama-3.1-70b-instruct 0.05 [0.05, 0.06] 0.05 [0.05, 0.06] 0.08 [0.06, 0.10]

GPT
gpt-3.5-turbo-0125 0.07 [0.06, 0.07] 0.08 [0.07, 0.08] 0.16 [0.12, 0.20]
gpt-4-0125-preview 0.05 [0.05, 0.06] 0.05 [0.04, 0.05] 0.05 [0.05, 0.06]

Table 1: Normalized errors (ε) for each model on three guesstimation tasks MARBLES, FUTURE, and ELECPRED.
The table is organized by model families and shows results under three decoding strategies: Wisdom of Crowds
(WOC; median), Self-Consistency (majority), and Greedy decoding. Brackets denote standard errors. Notably,
WOC is consistently the best decoding method.

2.3 Decoding Methods for Guesstimation193

For each guesstimation question, an LLM gen-194

erates a response x ∈ N, where there exists a195

ground truth x∗ ∈ N. We evaluate three decod-196

ing methods for LLM’s guesstimation: wisdom of197

crowds (WOC) decoding, self-consistency decod-198

ing, and greedy decoding decoding. For the WOC199

and self-consistency methods, given a question, we200

sample n reasoning paths (using chain-of-thought201

prompting; Wei et al., 2022b,a) from the LLM us-202

ing temperature sampling with T = 1 (Figure 1).203

Each reasoning path yields a corresponding esti-204

mate x, resulting in a set of responses denoted as205

X = {x1, x2, . . . , xn}. For WOC, we take the me-206

dian of the response set, median(X ) = x⌈n
2
⌉, as 207

the final estimate. For self-consistency, we calcu- 208

late the mode of the response set, mode(X ). In 209

cases where the response set has multiple modes, 210

we randomly choose one. For greedy decoding, 211

the temperature is set to 0, making the response 212

deterministic. Thus, for each question, we obtain 213

only one response from an LLM. 214

2.4 Evaluation Metric 215

To assess the accuracy of the estimates across 216

questions, we defined the normalized error. For- 217

mally, for a given estimate x̂ and its corresponding 218

ground truth x∗, the normalized error ε is defined 219
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Figure 3: Comparison of Actual and Predicted Vote Percentages in the 2024 U.S. Presidential Election (LLaMA-
2-7b-Chat; ELECPRED dataset). (A) The actual vote percentage Kamala Harris received in each state in 2024
US presidential election. (B) The predicted vote percentage using wisdom of crowds (median) decoding. (C)
The predicted vote percentage using greedy decoding. (D) The predicted vote percentage using self-consistency
(majority) decoding. For (B), (C), and (D) the predicted vote percentage using each strategy is given, followed by
the actual vote percentage in brackets.

as: ε = |x̂ − x∗|/x∗. This metric is commonly220

used in previous literature on guesstimation tasks221

in human studies (Becker et al., 2017, 2019).222

3 Results223

Humans are Good at Guesstimation Human224

crowds achieve highly accurate guesstimation un-225

der WOC decoding (ε = 0.57) compared to most226

LLMs in the MARBLES dataset (Table 1). This227

replicates previous findings about WOC in humans228

(Galton, 1907; Yu et al., 2018). In addition, WOC229

decoding has a higher accuracy compared to self-230

consistency decoding (ε : 0.57 < 0.61).231

Wisdom of Crowds (WOC) Decoding Supports232

Guesstimation in LLMs For LLMs, the WOC233

decoding method consistently outperforms the234

self-consistency and greedy decoding methods in235

the three guesstimation tasks and across different236

model variants (Table 1). In a few cases, self- 237

consistency and/or greedy decoding achieves the 238

same accuracy as WOC decoding, but WOC is con- 239

sistently among the best decoding methods. 240

WOC Performance Improves More Efficiently 241

Than Self-Consistency with More Sampled Rea- 242

soning Paths Increasing the number of sampled 243

reasoning paths consistently improves the accu- 244

racy of the WOC decoding method (Figure 2). 245

In contrast, while increasing the sample size also 246

leads to better guesstimation performance of the 247

self-consistency method, the improvement is much 248

slower and less efficient than the WOC decod- 249

ing method. For example, for both FUTURE and 250

ELECPRED datasets, WOC decoding using 5 sam- 251

ples achieves higher accuracy than self-consistency 252

decoding using 30 samples. 253
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WOC Decoding Produces the Most Accurate254

Prediction of the 2024 U.S. Presidential Election255

As shown in Table 1, WOC decoding outperforms256

both self-consistency and greedy decoding in pre-257

diction accuracy in terms of the vote percentage258

Kamala Harris received in the 2024 U.S. presiden-259

tial election. However, the difference in quality is260

difficult to interpret intuitively. To better illustrate261

the results, we visualized the predicted election262

outcomes on a national map (Figure 3). While263

LLMs predicted the percentage of votes Kamala264

Harris would receive in each state, we converted265

these percentages into electoral votes to compare266

them with the actual election outcome, in which267

Donald Trump won 312 electoral votes, while Ka-268

mala Harris received 226. The results show that269

WOC decoding provided the closest prediction270

(194 electoral votes for Harris). In contrast, greedy271

decoding predicted 176, and self-consistency pre-272

dicted 148. Notably, both greedy decoding and273

self-consistency made implausible errors: greedy274

decoding predicted a Democratic win in Texas, and275

self-consistency incorrectly predicted Democratic276

wins in Arkansas and Louisiana. While WOC de-277

coding achieved the most accurate prediction, it278

showed an overall bias favoring Democrats. Un-279

derstanding the source of this bias remains an open280

question for future research.281

4 Related Work282

Guesstimation and Wisdom of Crowds For a283

crowd to reach better guesstimation, wisdom of284

crowds (WOC) has proven to be effective, as long285

as individual estimates within these groups are sta-286

tistically independent (Surowiecki, 2005; Nofer287

and Nofer, 2015). This independence ensures that288

their errors are uncorrelated, allowing them to can-289

cel out in aggregate. WOC has shown applications290

in real-world guesstimation challenges like mar-291

ket prediction and political forecasting (Yu et al.,292

2018).293

Prompting and Decoding Strategies for LLM294

Reasoning Prompting-based methods are de-295

signed to guide large language models (LLMs) in296

generating desired outputs. Wei et al. (2022b) intro-297

duced chain-of-thought (CoT) prompting to explic-298

itly elicit intermediate reasoning steps, which sig-299

nificantly improves performance on tasks requiring300

reasoning. Kojima et al. (2022) further extended301

CoT prompting to zero-shot settings. However,302

the variability in generated chain-of-though rea-303

soning responses has motivated researchers to ex- 304

plore more robust decoding strategies. For example, 305

Wang et al. (2023) proposed the “self-consistency” 306

decoding approach that samples multiple reasoning 307

paths and selects the most consistent answer, lead- 308

ing to better quality and accuracy than greedy de- 309

coding. However, subsequent work showed that the 310

self-consistency is not always effective (Nguyen 311

et al., 2024; Byerly and Khashabi, 2024). To our 312

best understanding, we are the first to apply WOC 313

decoding strategy to LLM reasoning responses. 314

5 Conclusion 315

In this study, we show that LLMs possess a world 316

model necessary for effective guesstimation, a com- 317

mon yet overlooked task in the AI community. 318

To evaluate this, we introduce three guesstimation 319

datasets: MARBLES, FUTURE, and ELECPRED, 320

where one must estimate both concrete and abstract 321

quantities based on knowledge about the world. 322

Similar to humans, LLMs also exhibit the WOC 323

effect, in which the median of estimates leads to 324

more accurate results than greedy decoding and 325

self-consistency. In addition, WOC performance 326

improves more efficiently than self-consistency as 327

the number of sampled reasoning paths increases. 328

In sum, we introduce guesstimation as a new task 329

that is very common in the real world yet has been 330

largely overlooked by the AI community. 331

Limitations 332

The Scope of Guesstimation Questions is U.S.- 333

Centric Our guesstimation questions are heavily 334

U.S.-centric, covering topics such as common U.S. 335

household items, U.S. economic statistics, and U.S. 336

election results. It remains unclear whether LLMs 337

would perform equally well on guesstimation tasks 338

in other cultural and geographical contexts. Future 339

work should explore the generalizability of these 340

findings across different cultural contexts. 341

Mechanism Behind WOC’s Superiority While 342

we find that WOC decoding consistently outper- 343

forms self-consistency, the underlying mechanism 344

driving this improvement remains unclear. One pos- 345

sible explanation is that taking the median helps 346

mitigate the influence of extreme outlier predic- 347

tions, making WOC more robust. However, a 348

deeper investigation is needed to fully understand 349

why WOC is superior and whether similar effects 350

hold across different types of reasoning tasks. 351
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Ethics Statement352

For the human experiment, our study has been re-353

viewed and approved by the Institutional Review354

Board (IRB) of our institution. In addition, we355

will release our code base solely for research pur-356

poses, and adhere to the terms of use by OpenAI’s357

API 2 and their MIT license 3, as well as Mistral358

AI’s non-production license (MNPL) 4 and Meta’s359

Llama community license 5.360

2https://openai.com/policies/terms-of-use
3https://github.com/openai/openai-openapi/

blob/master/LICENSE
4https://mistral.ai/licenses/MNPL-0.1.md
5https://www.llama.com/faq/
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A Selection of the LLMs 433

Table 2 lists the LLMs that we evaluate. The 434

knowledge cutoff dates were decided based on the 435

model description webpage. For the Mistral and 436

Mixtral models, the knowledge cutoff dates were 437

not released, so the date listed is the date of model 438

weight commits on HuggingFace 678. 439

Model Family Model Variant Knowledge Cutoff Date

Mistral mistral-7b-instruct-v0.2 Before Dec. 2023
Mixtral mixtral-8x7b-instruct-v0.1 Before Dec. 2023

mixtral-8x22b-instruct-v0.1 Before Apr. 2024
LLaMA 2 llama-2-7b-chat-hf Jul. 2023

llama-2-13b-chat-hf Jul. 2023
llama-2-70b-chat-hf Jul. 2023

LLaMA 3.1 llama-3.1-8b-instruct Dec. 2023
llama-3.1-70b-instruct Dec. 2023

GPT gpt-3.5-turbo-0125 Sep. 2021
gpt-4-0125-preview Dec. 2023

Table 2: List of large language models.

B Guesstimation Questions and Ground 440

Truth Answers 441

Tables 3 and 4 list the guesstimation questions 442

used in the MARBLES and FUTURE datasets 443

along with their corresponding ground truth 444

answers. 445

446

The following sources were used to determine 447

the ground truth answers for the FUTURE dataset: 448

• Ford Sales 449

• New York City Population 450

• 2024 Olympic Medal Table, 2020 Olympic 451

Medal Table 452

• United States GDP 453

• Tesla Sales 454

• University of Wisconsin-Madison Enrollment 455

• Apple 2024 Sales, Apple 2023 Sales 456

• New Jersey 2024 Temperature, New Jersey 457

2023 Temperature 458

6https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2/commit/
dca6e4b60aca009ed25ffa70c9bb65e46960a573

7https://huggingface.co/mistralai/
Mixtral-8x7B-Instruct-v0.1/commit/
858fdc292793fc3e671bf51fc5586c5cc10fbe3a

8https://huggingface.co/mistralai/
Mixtral-8x22B-Instruct-v0.1/commit/
796bc4393fd5e7e0c0ff1c44de2526419f163003
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• Sony Sales459

• 2023 Forest Loss, 2022 Forest Loss460

• 2023 Satellite Launches, 2024 Satellite461

Launches462

• United States Home Prices463

• United States Unemployment Claims464

• 2024 TSA Passenger Count, 2023 TSA Pas-465

senger Count466

Table 5 lists the percentage of the vote Kamala467

Harris received in the 2024 presidential Election468

and number of electoral votes for each state and469

the District of Columbia.470

471

The following is text is the format of the prompt472

for the ELECPRED dataset, where the results are473

listed for all presidential elections from 1976 to474

2020:475

Here is a history of prior voting results476
from the US state of Alabama for US477
Presidential elections:478

1976: Jimmy Carter (Democrat) versus479
Gerald Ford (Republican). Carter (the480
Democrat) received 56 percent of the481
vote.482

...483

2020: Joseph R. Jr Biden (Democrat)484
versus Donald J. Trump (Republican).485
Biden (the Democrat) received 37 percent486
of the vote.487

In the 2024 election, the candidates488
will be Vice President Kamala Harris489
(the Democrat) and former President490
Donald Trump (the Republican). What491
percentage of the vote in Alabama do you492
think Kamala Harris (the Democrat) will493
receive? You must not predict a tie.494

The historical results from each state can be495

found on the United States House of Representa-496

tives Archive (History, Art & Archives, U.S. House497

of Representatives).498

C The Prompts used for querying the499

LLMs500

Table 6 lists the prompts that are used when query-501

ing the LLMs on the MARBLES dataset. Table 8502

lists the prompts that are used when querying the503

LLMs on the ELECPRED dataset. Table 7 lists504

the prompts that are used when querying the LLMs505

on the FUTURE dataset. Note the addition of the506

phrase "If you don’t have enough information, just507

make a guess." to the FUTURE system prompts.508

D Compute Resources 509

We ran all experiments on a GPU machine 510

equipped with 2x NVIDIA A100. 511
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Question True Answer

How many standard-sized U.S. marbles does it take to fill a one cup dry ingredient measuring cup? 62
How many standard-sized U.S. marbles does it take to fill a single-shot shot glass? 13
How many standard-sized U.S. marbles does it take to fill a Starbucks iced tall cup? 109
How many standard-sized U.S. marbles does it take to fill an Altoids tin container? 22
How many standard-sized U.S. marbles does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 24
How many standard-sized M&Ms does it take to fill a one cup dry ingredient measuring cup? 210
How many standard-sized M&Ms does it take to fill a single-shot shot glass? 51
How many standard-sized M&Ms does it take to fill a Starbucks iced tall cup? 382
How many standard-sized M&Ms does it take to fill an Altoids tin container? 95
How many standard-sized M&Ms does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 96
How many U.S. quarters does it take to fill a one cup dry ingredient measuring cup? 160
How many U.S. quarters does it take to fill a single-shot shot glass? 42
How many U.S. quarters does it take to fill a Starbucks iced tall cup? 280
How many U.S. quarters does it take to fill an Altoids tin container? 70
How many U.S. quarters does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 70

Table 3: List of all MARBLES questions and their corresponding true answers.

Question True Answer

In the second quarter of 2023, the number of vehicles Ford sold was 531662. In the second quarter of 2024, how many
vehicles will Ford sell?

536,050

In 2023 the population of the New York City Metropolitan Area was 18937000. In 2024, how many people will live in the
New York City Metropolitan Area?

19,034,000

In the 2020 Summer Olympics, the number of medals the United States won was 113. In the 2024 Summer Olympics, how
many medals will the United States win?

126

In Q2 2023, the United States’ GDP in billions was 27453.815. In Q2 2024, how many billions will the United States’ GDP
be?

29,016.714

In Q1 2023, Tesla’s total revenue in billions was 23.329. In Q1 2024, how many billions will Tesla’s total revenue be? 21.301
In the 2023-24 school year, the number of students enrolled at the University of Wisconsin Madison was 50,633. In the
2024-25 school year, how many students will be enrolled at the University of Wisconsin Madison?

52,097

In Q1 2023 Apple’s total revenue in billions 117.2. In Q1 2024, how many billions will Apple’s total revenue be? 119.6
The average temperature in degrees Fahrenheit in New Jersey in June 2023 was 67.8. In June 2024, what will the average
temperature in degrees Fahrenheit in New Jersey be?

73.6

In Q1 2023 the number of PlayStation 5 units sold was 3300000. In Q1 2024, how many PlayStation 5 units will be sold? 2,400,000
In Q1 2023 the number of monthly active users on the PlayStation Network in millions was 108. In Q1 2024, how many
monthly active users in millions will the PlayStation Network have?

116

In 2022 the number of acres of primary tropical forest lost was 10130000. In 2023, how many acres of primary tropical
forest will be lost?

9,100,000

The number of satellites the United States launched into space from January to October 2023 was 85. From January to
October 2024, how many satellites will the United States launch into space?

111

In Q1 2023 the average sale price of a house in the United States was 505300. In Q1 2024, what will the average sale price
of a house in the United States be?

519,700

In Q3 2023 the number of unemployment insurance claims filed was 232643. In Q3 2024, how many unemployment
insurance claims will be filed?

231,154

From January 2023 to the beginning of October 2023 the number of passengers that passed through TSA security in the
United States was 638549095. From January 2024 to the beginning of October 2024, how many passengers will pass through
TSA security in the United States?

677,657,486

Table 4: List of all FUTURE questions and their corresponding true answers.
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State Electoral Vote Count % Harris Vote

Alabama 9 34.1%
Alaska 3 41.4%
Arizona 11 46.7%
Arkansas 6 33.5%
California 54 58.6%
Colorado 10 54.1%
Connecticut 7 56.4%
Delaware 3 56.6%
District Of Columbia 3 90.3%
Florida 30 43.0%
Georgia 16 48.5%
Hawaii 4 60.6%
Idaho 4 30.4%
Illinois 19 54.6%
Indiana 11 39.6%
Iowa 6 42.5%
Kansas 6 41.0%
Kentucky 8 33.9%
Louisiana 8 38.2%
Maine 4 52.1%
Maryland 10 62.9%
Massachusetts 11 60.9%
Michigan 15 48.3%
Minnesota 10 51.1%
Mississippi 6 37.3%
Missouri 10 40.0%
Montana 4 38.3%
Nebraska 5 39.1%
Nevada 6 47.5%
New Hampshire 4 50.7%
New Jersey 14 51.8%
New Mexico 5 51.9%
New York 28 55.6%
North Carolina 16 47.6%
North Dakota 3 30.5%
Ohio 17 43.9%
Oklahoma 7 31.9%
Oregon 8 55.3%
Pennsylvania 19 48.6%
Rhode Island 4 55.5%
South Carolina 9 40.4%
South Dakota 3 34.2%
Tennessee 11 34.4%
Texas 40 42.4%
Utah 6 37.8%
Vermont 3 63.8%
Virginia 13 51.8%
Washington 12 57.6%
West Virginia 4 28.1%
Wisconsin 10 48.8%
Wyoming 3 25.8%

Table 5: List of all state results for the United States 2024 presidential election.
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Prompt Type Message Type Prompt Example

Initial Prompt System Message You must provide a final answer. You must provide a final answer.

Initial Prompt User Message {question} Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or
explanation]

{How many standard-sized M&Ms does it take to fill
a Starbucks iced tall cup?} Think step-by-step. You
have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]

Two Step Extraction User Message {initial_response}. Therefore the final an-
swer (arabic numerals) is

{How many standard-sized M&Ms does it take to fill
a Starbucks iced tall cup? Think step-by-step. You
have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]
Reasoning:
A Starbucks iced tall cup has a volume of approximately
12 oz or 355 ml. The volume of a single standard-sized
M&M is estimated to be around 0.103 oz or 2.94 ml
based on the density of milk chocolate and average
dimensions of the candy. To calculate the number of
M&Ms needed to fill the cup, we can convert the total
volume to M&M volumes and round up to the nearest
M&M to account for excess candy:
Number of M&Ms = Total volume / Volume of a single
M&M
Number of M&Ms = 355 ml / 2.94 ml
Number of M&Ms = 121.63 = 122 M&Ms
Final answer: 122 M&Ms.} Therefore the final
answer (arabic numerals) is

Table 6: The prompts used for query the LLMs on the MARBLES dataset.

Prompt Type Message Type Prompt Example

Initial Prompt System Message You must provide a final answer. If you
don’t have enough information, just make a
guess.

You must provide a final answer. If you don’t have
enough information, just make a guess.

Initial Prompt User Message {question} Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or
explanation]

{In the second quarter of 2023, the number of vehicles
Ford sold was 531662. In the second quarter of 2024,
how many vehicles will Ford sell?} Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]

Two Step Extraction User Message {initial_response}. Therefore the final an-
swer (arabic numerals) is

{In the second quarter of 2023, the number of vehicles
Ford sold was 531662. In the second quarter of 2024,
how many vehicles will Ford sell? Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]
Answer : 564250
Reasoning :
The information given in the question is Second quarter
of 2023 - Ford sold 531662.} Therefore the final
answer (arabic numerals) is

Table 7: The prompts used for query the LLMs on the FUTURE dataset.
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Prompt Type Message Type Prompt Example

Initial Prompt System Message You must provide a final answer. You must provide a final answer.

Initial Prompt User Message {question} Think step-by-step.
You have to use the following
format
Reasoning: [Your step-by-step
reasoning]
Final answer: [A number. No
other text or explanation]

{Here is a history of prior voting results from the US state
of Alabama for US Presidential elections:
1976: Jimmy Carter (Democrat) versus Gerald Ford (Republican).
Carter (the Democrat) received 56 percent of the vote.
1980: Jimmy Carter (Democrat) versus Ronald Reagan
(Republican). Carter (the Democrat) received 49 percent of the vote.
1984: Walter Mondale (Democrat) versus Ronald Reagan
(Republican). Mondale (the Democrat) received 38 percent of the vote.
1988: Michael Dukakis (Democrat) versus George H.W. Bush
(Republican). Dukakis (the Democrat) received 40 percent of the vote.
1992: Bill Clinton (Democrat) versus George H.W. Bush
(Republican). Clinton (the Democrat) received 46 percent of the vote.
1996: Bill Clinton (Democrat) versus Robert Dole (Republican).
Clinton (the Democrat) received 46 percent of the vote.
2000: Al Gore (Democrat) versus George W. Bush (Republican).
Gore (the Democrat) received 42 percent of the vote.
2004: John Kerry (Democrat) versus George W. Bush (Republican).
Kerry (the Democrat) received 37 percent of the vote.
2008: Barack H. Obama (Democrat) versus John Mccain
(Republican). Obama (the Democrat) received 39 percent of the vote.
2012: Barack H. Obama (Democrat) versus Mitt Romney (Republican).
Obama (the Democrat) received 38 percent of the vote.
2016: Hillary Clinton (Democrat) versus Donald J. Trump (Republican).
Clinton (the Democrat) received 35 percent of the vote.
2020: Joseph R. Jr Biden (Democrat) versus Donald J. Trump
(Republican). Biden (the Democrat) received 37 percent of the vote.
In the 2024 election, the candidates will be Vice President Kamala Harris
(the Democrat) and former President Donald Trump (the Republican).
What percentage of the vote in Alabama do you think Kamala Harris
(the Democrat) will receive? You must not predict a tie.}
Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]

Two Step Extraction User Message {initial_response}. Therefore
the final answer (arabic numer-
als) is

{Here is a history of prior voting results from the US state
of Alabama for US Presidential elections:
1976: Jimmy Carter (Democrat) versus Gerald Ford (Republican).
Carter (the Democrat) received 56 percent of the vote.
1980: Jimmy Carter (Democrat) versus Ronald Reagan
(Republican). Carter (the Democrat) received 49 percent of the vote.
1984: Walter Mondale (Democrat) versus Ronald Reagan
(Republican). Mondale (the Democrat) received 38 percent of the vote.
1988: Michael Dukakis (Democrat) versus George H.W. Bush
(Republican). Dukakis (the Democrat) received 40 percent of the vote.
1992: Bill Clinton (Democrat) versus George H.W. Bush
(Republican). Clinton (the Democrat) received 46 percent of the vote.
1996: Bill Clinton (Democrat) versus Robert Dole (Republican).
Clinton (the Democrat) received 46 percent of the vote.
2000: Al Gore (Democrat) versus George W. Bush (Republican).
Gore (the Democrat) received 42 percent of the vote.
2004: John Kerry (Democrat) versus George W. Bush (Republican).
Kerry (the Democrat) received 37 percent of the vote.
2008: Barack H. Obama (Democrat) versus John Mccain
(Republican). Obama (the Democrat) received 39 percent of the vote.
2012: Barack H. Obama (Democrat) versus Mitt Romney (Republican).
Obama (the Democrat) received 38 percent of the vote.
2016: Hillary Clinton (Democrat) versus Donald J. Trump (Republican).
Clinton (the Democrat) received 35 percent of the vote.
2020: Joseph R. Jr Biden (Democrat) versus Donald J. Trump
(Republican). Biden (the Democrat) received 37 percent of the vote.
In the 2024 election, the candidates will be Vice President Kamala Harris
(the Democrat) and former President Donald Trump (the Republican).
What percentage of the vote in Alabama do you think Kamala Harris
(the Democrat) will receive? You must not predict a tie.
Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]
Reasoning: Alabama has consistently voted for the Republican
candidate in US Presidential elections. The state has a voter population
of 3,894,973.} Therefore the final answer (arabic numerals) is

Table 8: The prompts used for query the LLMs on the ELECPRED dataset.
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