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Abstract
Stability has been a foundational criterion for two-1

sided matching. When agents on one side have2

weak preferences involving indifferences, the sem-3

inal work of Kesten and Ünver [2015] proposes4

the Fractional Deferred Acceptance (FDA) algo-5

rithm for computing a fractional matching that sat-6

isfies (ex ante) stability along with a fairness crite-7

rion that ensures no discrimination among (equally-8

preferred) agents on one side.9

We show that their algorithm can actually fail to ter-10

minate, refuting their claim of (polynomial-time)11

termination. Using substantially new algorithmic12

ideas, we develop an algorithm, Doubly-Fractional13

Deferred Acceptance Via Strongly Connected Com-14

ponents (DFDA-SCC), which can handle agents15

on both sides exhibiting indifferences and, in poly-16

nomial time, compute a fractional matching satisfy-17

ing ex ante stability and no ex ante discrimination18

among agents on both sides.19

1 Introduction20

Ever since the seminal work of Gale and Shapley [1962],21

the problem of two-sided matching has influenced not only22

a vast sea of academic research at the intersection of eco-23

nomics and computer science [Roth, 2008; Chiappori and24

Salanié, 2016], but also a wide range of real-world appli-25

cations ranging from school admissions and placement of26

hospital residents to course allocation and centralized kidney27

markets [Biró, 2017].28

The simplest formulation involves two sets of agents, N29

(“proposers”) and M (“acceptors”), with |N | = |M | and each30

agent i ∈ N ∪M having preferences ≽i over agents on the31

other side. The goal is to find a desirable one-to-one matching32

x between agents on the two sides based on their preferences.33

Much of the prior work assumes strict preferences, where34

each agent i has a total order≻i over agents on the other side,35

and seeks integral matchings, where each agent is matched to36

a unique agent on the other side, i.e., x ∈ {0, 1}N×M with37 ∑
j′∈M xij′ =

∑
i′∈N xi′j = 1 for all i ∈ N and j ∈ M .38

A celebrated example is the polynomial-time Deferred Ac-39

ceptance (DA) algorithm by Gale and Shapley [1962], which40

satisfies stability: no pair of proposer and acceptor who are 41

not matched to each other should prefer each other over the 42

agents they are respectively matched to. Many extensions of 43

DA have been proposed to handle real-world nuances such as 44

agent capacities [Roth, 1985], “couples constraints” [Roth, 45

1984], and decentralized implementations [Roth and Vate, 46

1990]. 47

One such practical consideration is agents having weak 48

preferences that exhibit indifferences (ties). Such indiffer- 49

ences are commonplace in real-world applications. For ex- 50

ample, in a school choice program, schools prioritize students 51

based on only a few criteria, such as the walk zone and sibling 52

criteria [Abdulkadiroğlu et al., 2005], inducing ties among 53

many students. When indifferences are allowed, one thread 54

of the literature still continues to focus on integral matchings. 55

Erdil and Ergin [2017] show that, while stability already im- 56

plies Pareto optimality under strict preferences, finding a sta- 57

ble and Pareto optimal matching is a much more involved 58

task in the presence of indifferences. Manlove et al. [2002] 59

show that maximizing the number of agents matched in a sta- 60

ble matching is NP-hard in the presence of indifferences; this 61

can be approximated up to a factor of 3/2 [McDermid, 2009] 62

(1+1/e if indifferences exist only on one side [Lam and Plax- 63

ton, 2019]). 64

However, when one adds fairness considerations to the 65

mix, it becomes evident that one must allow a fractional 66

matching, where x ∈ [0, 1]N×M and xij denotes the degree 67

to which the pair of agents i and j are matched (consider the 68

case of agents i, i′ on one side who both strongly prefer some 69

agent j of the other side, and while j prefers both i and i′ to 70

all other agents, it is indifferent between the two. Clearly, the 71

fairest way to assign this matching is to match each of i and 72

i′ with half of j). 73

This simple observation has inspired a fostering literature 74

on seeking fractional matchings that are both stable and fair 75

in the presence of indifferences (For a more detailed look at 76

the state of the art for current matching algorithms, we in- 77

clude an extended discussion in Appendix A). The seminal 78

work of Kesten and Ünver [2015] studies a model in which 79

only acceptors can have indifferences (while proposers have 80

strict preferences), and seeks two criteria (see Section 2 for 81

formal definitions): 82

• ex ante stability, a suitable adaptation of stability for 83

fractional matchings demanding that no pair of agents 84



i and j be able to even increase their degree of match85

by decreasing their degrees of matches to less-preferred86

agents; and87

• no ex ante discrimination (among proposers), a fairness88

criterion which informally requires that there should be89

no discrimination between two proposers being matched90

to an acceptor when the acceptor is indifferent between91

them.92

Kesten and Ünver define Fractional Deferred Acceptance93

(FDA), a generalization of DA that achieves both these guar-94

antees simultaneously. While this work has been able to95

cleanly answer the question of what happens when there96

are indifferences on one sides, it is much more unclear how97

these definitions can be met with respect to both sides simul-98

tanously when all agents can be indifferent. This causes us to99

raise the following question.100

When agents on both sides exhibit indifferences,101

does there always exist a matching that is simul-102

taneously stable (in the sense of ex ante stability)103

and fair (in the sense of no ex ante discrimination)104

to agents on both sides? If so, can it be computed105

in polynomial time?106

1.1 Our Contributions107

Our main contribution is to answer both questions affirma-108

tively, but our story actually begins with a closer examination109

of the seminal work of Kesten and Ünver [2015]. In more de-110

tail, they define Fractional Deferred Acceptance (FDA) as a111

natural iterative procedure of proposals and rejections to find112

a matching satisfying both ex ante stability and no ex ante113

discrimination among proposers; they term this combination114

of axioms strong ex ante stability. While FDA may not ter-115

minate, a result of Alkan and Gale [2003] can be used to show116

that it converges to the proposer-optimal strongly ex ante sta-117

ble matching,1 although Kesten and Ünver give a direct proof118

of this. Let us refer to this matching as the FDA matching.119

The reason that FDA may not terminate is that it can120

get stuck in an infinite loop wherein agents in a cycle keep121

proposing/rejecting to the next agent in the cycle, but the de-122

gree of match being proposed/rejected diminishes over time,123

leading to convergence. Kesten and Ünver design an algo-124

rithm that detects such a cycle when it forms and immedi-125

ately “jumps” to the matching that infinitely many propos-126

als/rejections along the cycle would lead to. They claim that127

this algorithm, which we refer to as FDA-CYCLE, finds the128

FDA matching in polynomial time.129

Our first significant contribution is to show that this is in-130

correct. We present an example where even the FDA-CYCLE131

ends up in an infinite loop, despite “resolving cycles” imme-132

diately as they arise. This makes polynomial-time computa-133

tion of a strongly ex ante stable matching an open question134

once again. We resolve this positively, while extending the135

model of Kesten and Ünver [2015] to allow indifferences and136

achieve no ex ante discrimination on both sides.137

1This means a strongly ex ante stable matching that is weakly
ordinally preferred to every other strongly ex ante stable matching
by every proposer simultaneously.

First, we define Doubly-Fractional Deferred Acceptance 138

(DFDA), a natural iterative procedure similar to FDA, but 139

which incorporates indifferences on both sides. We show that 140

DFDA satisfies ex ante stability, no ex ante discrimination 141

among both proposers and acceptors, and a fourth axiom we 142

term ex ante indifference neutrality; we term the combination 143

of all four axioms doubly-strong ex ante stability. By invok- 144

ing the framework of Alkan and Gale [2003], we show that, 145

while DFDA may not terminate, it converges to a proposer- 146

optimal doubly-strong ex ante stable matching. 147

Next, we design our polynomial-time algorithm. The in- 148

sight we obtain from our counterexample to FDA-CYCLE is 149

that it is not sufficient to resolve one cycle at a time. Instead, 150

our algorithm detects entire strongly connected components 151

as they arise (or even before they arise), and resolves them 152

by jumping to their resultant matching. We show that this al- 153

gorithm, which we term DFDA-SCC, in fact terminates in 154

polynomial time and returns a doubly-strong ex ante stable 155

matching; this is our main contribution with a highly intri- 156

cate proof. There is one key difference between our work 157

and that of Kesten and Ünver [2015]. While FDA-CYCLE 158

exactly mimics (a serialization of) FDA and thus converges 159

to the same matching (despite failing to terminate), DFDA- 160

SCC does not exactly mimic DFDA. Despite significant ef- 161

fort, we are unable to prove that it returns the same match- 162

ing that DFDA converges to (or at least a proposer-optimal 163

matching), but conjecture this to be the case. We discuss this 164

issue at length in Section 6. 165

2 Preliminaries 166

For k ∈ N, define [k] ≜ {1, . . . , k}. There are two sets of 167

agents, N and M , with |N | = |M |. We use i, i′, i′′ to re- 168

fer to agents in N , called proposers, and j, j′, j′′ to refer to 169

agents in M , called acceptors. Each proposer i ∈ N has 170

weak preferences over acceptors in M given by a strict weak 171

ordering ≽i, which partitions M into equivalence classes 172

Ei = {Ei1, . . . , Eiki
}, for some ki ∈ N, such that: (i) for 173

all t ∈ [ki], proposer i is indifferent between all acceptors 174

j, j′ ∈ Eit, denoted by j ∼i j′, and (ii) for all t, t′ ∈ [ki] 175

with t > t′, proposer i strictly prefers any acceptor j ∈ Eit to 176

every acceptor j′ ∈ Eit′ , denoted by j ≻i j
′. Similarly, each 177

acceptor j ∈ M has a strict weak ordering ≽j , which parti- 178

tions N into equivalence classes Ej =
{
Ej1, . . . , Ejkj

}
, for 179

some kj ∈ N, such that i ∼j i
′ for all t ∈ [kj ] and i, i′ ∈ Ejt 180

and i ≻j i′ for all t, t′ ∈ [kj ] with t > t′, i ∈ Ejt, and 181

i′ ∈ Ejt′ . An ordinal two-sided matching problem is given 182

by the four-tuple (N,M,≽N= (≽i)i∈N ,≽M= (≽j)j∈M ). 183

When ki = |M | for each i ∈ N (i.e., there are no indif- 184

ferences), we say that the proposers have strict preferences; 185

when kj = |N | for each j ∈ M , we say that the acceptors 186

have strict preferences; and when both are true, we say that 187

both sides have strict preferences. 188

A (fractional) matching x ∈ [0, 1]N×M is a doubly 189

stochastic matrix satisfying
∑

j′∈M xij′ =
∑

i′∈N xi′j = 1 190

for all i ∈ N and j ∈ M . We refer to row xi = (xij)j∈M as 191

the matching of proposer i ∈ N and column xj = (xij)i∈N 192

as the matching of acceptor j ∈ M . We also denote |xi| ≜ 193∑
j∈M xij and |xj | ≜

∑
i∈N xij . When xij ∈ {0, 1} for all 194



i ∈ N and j ∈M , we refer to the matching as integral.195

2.1 Stability and Fairness Criteria196

Our starting point is stability and fairness criteria for frac-197

tional matching introduced by Kesten and Ünver [2015].198

Definition 1 (Ex ante stability). A matching x is ex ante sta-199

ble if there are no i, i′ ∈ N and j, j′ ∈ M such that j ≻i j
′,200

i ≻j i
′, xij′ > 0, and xi′j > 0. In words, no pair of proposer201

i and acceptor j should both be positively matched to agents202

they prefer less than each other.203

For integral matchings, ex ante stability coincides with the204

popular stability criterion of Gale and Shapley [1962]; all sta-205

ble integral matchings are ex ante stable, but there are often206

additional fractional matchings that are ex ante stable as well.207

For fractional matchings under strict preferences, ex ante sta-208

bility coincides with strong stability defined and studied by209

Roth et al. [1993]. Ex ante stability is also same as the frac-210

tional stability criterion of Caragiannis et al. [2019a] for car-211

dinal utilities, but with cardinal comparisons replaced by SD-212

preference relations defined above.2213

While ex ante stability focuses on the strict portion of the214

preferences, the following fairness criterion focuses on indif-215

ferences.216

Definition 2 (No ex ante discrimination among proposers). A217

matching x has no ex ante discrimination among proposers if218

there are no i, i′ ∈ N and j, j′ ∈M such that i ∼j i
′, j ≻i j

′,219

xij′ > 0, and xij < xi′j . In words, no proposer i should220

receive less of acceptor j than another proposer i′ while still221

being positively matched to an acceptor j′ she prefers strictly222

less than j, if j is indifferent between i and i′.223

Kesten and Ünver [2015] also give a name to the combina-224

tion of the above two criteria.225

Definition 3 (Strong ex ante stability). A matching x is226

strongly ex ante stable if it is ex ante stable and has no ex227

ante discrimination among proposers.228

Kesten and Ünver [2015] assume that only acceptors in M229

can have indifferences while proposers in N have strict pref-230

erences. When both proposers and acceptors have weak pref-231

erences, as is the case in our general model, it is natural to232

symmetrically apply the no-discrimination criterion to accep-233

tors based on indifferences in proposers’ preferences. To the234

best of our knowledge, we are the first to consider this crite-235

rion of fairness.236

Definition 4 (No ex ante discrimination among acceptors). A237

matching x has no ex ante discrimination among acceptors if238

there are no i, i′ ∈ N and j, j′ ∈M such that j ∼i j
′, i ≻j i

′,239

xi′j > 0, and xij < xij′ . In words, no acceptor j should240

receive less of proposer i than another acceptor j′ while still241

being positively matched to a proposer i′ she prefers strictly242

less than i, if i is indifferent between j and j′.243

The two no-discrimination criteria stipulate desired behav-244

ior when indifferences on one side interact with strict prefer-245

ences on the other side. While the no-discrimination criterion246

2Based on common nomenclature, this would be called SD-
fractional-stability.

addresses conditions where indifferences on one side interact 247

with strict preferences on the other side, the following crite- 248

rion that we introduce addresses conditions where indiffer- 249

ences on the two sides interact with each other. See Section 6 250

for additional discussion about this criterion. 251

Definition 5 (Ex ante indifference neutrality). A matching x 252

is ex ante indifference neutral if there are no i, i′ ∈ N and 253

j, j′ ∈ M such that j ∼i j
′, i ∼j i′, xij < min {xij′ , xi′j}. 254

In words, if proposer i and acceptor j prefer each other as 255

much as they prefer acceptor j′ and proposer i′, respectively, 256

then they should be matched to a degree at least as much as 257

the degree of match between either i and j′ or i′ and j. When 258

agents have an innate preference to balance their degrees of 259

matches to equally-preferred agents,3 this makes sense: in 260

case of the above violation, proposer i and j would “deviate” 261

to increase xij to at least min {xij′ , xi′j} as this would leave 262

them both happier by increasing their balance. 263

When a matching meets all four criteria above, we call it 264

doubly-strong ex ante stable. 265

Definition 6 (Doubly-strong ex ante stability). A matching x 266

is doubly-strong ex ante stable if it is ex ante stable, has no ex 267

ante discrimination among proposers and among acceptors, 268

and is ex ante indifference neutral. 269

2.2 Proposer-Optimal Matchings 270

Deferred-acceptance style algorithms often find a matching 271

that not only satisfies desirable stability and fairness crite- 272

ria but is in fact “proposer-optimal” among such matchings. 273

This is formalized using ordinal dominance. First, we ex- 274

tend agents’ preferences over individual agents to preferences 275

over fractional matches using the (first-order) stochastic dom- 276

inance (SD) relation. 277

Definition 7 (SD-preferences). For proposer i ∈ N and two 278

fractional matches xi, yi ∈ [0, 1]M , we say that i weakly SD- 279

prefers xi to yi, denoted xi ≽SD
i yi, if, for each j ∈ M , we 280

have that
∑

j′∈M :j′≽ij
xij′ ⩾

∑
j′∈M :j′≽ij

yij′ . We say that 281

i strictly SD-prefers xi to yi, denoted xi ≻SD
i yi, if xi ≽SD

i yi 282

holds and at least one of its defining inequalities is strict. SD- 283

preferences of each acceptor j ∈ M are defined symmetri- 284

cally. 285

Next, we use the SD-preference relation to define ordinal 286

dominance. 287

Definition 8 (Ordinal dominance for the proposers). Given 288

two matchings x, y ∈ [0, 1]N×M , we say that x ordinarily 289

dominates y for the proposers, denoted x ≽SD
N y, if xi ≽SD

i yi 290

for each i ∈ N . 291

Ordinal dominance can then be used to define a “best 292

matching” for proposers within a set of matchings. 293

Definition 9 (Proposer-optimality). Given a set X of match- 294

ings, a matching x ∈ X is proposer-optimal within X if, for 295

every y ∈ X , we have that x ≽SD
N y. 296

3This is in fact formalized when we make a connection to the
result of Alkan and Gale [2003] and impose a preference for bal-
ancedness to turn the weak preferences strict.



In general, it is possible that there is no proposer-optimal297

matching within X . Interestingly, though, the sets of strongly298

ex ante stable matchings and doubly-strong ex ante stable299

matchings always admit a proposer-optimal matching; Kesten300

and Ünver [2015] establish the former and Theorem 1 estab-301

lishes the latter.302

3 The Fault in Our Stars: Strong Ex Ante303

Stability in Finite Time?304

Our story begins with the seminal work of Kesten and Ünver305

[2015], who study fractional matchings in the presence of in-306

differences in acceptors’ preferences, define strong ex ante307

stability (the combination of ex ante stability and no ex308

ante discrimination among proposers), and identify Frac-309

tional Deferred Acceptance (FDA), a natural adaptation of310

(integral) Deferred Acceptance (DA) of Gale and Shapley311

[1962], which produces a fractional matching provably sat-312

isfying strong ex ante stability. While we will not present313

all the formal details of their work, we must present enough314

for the reader to understand our first significant contribution,315

which is to identify (and, in later sections, fix) a major flaw316

in the main contribution of Kesten and Ünver [2015].317

Algorithm FDA. A formal description of the FDA algo-318

rithm is presented as Algorithm 2 in Appendix B. Informally,319

it is an iterative process, which starts with an empty matching320

and every proposer having a free weight of 1. In each itera-321

tion, all proposers simultaneously propose their free weight322

to their respective most-preferred acceptors who have not yet323

rejected any of their proposals (even fractionally).4 Then,324

each acceptor whose sum of matched weight and total pro-325

posed weights exceeds 1 rejects enough proposed weight such326

that this sum reduces to 1. The rejections happen in a water-327

filling manner—from the least preferred equivalence class to328

the most preferred, and within each equivalence class, at an329

equal rejection pace to all the highest-matched proposers at330

any given time. At the end, all unrejected proposed weights331

get added to the current fractional matching and all rejected332

proposed weights return to those proposers as free weights,333

which they propose in subsequent iterations.334

The procedure is quite natural, but Kesten and Ünver ob-335

serve that it has a critical flaw: there may be a cycle of agents336

i1 → j1 → i2 → . . . ik → jk → i1 such that in some337

iteration, i1 proposes some weight to j1, who rejects some338

matched weight with i2; so in the next iteration, i2 proposes339

some weight to j2, who rejects some matched weight with i3;340

at some point, jk rejects some matched weight with i1, who341

then proposes to j1 again; and this can continue indefinitely.342

Due to such cycles, which they term rejection cycles, FDA343

may never terminate.344

Nonetheless, they observe that by viewing FDA as a spe-345

cific instantiation of a more general two-sided “schedule346

matching” process studied by Alkan and Gale [2003], one347

can easily conclude that FDA converges to a matching—348

henceforth, the FDA matching—that is strongly ex ante sta-349

ble, and, in fact, proposer-optimal within the set of such350

4Recall that in their model, proposers have strict preferences, so
such an acceptor is unique for each proposer.

matchings.5 This still leaves the issue of finite-time compu- 351

tation of a strongly ex ante stable matching, leading to their 352

main contribution. 353

Algorithm FDA-CYCLE. They propose an algorithm, 354

which we refer to as FDA-CYCLE (presented formally as 355

Algorithm 4 in Appendix B), which allegedly computes the 356

FDA matching in polynomial time. First, they notice that 357

the proposals can be serialized as the resulting matching is 358

still unique and independent of the order of proposals (see 359

their Corollary 1). In this serialized process, the infinitely 360

many proposals and rejections along any rejection cycle can 361

be viewed as consecutive iterations. However, instead of exe- 362

cuting these infinitely many iterations, FDA-CYCLE detects 363

a rejection cycle as soon as it forms and directly computes 364

the matching that these infinitely many iterations would have 365

converged to in finite time. 366

Formally, FDA-CYCLE keeps track of a rejection graph, 367

which is a directed graph with the agents as nodes and edges 368

i → j → i′ exist (for all i, i′ ∈ N and j ∈ M ) whenever 369

xij > 0, xi′j > 0, i has never been rejected by j, and i′ has 370

been rejected by j.6 Intuitively, this tells us that whenever i 371

proposes to j, j will reject some fraction of i′.7 FDA-CYCLE 372

monitors this graph, and as soon as a directed cycle forms, 373

it solves a linear program to compute the matching that in- 374

finitely many proposals and rejections across the cycle would 375

converge to, “resolving” the cycle (temporarily). 376

Erroneous claim. Kesten and Ünver [2015] claim in their 377

Proposition 3 that FDA-CYCLE terminates after a finite num- 378

ber of steps. Our first significant contribution is to show that 379

this is incorrect. The issue lies in the last paragraph of their 380

proof, presented in their Appendix B, which makes the fol- 381

lowing (rephrased) claim: “after all proposers make propos- 382

als, at least one proposer is rejected by one acceptor and has 383

an outstanding fraction, or the algorithm converges, whether 384

or not a [rejection] cycle occurs. Since there are |N | pro- 385

posers and |M | acceptors, the algorithm converges after at 386

most |N ||M | steps”. It is not clear what they mean by a pro- 387

poser being rejected by an acceptor, but the latter conclusion 388

would hold if they mean a proposer is rejected by an acceptor 389

either for the first time or fully (i.e., making their degree of 390

match 0). It turns out that the former statement does not hold 391

under either interpretation. 392

Our counterexample. Our first significant contribution is 393

a counterexample in which FDA-CYCLE in fact fails to ter- 394

minate, thus precluding the possibility of an alternative proof 395

of its finite-time convergence. We emphasize that significant 396

effort and careful analysis went into designing this counterex- 397

5They provide an independent proof for this too.
6Actually, in the rejection graph of Kesten and Ünver [2015],

only the proposers are nodes, and instead of edges i → j → i′, they
add an edge i

j→ i′ labeled with the acceptor j; these are equivalent
representations.

7This is because j having rejected i′ previously implies that j
must be fully matched at the moment, so accepting any proposed
weight requires it to reject some existing weight, and once it rejects
agent i′, it continues to do so until xi′j = 0.



ample. Due to the length of the argument, we defer the exact398

counterexample instance to Appendix C.399

In short, at one point during the execution of FDA-CYCLE,400

a rejection cycle forms, which the algorithm resolves. Cru-401

cially, after the resolution, the cycle remains in the graph,402

albeit with no free weights left on the proposers. In the sub-403

sequent iterations, new edges get added to the rejection graph,404

causing another rejection cycle to form. Again, after the algo-405

rithm resolves this cycle, it remains in the graph. Later in the406

algorithm, a proposal occurs that requires re-resolving one407

of these cycle, which leads to another proposal that requires408

re-resolving the other cycle. Re-resolving the second cycle409

directly leads to re-resolving the first cycle again, essentially410

creating a cycle of cycles. FDA-CYCLE then continues for411

infinitely many steps.412

This reopens the question of finite-time computation of a413

strongly ex ante stable matching. The main contribution of414

the next two sections is to uncover a novel insight that lets us415

overcome the limitation of FDA-CYCLE and design a novel416

polynomial-time algorithm, DFDA-SCC, which in fact com-417

putes a doubly-strong ex ante stable matching in the presence418

of indifferences on both sides.419

Our counterexample highlights the key issue: when multi-420

ple cycles have paths to each other (i.e., they are part of the421

same strongly connected component), they can keep “reac-422

tivating” each other. This suggests that the right approach423

is to not resolve one cycle at a time, but rather resolve en-424

tire strongly connected components in one shot, which is pre-425

cisely what we do later in Section 5.426

4 Doubly-Fractional Deferred Acceptance427

Before we present a polynomial-time algorithm, we take a428

slight detour and extend the model of Kesten and Ünver429

[2015] to allow indifferences on both sides, not only in ac-430

ceptors’ preferences. The first step is to extend their infinite431

iterative procedure, Fractional Deferred Acceptance (FDA).432

We term our procedure Doubly-Fractional Deferred Accep-433

tance (DFDA), and show that it produces a proposer-optimal434

doubly-strong ex ante stable matching via a reduction to the435

framework of Alkan and Gale [2003]. Then, in the next sec-436

tion, we design our DFDA-SCC algorithm, which somewhat437

mimics DFDA, resolves one strongly connected component438

(SCC) in each iteration, and provably terminates at a doubly-439

strong ex ante stable matching in polynomial time.440

DFDA, (which is formally presented in Appendix B as Al-441

gorithm 3), is almost identical to FDA, with a simple and442

natural change to account for possible indifferences in the443

proposers’ preferences. Recall that in FDA, each proposer444

proposes all her free weight to the most-preferred acceptor445

who has not rejected any fraction of her, and this acceptor446

is unique due to strict preferences. In DFDA, each pro-447

poser considers the set of all (equally) most-preferred ac-448

ceptors who have not rejected any fraction of her—note that449

they must all be part of the same equivalence class—and pro-450

poses to all of them simultaneously, evenly splitting her free451

weight between them. Thus, each iteration of DFDA wit-452

nesses both proposers proposing to multiple acceptors simul-453

taneously and acceptors rejecting multiple proposers simulta-454

neously, which explains the name of the algorithm. DFDA is 455

a strict generalization of FDA, reducing to FDA when pro- 456

posers have strict preferences. 457

We establish the desired properties of DFDA by invoking 458

the general framework of Alkan and Gale [2003]. They study 459

two-sided fractional matching under a broad class of pref- 460

erences, given by the so-called (strict) “choice functions”. 461

They prove that (1) the set of stable matchings—with a spe- 462

cific stability definition that we refer to as AG-stability—form 463

a lattice structure, which admits a unique proposer-optimal 464

matching under the strict choice-functions-based preferences; 465

and (2) a natural iterative procedure converges to this unique 466

proposer-optimal AG-stable matching. We take the weak 467

preferences of proposers and acceptors and impose a sec- 468

ondary preference for “balancedness” to induce strict choice 469

functions under which (1) AG-stability becomes equivalent to 470

doubly-strong ex ante stability, thus establishing the existence 471

of a proposer-optimal doubly-strong ex ante stable matching 472

under the strict choice functions (which remains proposer- 473

optimal under the original weak preferences), and (2) the it- 474

erative procedure of Alkan and Gale [2003] becomes equiv- 475

alent to DFDA, which finds the aforementioned matching. 476

This yields the following result; a formal proof, along with 477

an introduction to the framework of Alkan and Gale [2003], 478

is given in Appendix E. 479

Theorem 1. DFDA converges to a proposer-optimal doubly- 480

strong ex ante stable matching. 481

5 A Polynomial-Time Algorithm for 482

Doubly-Strong Ex Ante Stable Matching 483

Because DFDA coincides with FDA when proposers happen 484

to have strict preferences, clearly we cannot resolve rejec- 485

tion cycles one at a time, otherwise we would have the same 486

non-termination issue as FDA-CYCLE on our counterexam- 487

ple from Section 3. Based on the insight obtained from our 488

counterexample, we propose a new algorithm, DFDA-SCC 489

(Algorithm 1), which circumvents this issue by resolving an 490

entire strongly connected component (SCC) in each iteration. 491

Our contribution lies not only in the design of this algo- 492

rithm, but also in its analysis. For Kesten and Ünver [2015], 493

it is easy to establish equivalence between FDA-CYCLE and 494

FDA because FDA-CYCLE exactly follows a serialization 495

of FDA, simply skipping-forward intermediate blocks of in- 496

finitely many iterations across individual rejection cycles. 497

Unfortunately, this is not the case for DFDA-SCC: it is pos- 498

sible that one of its intermediate matchings may never be 499

produced during any serialization of DFDA. It is still pos- 500

sible that DFDA-SCC is equivalent to DFDA by eventu- 501

ally producing the same matching (which would establish 502

its proposer-optimality), but, sadly, we are unable to prove 503

so and leave this as an open question. This is discussed at 504

length in Section 6. Nonetheless, we are able to establish 505

doubly-strong ex ante stability of DFDA-SCC, in addition 506

to polynomial-time convergence. This is our main result with 507

an intricate proof. 508

Theorem 2. DFDA-SCC (Algorithm 1) terminates in poly- 509

nomial time and returns a doubly-strong ex ante stable match- 510

ing. 511



Description of DFDA-SCC. Let us describe what DFDA-512

SCC (Algorithm 1) intuitively does.513

The basis of our algorithm is the proposal graph, a di-514

rected bipartite graph in which there is a node for each pro-515

poser and acceptor. Each proposer i has directed edges to her516

most-preferred acceptors who have not yet rejected her; these517

are the acceptors she will propose to next. Each acceptor j518

has directed edges to her least-preferred proposers that she is519

matched to (and among this set, the ones who currently have520

the highest degree of match to j); if j wishes to fraction-521

ally reject existing matches to accept proposals from more-522

preferred proposers, these are the proposers she will start re-523

jecting.524

In each iteration, the algorithm partitions the proposers into525

groups based on whether they are part of the same strongly526

connected component (SCC) of the current proposal graph527

and sorts these groups according to the topological order of528

the proposal graph. Then, it “resolves” each group (and its529

corresponding SCC) via a linear program (LP). For any pro-530

poser i, the SCC of the proposer graph that contains i is guar-531

anteed to include all cycles containing i, as well as some532

“higher-order cycles” that cause infinite loops like in Sec-533

tion 3.534

For space reasons, the linear program which the algorithm535

resolves for each SCC is fully described in Appendix D. At536

a high level, it simulates a series of fractional proposals and537

rejections in a continuous manner. Its goal is to maximize the538

total “flow” of weight through proposal edges of the proposal539

graph, subject to various constraints that force it to adhere540

to the rules of the DFDA algorithm, and force it to stop a541

sequence of proposals if some key event happens that would542

cause the proposal graph to change. The output of this LP are543

y, z. For any i ∈ N, j ∈ M , yij represents the amount of544

weight i proposes to j in this iteration, and zji represents the545

amount of weight j rejects of i. We will also use yi to refer546

to the total amount of weight proposed by i in this iteration.547

The algorithm terminates when all proposers have no free548

weight remaining, which we will prove must occur after a549

polynomial number of iterations.550

5.1 Analysis of DFDA-SCC551

We are now ready to begin proving polynomial-time termina-552

tion and doubly-strong ex ante stability of DFDA-SCC (The-553

orem 2).554

Proof of polynomial-time termination555

The main technical lemmas we use to prove this fact revolves556

around a structural observation relating the last three con-557

straints of LP-SCC to key events in the algorithm, which558

cause progress to be made. Specifically, all these events re-559

volve around changes to the proposal graph, which corre-560

spond to proposers being either rejected for the first time561

by an acceptor, or fully rejected from an acceptor. As we562

will show, keeping track of such changes is crucial for argu-563

ing polynomial-time termination. We give the full proof of564

Lemma 1 in Appendix F565

Lemma 1. In any solution to the LP, one of the following will566

be true:567

• (A) ∀i ∈ Ct, yi =
∑

j∈M zji + wi568

• (B) ∃j ∈M, |xj | < 1,
∑

i∈N yij = 1− xj 569

• (C) ∃i ∈ N, j ∈M,xij > 0, zji = xij . 570

• (D) ∃j ∈ M,∃i ∈ A∗
j ,∃i′ ∈ Aj \ A∗

j , xij − zji = 571

xi′j + yi′j . 572

Lemma 1 intuitively states the following: After any itera- 573

tion of the algorithm, one of these conditions will be true: 574

• (A) All proposers in Ct have no free weight. 575

• (B) Some acceptor that was not full at the beginning of 576

the iteration becomes full. 577

• (C) Some proposer is fully rejected from some acceptor. 578

• (D) For some acceptor j, there is some proposer that j 579

likes weakly less than all of j’s current matching. 580

(A) is a special condition as the proposers not having any 581

free weight is what we want to happen to ensure termination 582

with a perfect matching. The other three conditions, (B), (C), 583

and (D), all correspond to the previously mentioned changes 584

in the proposal graph. We show this formally in Lemma 2. 585

Lemma 2. Let y∗, z∗ be the variables after resolving some 586

LP in Algorithm 1. The process of updating the current 587

matching using y∗, z∗ will change the proposer graph only 588

if at least one of the conditions (B), (C) or (D) are true. 589

With this, we can next prove Lemma 3, which shows how 590

the algorithm will come to terminate. 591

Lemma 3. In some iteration of the main while loop in Algo- 592

rithm 1, if for every component Ct of proposers, the LP run 593

on Ct terminates with only condition (A) being true, then the 594

matching produced by the last component being solved will 595

be a perfect matching. 596

Finally, leveraging all these technical lemmas, we can 597

show that at each step of DFDA-SCC, progress will be made, 598

changing the proposal graph, and allowing the algorithm to 599

terminate after a polynomial number of iterations. 600

Theorem 3. Algorithm 1 terminates in polynomial time, and 601

will output a perfect matching. 602

The proof of these lemmas, as well as the final theorem, 603

appear in Appendix F. 604

Proof of doubly-strong ex ante stability 605

Finally, we will show that the perfect matching that Algo- 606

rithm 1 returns in polynomial time will be doubly-strong ex- 607

ante stable, the proof of which appears in Appendix F. 608

Theorem 4. The matching produced by Algorithm 1 is 609

doubly-strong ex-ante stable. 610

Together, Theorems 3 and 4 yield the two claims made in 611

Theorem 2, concluding its proof. 612

6 Discussion 613

While we have established polynomial-time computation of 614

a doubly-strong ex ante stable matching, many exciting ques- 615

tions remain open. 616

The lingering issue of equivalence to DFDA and proposer- 617

optimality. Recall that both our infinite procedure DFDA 618

and polynomial-time algorithm DFDA-SCC produce a 619



Algorithm 1: DFDA-SCC
1 ∀i ∈ N,wi ← 1 and Pi ← Ei1 // Free weight of i and acceptors i will propose to next
2 ∀i ∈ N, j ∈M,xij ← 0 // Current matching
3 G← {(i, j) : j ∈ Pi} // Proposal graph with only proposing edges, no rejections yet
4 while ∃i ∈ N,wi > 0 do

// Key step: SCC decomposition of the rejection graph
5 C1, . . . , Ck ← Partition N into strongly connected components based on G, sorted topologically
6 for t ∈ [k] do
7 if ∃i ∈ Ct such that wi > 0 then

// Resolve the SCC via an LP and update the matching
8 y∗, z∗ ← An optimal solution to the linear program LP-SCC (given in Figure 2) for Ct

9 for i ∈ N do
10 for j ∈M do
11 xij ← xij + y∗ij − z∗ji // Update matching
12 end
13 wi ←

∑
j∈M z∗ji + wi − y∗i // Update free weights

14 end
// Collect information for updating acceptors’ edges

15 for j ∈M do
16 if |xj | = 1 then
17 Xj ← {i ∈ N : xij > 0} // Proposers matched to j
18 ℓ← max {k : Xj ∩ Ej,k ̸= ∅}
19 Aj ← Ej,ℓ // Least-preferred proposers
20 A∗

j ← argmaxi∈Aj
xij // Proposers from Aj with max matched weight

21 Rj ← A∗
j ∪ {i ∈ N : i ∈ Ej,ℓ′ , ℓ

′ > ℓ} // Updated set of rejected proposers
22 end
23 end

// Collect information for updating proposers’ edges
24 for i ∈ N do
25 Ri ← {j ∈M : i ∈ Rj} // Acceptors who have rejected i
26 ℓ← min {k : Ei,k ̸⊆ Ri}
27 Pi ← Ei,ℓ \Ri // Most-preferred acceptors who haven’t rejected i
28 end

// Update the proposal graph
29 G′ ← {(i, j) : j ∈ Pi} ∪

{
(j, i) : i ∈ A∗

j

}
// New proposal graph

30 if G′ ̸= G then // Proposal graph changed, restart the outer loop
31 G← G′

32 Go to the start of the While loop (Line 4)
33 end
34 end
35 end
36 end
37 return x

doubly-strong ex ante stable matching, but DFDA has the620

additional guarantee that its matching is proposer-optimal.621

Sadly, we are unable to prove proposer-optimality of DFDA-622

SCC or its equivalence to DFDA.623

Ex ante indifference neutrality and Pareto optimality. In624

Section 2, we remarked that it is not clear if our ex ante in-625

difference neutrality criterion is intuitively desirable. The626

following example shows one formal reason why it may be627

undesirable: it is incompatible with Pareto optimality (or,628

rather, ordinal Pareto undomination). A concrete example629

is given in Appendix H. Kesten and Ünver [2015] show that630

one can cyclically shift matched weights in the FDA match- 631

ing to find ordinal improvements for the proposers that retain 632

ex ante stability but introduce ex ante discrimination among 633

proposers; this yields an ex ante stable matching that is ordi- 634

nally Pareto undominated by any other ex ante stable match- 635

ing. But whether true ordinal Pareto undomination (by any 636

other matching) can be achieved, possibly while also retain- 637

ing no ex ante discrimination among proposers and acceptors, 638

remains to be seen. 639
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Appendix768

A Extended Related Work769

Apart from the work already cited in the introduction, there are a few threads of related work that our DFDA should be770

contrasted against.771

Matching under weak preferences. Han [2024] extends the celebrated Probabilistic Serial (PS) algorithm for one-sided772

matching (of agents to objects) to two-sided matching, assuming agents (proposers) to have strict preferences but allowing773

objects (acceptors) to have weak preferences. This unifies PS with FDA, retaining ex ante stability but sacrificing no ex ante774

discrimination for ordinal fairness, a criterion that plays a key role in characterizations of PS [Kesten et al., 2011; Hashimoto775

et al., 2014]. This complements the work of Katta and Sethuraman [2006] which extend PS by allowing agents to have weak776

preferences but still assuming objects to have no preferences (equivalently, assuming every object to be indifferent between777

all the agents). To the best of our knowledge, there is no known extension of PS to two-sided matching in the full domain778

where both agents and objects have weak preferences. Huang and Kavitha [2021] study popular matchings, which are weakly779

preferred to any other matching by at least half of the agents. It is known that popularity is a weaker notion than fractional780

stability [Gärdenfors, 1975], which is in turn weaker than ex ante stability. Assuming strict preferences on both sides, they781

prove that the popular matching maximizing any linear objective can be computed efficiently due to elegant half-integral and782

self-duality properties of such matchings. Popular matchings remain well-defined with weak preferences, but we are not aware783

of any work investigating this.784

Cardinal preferences. The model of cardinal utilities is even more expressive than that of weak preferences. Any algorithms785

designed for weak preferences (including ours) can be applied to an instance with cardinal utilities as they induce unique786

weak preferences; however, applying an algorithm designed for strict preferences requires breaking ties and the result can be787

dependent on tie-breaking. Caragiannis et al. [2019a] use cardinal utilities to also justify fractional matchings: they show788

that stable fractional matchings can have arbitrarily larger utilitarian social welfare compared to stable integral matchings,789

and design approximation algorithms for the NP-hard problem of maximizing welfare subject to stability. Panageas et al.790

[2024] give an algorithm that computes a fractional matching maximizing the Nash social welfare within an error of ε in791

O(1/ε) time. But the Nash-optimal solution, while celebrated in fair division for satisfying envy-freeness under additive/linear792

preferences [Caragiannis et al., 2019b; Weller, 1985; Ebadian et al., 2024], even under constraints [Cookson et al., 2025; Wu793

et al., 2021], Tröbst and Vazirani [2024] show that it provides no approximation to envy-freeness for two-sided matching, and794

use other means to show the existence of fractional matchings satisfying two sets of axioms: envy-freeness (EF) and Pareto795

optimality, and justified envy-freeness (JEF) and weak Pareto optimality.796

B Algorithms FDA, DFDA, and FDA-CYCLE797

Algorithm 2: Fractional Deferred Acceptance (FDA) Kesten and Ünver [2015]
1 ∀i ∈ N,wi = 1
2 ∀i ∈ N, j ∈M,xij = 0
3 while ∃i ∈ N,wi > 0 do
4 All proposers i with wi > 0 propose their weight simultaneously to their most preferred acceptor j who has not yet

rejected any fraction of them.
5 All acceptors j whose tentative matching + proposals are greater than their capacity reject some proposers based on

the following process:
6 Starting with j’s highest equivalency class, if j can accept all proposals from that class without exceeding its

capacity, then it does so. Otherwise j accepts proposers from this equivalency class as equally as possible, i.e., j
increases the amount accepted of each proposer by an equal amount, only stopping the increase for a given
proposer for j has accepted all of that proposers weight, or j runs out of capacity. This process is repeated until j
reaches capacity.

7 end
8 return x

C Failure of FDA-CYCLE on Our Counterexample798

In this section, we will show all the steps of the instance of Figure 1 where FDA-CYCLE does not terminate in a finite number799

of steps. The first several steps of FDA-CYCLE on this instance act as expected. We will highlight when we reach the key800

steps where cycles begin to occur. For each step, we will show both the tentative matching produced, and the current state of801

the rejection graph that the algorithm uses to resolve cycles.802



Algorithm 3: Doubly-Fractional Deferred Acceptance (DFDA)
1 ∀i ∈ N,wi = 1 // Free weights
2 ∀i ∈ N, j ∈M,xij = 0 // Current matching
3 while ∃i ∈ N,wi > 0 do

// Simultaneous fractional proposals
4 All proposers i with wi > 0 propose simultaneously. Let Pi be the set of (equally) most-preferred acceptors of

proposer i who have not rejected i yet. Each proposer i evenly splits her proposal across acceptors in Pi, proposing
a weight of wi/|Pi| to each of them.
// Simultaneous fractional rejections

5 All acceptors j whose sum of current matched weight and total proposed weight exceeds their capacity of 1 reject
some proposers as follows. Each j goes through her equivalence classes from the highest to the lowest. In a given
equivalence class, if j can accept all the proposed weight from that class without exceeding her capacity, she does
so. Otherwise, j starts continuously accepting proposed weight from the set of currently least-matched proposers
in that class at an equal rate, stopping any proposer whose entire proposed weight has been accepted and starting a
new proposer whenever she joins the set of least-matched proposers, until her capacity is exhausted.

6 end
7 return x

Algorithm 4: FDA-CYCLE Kesten and Ünver [2015]
1 ∀i ∈ N,wi = 1
2 ∀i ∈ N, j ∈M,xij = 0
3 while ∃i ∈ N,wi > 0 do
4 i1 ← arbitrary agent with wi1 > 0
5 if ∃ a cycle C = (i1, j1, i2, j2, i3, j3 . . . , iℓ, jℓ, i1) in the proposal graph then
6 Ms = {i ∼js is+1 : xijs > 0}
7 for s ∈ {2, . . . , ℓ} do
8 Define equation ys =

∑
i∈Ms

max{xijs − (xis+1,js − ys+1)}
9 end

10 Define equation y1 + w1 =
∑

i∈M1
max{xij1 − (xi2,j1 − y2)}

11 Solve the above system for y1, y2, . . . , yℓ, let ys denote the amount of is that gets rejected from js−1, and update
x accordingly.

12 else
13 i1 proposes their free weight to their top acceptor, that acceptor rejects any proposers if necessary using the

same criteria as they do in FDA.
14 end
15 end
16 return x

Proposers

i1: j3 ≻ j4 ≻ {j1, j2, j5}
i2: j3 ≻ j5 ≻ {j1, j2, j4}
i3: j3 ≻ j2 ≻ j1 ≻ {j4, j5}
i4: j1 ≻ j2 ≻ {j3, j4, j5}
i5: j1 ≻ j3 ≻ {j2, j4, j5}

Acceptors

j1: i3 ≻ i4 ∼ i5 ≻ {i1, i2}
j2: i4 ≻ i3 ≻ {i1, i2, i5}
j3: i5 ≻ i1 ∼ i2 ∼ i3 ≻ i4
j4: i1 ≻ {i2, i3, i4, i5}
j5: i2 ≻ {i1, i3, i4, i5}

Figure 1: Counterexample on which FDA-CYCLE fails to terminate. In each ordering, the relation between the agents listed in the set at the
end can be arbitrary.

Consider the instance shown in Figure 1. For the agents listed as a set in the end, we can have arbitrary relationship as long 803

as they are all strictly less preferred than the agents listed previously (e.g., they may form the lowest equivalence class). The 804

infinite looping of FDA-CYCLE happens regardless of these relations. 805

We assume that Algorithm FDA-CYCLE breaks any ties lexicographically. That is, when there are multiple proposers in N 806

with free weight, the one with the smallest index among them proposes in the next iteration. 807

In the first two steps of FDA-CYCLE, i1 and i2 will both propose to j3. j3 will reject half of each of these proposers, and 808



keep the other half.809

i1 i2 i3 i4 i5

Free Weight 1/2 1/2 1 1 1
j1 0 0 0 0 0
j2 0 0 0 0 0
j3 1/2 1/2 0 0 0
j4 0 0 0 0 0
j5 0 0 0 0 0

i1 i3 i2

i4 i5

810

811

In the next two steps, i1, now rejected from their top choice j3, proposes their 1/2 free weight to j4. Similarly, j2 proposes812

their 1/2 free weight to j5.813

i1 i2 i3 i4 i5

Free Weight 0 0 1 1 1
j1 0 0 0 0 0
j2 0 0 0 0 0
j3 1/2 1/2 0 0 0
j4 1/2 0 0 0 0
j5 0 1/2 0 0 0

i1 i3 i2

i4 i5

814

815

Next, i3 proposes to j3. j3 is indifferent between i1, i2, and i3, so it keeps 1/3 of each of them, and rejects the rest. In the816

next two subsequent steps, i1 and i2 both take their newly rejected free weight of 1/6 and propose it to j4 and j5 respectively.817

Note that by Kesten and Ünver [2015], this does not cause any edges to appear on the rejection graph, since while there are818

proposers who are rejected from acceptors while having outstanding weight matched to that acceptor, there are no corresponding819

proposers who have weight matched to that acceptor and are not yet rejected.820

i1 i2 i3 i4 i5

Free Weight 0 0 2/3 1 1
j1 0 0 0 0 0
j2 0 0 0 0 0
j3 1/3 1/3 1/3 0 0
j4 2/3 0 0 0 0
j5 0 2/3 0 0 0

i1 i3 i2

i4 i5

821

822

Next, i3, now rejected by their top choice j3, proposes their 2/3 free weight to j2823

i1 i2 i3 i4 i5

Free Weight 0 0 0 1 1
j1 0 0 0 0 0
j2 0 0 2/3 0 0
j3 1/3 1/3 1/3 0 0
j4 2/3 0 0 0 0
j5 0 2/3 0 0 0

i1 i3 i2

i4 i5

824

825

Next, i4 proposes all their weight to their top choice j1. Similarly, in the next step, i5 also proposes all their weight to j1.826

j1 is indifferent between i4 and i5, so it keeps 1/2 of each of them and rejects the rest. Again, this does not cause any rejection827

edges to appear.828

i1 i2 i3 i4 i5

Free Weight 0 0 0 1/2 1/2
j1 0 0 0 1/2 1/2
j2 0 0 2/3 0 0
j3 1/3 1/3 1/3 0 0
j4 2/3 0 0 0 0
j5 0 2/3 0 0 0

i1 i3 i2

i4 i5

829

830

Next, i4 proposes their 1/2 free weight to j2. j2 prefers i4 to i3, so it keeps the 1/2 weight from i4 and partially rejects 1/6 of831



i3. This adds an edge between i4 and i3 in the rejection graph. 832

i1 i2 i3 i4 i5

Free Weight 0 0 1/6 0 1/2
j1 0 0 0 1/2 1/2
j2 0 0 1/2 1/2 0
j3 1/3 1/3 1/3 0 0
j4 2/3 0 0 0 0
j5 0 2/3 0 0 0

i1 i3 i2

i4 i5

j2
833

834

Next, i3, now rejected from their second choice j2, proposes their 1/6 weight to j1. j1 prefers j3 to i4 and i5. so it accepts 835

the 1/6 weight, and rejects 1/12 from each of the others. This causes edges in the rejection graph between i3 and i4, and i3 and 836

i5. Notably, this proposal forms a rejection cycle between i3 and i4, which the algorithm must solve. Using the FDA-CYCLE 837

technique of reduction to linear equation, we are given the following: 838

y4 + 1/12 = y3 (1)
y3 = 2y4 (2)

Solving this linear system gives us the values y4 = 1/12, y3 = 2/12, updating the matching with these values give us: 839

i1 i2 i3 i4 i5

Free Weight 0 0 0 0 2/3
j1 0 0 1/3 1/3 1/3
j2 0 0 1/3 2/3 0
j3 1/3 1/3 1/3 0 0
j4 2/3 0 0 0 0
j5 0 2/3 0 0 0

i1 i3 i2

i4 i5

j2
j1

j1
840

841

The key thing to note here is that after solving the linear equation, the same cyclic relationship between i3 and i4 still remains. 842

xi3j2 > 0 and xi4j1 > 0 still are both true, i3 has not not yet been rejected from j1, so it will still propose there the next chance 843

it gets, and the same can be said for i4 and j2. Thus, the next time either it is either i3 or i4’s turn to propose, the same cycle 844

will have to be dealt with again. 845

Consider the next step of the FDA-CYCLE algorithm in this instance. It is now i5’s turn to propose. i5 proposes their 2/3 846

free weight to j3. j3 prefers i5 to the other 3 agents it is currently accepting fractions of, so it accepts all 2/3 of i5, and rejects 847

2/9 of i1, i2, and i3. However, this causes edges in the rejection graph between i5, and {i1, i2, i3}. Noticeably, this will cause 848

a rejection cycle between i5 and i3, which we can resolve by the following linear system: 849

y3 + 2/9 = 2y5 (3)
y5 = 3y3 (4)

Solving this linear system gives us y3 = 2/45, y5 = 6/45. Updating the matching with these values (and running through the 850

non-cyclic proposal steps of i1 and i2) gives us: 851

i1 i2 i3 i4 i5

Free Weight 0 0 0 6/45 0
j1 0 0 27/45 9/45 9/45
j2 0 0 1/3 2/3 0
j3 3/45 3/45 3/45 0 36/45
j4 42/45 0 0 0 0
j5 0 42/45 0 0 0

i1 i3 i2

i4 i5

j2
j1

j1 j3
852

853

Note that again, the solving of this cycle does not lead to the cyclic relation going away from the tentative matching, the next 854

time i5 proposes, the cycle will need to be resolved again. We also note that there are technically edges between i5 and i1 and 855

i5 and i2 in the rejection graph, but they will never become relevant to the algorithm’s execution, so we do not include them in 856

our diagram for simplicity. 857

Next, it is i4’s turn to propose, again, to do this, the cycle between i3 and i4 will have to be resolved. This will require solving 858

the following linear system: 859



y4 + 6/45 = y3 (5)
y3 = 2y4 (6)

This will give us the values of y4 = 6/45, y3 = 12/45, updating the matching gives us:860

i1 i2 i3 i4 i5

Free Weight 0 0 0 0 6/45
j1 0 0 39/45 3/45 3/45
j2 0 0 3/45 42/45 0
j3 3/45 3/45 3/45 0 36/45
j4 42/45 0 0 0 0
j5 0 42/45 0 0 0

i1 i3 i2

i4 i5

j2
j1

j1 j3
861

862

Now, it is i5’s turn to propose again, and it is still part of the same rejection cycle as previously. One can see that whatever863

values we get from solving this rejection cycle, will cause i4 to have free weight in the next step, this will force us to solve864

i4’s cycle again, which will in turn cause i5 to have free weight in the next step, with each step along the way, the free weight865

getting smaller and smaller. It is easy to see how this process continues ad infinium.866

To illustrate this, we will solve the i5 and i4 cycles with generic values for the free weight.867

First the i5 cycle:868

y5 + w5 = 3y3 (7)
y3 = 2y5 (8)

The solution to this system will be y5 = w5/5, y3 = 2w5/5.869

Similarly for the i4 cycle:870

y4 + w4 = y3 (9)
y3 = 2y4 (10)

The solution to this cycle will be y4 = w4, y3 = 2w4.871

Therefore, we know that the cycle between i3 and i4 will only go away if one of the following happens:872

• i3 gets partially rejected from j1873

• i4 gets fully rejected from j1874

• i4 gets partially rejected from j2875

• i3 gets fully rejected from j2876

Similarly, the cycle between i3 and i5 will only go away when:877

• i3 gets partially rejected from j1878

• i5 gets fully rejected from j1879

• i5 gets partially rejected from j3880

• i3 gets fully rejected from j3881

Until one of these events happen, the algorithm will continue to alternate between resolving these two cycles (while also882

letting i1 and i2 propose their unpropsed weight between each step, which will not effect the rest of the process). Clearly,883

resolving either of these cycles will never cause any of the partial reject conditions to arise, so the algorithm will only exit this884

cycle resolving loop when one of the following occurs:885

• i3 gets fully rejected from j2 or from j3886

• i4 gets fully rejected from j1887

• i5 gets fully rejected from j1888

Note that due to the way the cycles are resolved, as long as none of these conditions are met, then the amount of i4 and i5889

matched to j1 will always be equal. Similarly, the amount of i1, i2, and i3 matched to j3 will always be equal, so the linear890

system we have to solve at each cycle removal step will remain the same.891

Thus, when we resolve the i5 cycle next with w5 = 6/45, we will reject 6/255 of i5 and i4 from j1, and 12/255 of i3, i1, and i2892

from j3.893



Next, i4 will have free weight from 6/255, so resolving its cycle with w4 = 6/255 will mean that 6/255 of i4 and i5 will get 894

rejected from j1, and 12/255 of j3 will get rejected from j2. We will then have to resolve i5’s cycle with w5 = 6/255. 895

Putting this together, we have that after k times resolving i5’s cycle from this point, the total amount of i5 kicked out of j1 is 896∑k
t=1

12/(45∗5t), which one can verify approaches 3/45 in the limit as k approaches infinity, the exact amount that i5 is matched 897

to j1 at the beginning of this process. 898

One can verify that the infinite summations for the other key matrix cells that form the cycles resolve the same way, showing 899

that this sequence will continue forever. 900

D Detailed Description of DFDA-SCC Linear Program 901

maximize
∑
i∈N

yi

subject to // Constraints on proposals
(1) ∀i ∈ Ct : yi ⩽

∑
j∈M zji + wi

(2) ∀i ̸∈ Ct : yi = 0

(3) ∀i ∈ N, ∀j ∈ Pi : yij = yi/|Pi|

(4) ∀i ∈ N, ∀j ̸∈ Pi : yij = 0

// Constraints on rejections
(5) ∀j ∈M, |xj | = 1 : zj =

∑
i∈N yij

(6) ∀j ∈M, |xj | < 1 : zj = 0

(7) ∀j ∈M,∀i ∈ A∗
j : zji = zj/|A∗

j |

(8) ∀j ∈M,∀i ̸∈ A∗
j : zji = 0

// Constraints that stop the flow at discrete structural changes
(9) ∀j ∈M, |xj | < 1 :

∑
i∈N yij ⩽ 1− |xj |

(10) ∀j ∈M,∀i ∈ A∗
j ,∀i′ ∈ Aj \A∗

j : xij − zji ⩾ xi′j + yi′j

(11) ∀i ∈ N, ∀j ∈M : zji ⩽ xij

Figure 2: Linear program LP-SCC used to resolve a strongly connected component in DFDA-SCC (Algorithm 1).

Description of LP-SCC. The linear program at the heart of each step of the algorithm is shown in Figure 2. At a high level, 902

this LP works by maximizing the amount of total weight proposed for a given connected component, while being constrained 903

by the expected rules that dictate how proposals and rejection work in DFDA as well as additional conditions to ensure that the 904

LP simulates proposal/rejection only up to the point where the proposal graph would change. 905

In more detail, the main variables in the LP are y-s and z-s. For each i ∈ N , yi denotes the total weight that i proposes in 906

the current iteration, of which yij denotes the weight proposed to j ∈ M . Similarly, for each acceptor j ∈ M , zj denotes the 907

total weight rejected by j in the current iteration, of which zji denotes the weight that j rejects from i. 908

The first four constraints dictate how proposers can propose. 909

• Constraints (1) and (2)—∀i ∈ Ct, yi ⩽
∑

j∈M zji +wi and ∀i /∈ Ct, yi = 0—ensure that only proposers from the current 910

SCC Ct being resolved propose, and they propose weight that is at most the sum of their free weight and their total rejected 911

weight from the current iteration (that is, they cannot propose more weight than they have). The inequality rather than a 912

strict equality in Constraint (1) allows proposers to retain some free weight in the end, which is key to solving the problem 913

as a series of continuous flow problems rather than a series of discrete proposal-rejection sequences. 914

• Constraint (3) and (4)—∀i ∈ N, yij = yi/|Pi|,∀j ∈ Pi and yij = 0,∀j /∈ Pi—ensures that proposers propose only to their 915

most-preferred acceptors who have not rejected them and propose an equal amount to them. 916

The next four constraints dictate how acceptors handle the weight proposed to them. 917

• Constraints (5) and (6)—∀j ∈ M, zj =
∑

i∈N yij when |xj | = 1 and zj = 0 when |xj | < 1—stipulate that a saturated 918

(fully matched) acceptor must reject exactly as much weight as she accepts, while a non-saturated acceptor must not reject. 919

Constraint (9) later ensures that such an acceptor does not accept more weight than her remaining match capacity. This 920

ensures that once an acceptor becomes saturated, they remain saturated for the rest of the algorithm. 921



• Constraints (7) and (8)—∀j ∈ M, zji = zj/|A∗
j | for all i ∈ A∗

j and zji = 0 for all i /∈ A∗
j—ensure fair rejections. Only922

the least-preferred matched acceptors with the highest matched weight (those in A∗
j ) are rejected, and they are rejected923

equally. Constraint (10) stops the LP once this highest matched weight reduces to the next-highest level, at which point a924

new acceptor from Aj must be added to A∗
j by the algorithm.925

This leaves constraint (11)—∀i ∈ N, ∀j ∈ M, zji ⩽ xij . This states that an acceptor cannot reject more weight from a926

proposer than it has available to reject. We do not have to consider any incoming proposed weight from i to j because, due to927

constraint (8), zji can only be positive if i ∈ A∗
j , in which case i will not be proposing any weight to j in this iteration, or for928

the remainder of the algorithm.929

The LP maximizes
∑

i∈N yi, i.e., the total amount of weight proposed by the proposers. The optimal solution (y∗, z∗) is930

used by DFDA-SCC to update the matching and the proposal graph.931

E Alkan-Gale Stability932

E.1 Alkan-Gale Matching Model933

In Alkan and Gale [2003], the authors defined agent preferences using choice functions. They define these choice function in934

a very broad way such that they generalize a huge range of common matching scenarios, including both integral and fractional935

matching. For our purposes, we will assume the following simplified definition of a choice function that handles fractional936

matching scenarios.937

Definition 10 (Fractional matching choice function). Given a set of agents A and a quota q, a choice function C : RA → RA938

is a mapping from one real vector to another (where each entry of this vector corresponds to an amount of some i ∈ A), such939

that for every x ∈ RA, we have that for every i ∈ A, C(x)i ⩽ xi (you can only choose at most what is available), and940 ∑
i∈A C(x)i ⩽ q (your total choice cannot be more than your quota).941

Given our specific definition of choice functions, we also define the join (∨) and meet (∧) operations as the natural join and942

meet on the real numbers, i.e., given a set of agents A, and two vectors x, y ∈ RA, we say that x ∨ y is the vector such that for943

every i ∈ A, (x ∨ y)i = max {xi, yi}, and x ∧ y is the vector such that for every i ∈ A, (x ∧ y)i = min {xi, yi}.944

A given vector x ∈ RA represents all the available ways some agent i can be matched with the agents in A, and when C is945

i’s choice function over A, C(x) represents i’s most preferred matching among all these possibilities.946

For any two vectors x, y ∈ RA, Alkan and Gale [2003] gives the following way to determine whether an agent prefers one947

of these possibilities over the other.948

Definition 11 (AG-preference). For any agent i with choice function Ci over some set of agents A, and for any two vectors949

x, y ∈ RA, we say that x ≽AG
i y if Ci(x ∨ y) = x.950

A full matching problem in the model of Alkan and Gale [2003] gives two sets of agents N and M where each agent i ∈ N951

and j ∈ M has a choice function and a quota. A perfect matching x ∈ R[N×M ] in this problem will be such that for all i ∈ N952

(resp. j ∈ M ) with quota q, we have
∑

j∈M xij = q (resp.
∑

i∈N xij = q). In each matching, note that each vector xi and953

xj will be in RM and RN respectively, so we can use the agents’ choice functions to reason about their preferences over their954

matchings.955

Under this model, the notion of a stable matching is defined as follows:956

Definition 12 (Saturation). For some agent i ∈ N , and matching x, i is not j-saturated at x for some j ∈ M if increasing the957

amount of j available in xi would cause i’s choice function to choose more of j than xi has available. i.e., if for any ε > 0,958

define the vector y as yj′ = xij′ for all j′ ∈ A \ {j}, and yj = xij + ε. If Ci(y)j > xij is true, the i is not j-saturated.959

A symmetric definition can be given for when some j ∈M is not i-saturated for some i ∈ N .960

Definition 13 (AG-stability). For any matching problem in the Alkan-Gale matching model, a matching x is AG-stable for that961

problem if for every pair of agents i ∈ N and j ∈M , either i is j-saturated or j is i-saturated.962

The goal of Alkan and Gale [2003] is to show a broad class of choice functions such that when all agents in a matching963

problem have such choice functions, the set of stable matchings for the given problem will form a lattice with respect to each964

side’s AG-preferences, and for a given side, the optimal matching in that lattice can be found through a deferred-acceptance965

procedure.966

To characterize such choice functions, the authors give two properties.967

Definition 14 (Consistency). A choice function C is consistent if for all x, y ∈ RA such that C(x) ⩽ y ⩽ x, then C(y) = C(x)968

is true.969

Definition 15 (Persistence). A choice function X is persistent if for all x, y ∈ RA such that x ⩾ y, then C(y) ⩾ C(x) ∧ y.970

With these properties, they are able to state the following:971

Theorem 5 (Theorem 2 of Alkan and Gale [2003]). For any matching problem where all agents have persistent and consistent972

choice functions, there exists a stable matching x∗ that dominates all other stable matchings in terms of the AG-preferences of973

the agents in N , i.e., for any stable matching y, and all i ∈ N , x∗
i ≽AG

i yi. This N -optimal matching can be found by running974

the procedure of Algorithm 6 with N as the “proposers”.975



E.2 Doubly-Strong Ex-Ante Stability Through Choice Functions 976

We will use a reduction to the model of Alkan and Gale [2003] to show that under our preference model, the set of double-strong 977

ex-ante stable matching is equivalent to the lattice of matchings for a given AG matching problems, and the proposer-optimal 978

matching in that lattice can be found through the DFDA procedure. 979

To do this, we will first define the DFDA choice function in Algorithm 6. For any ordinal matching problem (N,M,≽N 980

,≽M ), we will assume that each agent has an induced DFDA choice function that is based on their preference ordering. 981

Algorithm 5: Choice functions in the framework of Alkan and Gale [2003] that yield DFDA

1 INPUT: i’s indifference classes Ei; Vector x ∈ RA

2 c← 0A

3 for Eik ∈ Ei do
4 if

∑
j∈Eik

xj ⩽ q −
∑

j∈A cj then
5 ∀j ∈ Eik, cj ← xj

6 end
7 else
8 while

∑
j∈A cj < q and c ̸= x do

9 Continuously increase cj for all j ∈ Eik at the same rate. Only stop increasing cj for some j if cj = xj

becomes true.
10 end
11 return c
12 end
13 end
14 return c

We will first prove that the DFDA choice function has necessary properties to admit a lattice of stable matching in the 982

Alkan-Gale model. 983

Lemma 4. The DFDA choice function is consistent. 984

Proof. For contradiction, assume this is false. For some agent i with a preference ordering over a set of agents A, and agent 985

i’s induced choice function Ci over those agents with a quota of q, there exists x, y ∈ RA such that Ci(x) ⩽ y ⩽ x but 986

Ci(y) ̸= Ci(x). 987

Let Eik be the lowest equivalency class that Ci(x) chooses agents from before terminating. First consider all the agents from 988

A who are chosen by Ci who are in an equivalency class that is strictly preferred to Eik. From the definition of the DFDA 989

choice function, for each of these agents i ∈ A, Ci would have selected the full amount of j in x. Thus, for each such j, since 990

we have that Ci(x)j ⩽ yj ⩽ xj and Ci(x)j = xj , it must be the case that yj = xj . Since Ci starts at the highest equivalency 991

class for i and works its way down, this means that selecting all of each agent strictly preferred to Eik will not exceed Ci’s 992

quota q, and thus we must have that Ci(y)j = Ci(x)j = xj = yj for all j ∈ Eik′ , k′ < k. 993

Now consider the agents in Eik. Note that for every j ∈ Eik, we must have that Ci(x)j ⩽ yj ⩽ xj . From the definition 994

of the DFDA choice function, we know that the choice function will select agents from this class by continuously increasing 995

the matched amount of all agents in this class at an equal rate, only stopping the increase of an agent if that agent becomes full 996

chosen, quota becomes full, or the vector becomes fully chosen. 997

By the above arguments, we must have that Ci(x)j ̸= Ci(y)j for some j ∈ Eik. If Ci(x)j > Ci(y)j , then consider the exact 998

time in the equivalent increasing process where Ci(y) finishes choosing j. At this point, note that we cannot have that the quota 999

of Ci is full, as by the definition of the DFDA choice function, at the same time in the increasing process for Ci(x), x ⩾ y 1000

implies that Ci(x) and Ci(y) will have chosen the same amount of all agents in Eik up to that point, while Ci(x)j > Ci(y)j 1001

continues increasing after this point. Therefore, it must be the case that Ci(y)j has been fully chosen by j at this point, and 1002

thus Ci(y)j = yj . However, this fact along with Ci(x)j > Ci(y)j would contradict the fact that Ci(x) ⩽ y. 1003

If instead we had Ci(x)j < Ci(y)j , then consider the exact time in the equivalent increasing process where Ci(x) finishes 1004

choosing j. At the same point during the process of Ci(y), we know that Ci(y) must have chosen the exact same amount of 1005

every agent in Eik. This is due to the fact that Ci(x) ⩽ y. Thus, it cannot be the case that Ci(x)j stops because its quota is full, 1006

so it must be the case that it consumed the full amount of xj . But Ci(x)j = xj and Ci(x)j < Ci(y)j ⩽ yj would contradict 1007

y ⩽ x. 1008

This contradicts the fact that such a j exists, and proves that the DFDA choice function is consistent. 1009

Lemma 5. The DFDA choice function is persistent. 1010



Proof. For contradiction, assume this is false. For some agent i with a preference ordering of a set of agents A, and agent i’s1011

induced choice function Ci over those agents with a quota of q, there exists x, y ∈ RA with x ⩾ y, and some j ∈ A such that1012

Ci(y)j < min
{
Ci(x)j , yj

}
.1013

Let Eik be i’s lowest equivalency class containing some proposer that is positively chosen by Ci(x). First note that for all1014

k′ < k, and all j′ ∈ Eik′ it must be the case that Ci(y)j′ = yj′ . This follows from the fact that since x ⩾ y, we must have1015 ∑
k′<k

∑
j′∈Eik′ xij′ ⩾

∑
k′<k

∑
j′∈Eik′ yij′ , meaning that by the definition of DFDA choice functions, since Ci(x) was able1016

to fully choose every j′ strictly preferred to Eik, then Ci(y) will be able to as well.1017

Therefore, it must be that j is in an equivalency class for i at least as bad Eik, and since Ci(y)j < min
{
Ci(x)j , yj

}
implies1018

that Ci(x)j > 0, then we know that j ∈ Eik must be true.1019

Since we must have that Ci(y)j < yj , it must be the case that Eik is also i’s lowest equivalency class containing some1020

proposer that is positively chosen by Ci(y). With this in mind, we can see that if Ci(x)j ⩾ yj were true, then by definition of1021

the DFDA choice function, we should have that Ci(y)j = yj . This is due to the fact that since x ⩾ y, when Ci(y) reaches the1022

class Eik, it will have at least as much free weight to keep choosing as Ci(x)j did when it reached Eik, and since yj′ ⩽ xj′ for1023

all j′ ∈ Eik, if the process that increases chosen weight in equal amounts for each agent in Eik managed to consume Ci(x)j1024

of j, then that process should certainly be able to consume at least yi ⩽ Ci(x)j of j when choosing from y.1025

At the same time, if yj ⩾ Ci(x)j were true, then we would again reach a contradiction, since by the definition of the1026

DFDA choice function, we would have to have that Ci(y)j ⩾ Ci(x)j must be true. To see this, again notice that once Ci(y)1027

reaches equivalency class Eik, it will have at least as much free weight left to choose as Ci(x) did at that same point. Since1028

Ci(y)j < Ci(x)j , observe the point of the continuous increase in weight where Ci(y)j first stops increasing. This cannot be1029

because the quota of Ci(y) was reached, or that would contradict the fact that y ⩽ x, but it can also not be the case that yj has1030

been fully chosen, since we have Ci(y)j < Ci(x)j ⩽ yj . These contradictions prove that Ci will be persistent.1031

Next, we can show that due to the way that we defined DFDA choice function, being AG-Stable with respect to the agents’1032

induced choice functions is exactly equivalent to doubly-strong ex-ante stability.1033

Theorem 6. A matching is AG-stable with respect to the agents DFDA choice functions if and only if it is doubly-strong ex-ante1034

stable with respect to the agents’ ordinal preferences.1035

Proof. First, we will prove the forward direction.1036

For contradiction, assume this is false, some matching x is AG-Stable with respect to agents’ induced choice functions, but1037

not doubly-strong ex-ante stable.1038

First, we will assume it is not ex-ante stable, thus there exists i, i′ ∈ N , j, j′ ∈ M such that j ≻i j′, i ≻j i′, xij′ > 0,1039

and xi′j > 0. However, it is easy to see that this would violate the definition of AG-Stability with respect to i and j. Since1040

xij′ > 0 implies that Ci(xi) must still have some free space left after choosing j’s entire equivalency class. This means that1041

if we increased j by some small amount in xi, the choice function would choose more, so i is not j-satiated. Similarly, a1042

symmetric argument shows that j is not i-satiated.1043

Next, we will assume there is ex-ante discrimination on the proposers side, thus there exists i, i′ ∈ N , j, j′ ∈ M such that1044

j ≻i j′, i ∼j i′, xij′ > 0, and xi′j > xij . Again, in this case we can see that i is not j-satiated in the vector xi due to the1045

fact that xij′ > 0. We can also observe that j will not be i-satiated due to xi′j > xij . If i and i′ are not members of the1046

lowest equivalency class matched to j in xj , then increasing i in xj will cause Cj(xj) to select more of it in favor of the lesser1047

preferred proposer it is currently matched to. If i and i′ are in the lowest equivalency class for j, then note that since x is a1048

perfect matching, at the point of j’s DFDA choice function where the continuous increasing process has chosen xij of i, it will1049

have not have chosen its entire quota yet, since it still continues on to choose more of xi′j . Thus, if xij were to be increase, this1050

continuous process would choose at least some of that increase, and reach its quota slightly before choosing the full amount1051

of xi′j . Note that deriving a contradiction when the matching has ex-ante discrimination on the acceptors side would be a1052

symmetrical argument to above.1053

Lastly, we will assume that the matching is not ex-ante indifference neutrality, thus there exists i, i′ ∈ N , j, j′ ∈ M such1054

that j ∼i j
′, i ∼j i′, xij < xij′ , and xij < xi′j . In this case, we can show that i is not j-satiated, and the fact that j is not1055

i-satiated follows from a symmetrical argument. If j and j′ are not in i’s lowest equivalency class, then increasing j will cause1056

i to accept it in favor of the less preferred acceptor it is currently matched to. If j and j′ are in i’s lowest equivalency class, then1057

in a identical argument to the previous paragraph, xij < xij′ implies that increasing xij will cause i’s choice function to select1058

more of j as part of the equivalent increasing process.1059

This concludes the proof of the forward direction. We will next show the backwards direction. For contradiction, assume that1060

some matching x is doubly-strong ex-ante stable, but is not AG-Stable with respect to the agents’ induced choice functions.1061

Let i ∈ N , j ∈M , be the pair of agents that violates AG-Stability, i.e., we have that i is not j-satiated, and j is not i-satiated.1062

Since i is not j-satiated, this means that there exists some vector yi with yij′ = xij′∀j′ ∈ M \ {j} and yij = xij + ε for1063

some ε > 0, such that Ci(yi)j > Ci(xi)j . Similarly, we since j is not i-satiated, there must exist a symmetrically defined1064

vector yj such that Cj(yj)i > Cj(xj)i.1065



Since x is a perfect matching, we must have that
∑

j∈M xij = 1, and thus since the quota of each agents’ choice function 1066

will be 1, and we have Ci(yi)j > Ci(xi)j , there must be some j′ ∈ M such that Ci(yi)j′ < Ci(xi)j′ . Similarly, there must 1067

be some i′ ∈ N such that Cj(yj)i′ < Cj(xj)i′ . We will now consider each possible case for i’s preference ordering over j and 1068

j′, and j’s preference ordering over i and i′. 1069

First, note that it cannot be the case that j′ ≻i j. By the definition of the DFDA choice function, if j′ ≻i j is true, then 1070

since we have Ci(yi)j > Ci(xi)j ⩾ 0 we must also have that Ci(yi)j′ = yij′ . This follows since the only way Ci(yi)j′ < yij′ 1071

would be true is if j′ is in the lowest equivalency class chosen by i in Ci(yi). But, Ci(yi)j′ < Ci(xi)j′ ⩽ xij′ = yij′ 1072

contradicts this. Meaning that j ≽i j
′ must be true. By a symmetric argument, we can also say that i ≽j i

′ must be true. 1073

Case 1: j ≻i j
′, i ≻j i

′. In this case, note that 0 ⩽ Ci(yi)j′ < Ci(xi)j′ implies that Ci(xi)j′ > 0 and thus xij′ > 0. 1074

Symmetrically, we also have that xi′j > 0. This implies that x violates ex-ante stability with respect to i and j, giving a 1075

contradiction. 1076

Case 2: j ≻i j
′, i ∼j i

′. In this case, we again have that xij′ > 0, this means that xij ⩾ xi′j , otherwise this would mean that 1077

x violates no ex-ante discrimination for the proposers. Note that this means we have yji > xij ⩾ xi′j = yji′ . But if this were 1078

true, we could not also have that Cj(yj)i′ < Cj(xj)i′ ⩽ xi′j = yji′ and Cj(yj)i > Cj(xj)i. This follows from the definition 1079

of the DFDA choice function. Since Cj(yj)i′ < yji′ , it must be the case that i′, and thus i, are in the lowest equivalency class 1080

among accepted proposers in Cj(yj). Since the only difference between xj and yj is that yji > xij , this means that the choice 1081

process will be identical up until the point where xij of i is chosen. Note at that point, due to i ∼j i′, and the DFDA choice 1082

function choosing all agents in the lowest equivalency class at equal proportions, we must have that at that point in the choice 1083

process, Cj will have chosen at least min {xij , yji′ = xi′j} = yji′ of i′, contradicting that fact that Cj(yj)i′ < yi′j . 1084

Case 3: j ∼i j
′, i ≻j i

′. This follows from a symmetric argument to that of Case 2. Since we have xi′j > 0, we must have 1085

xij ⩾ xij′ , but this produces a contradiction. 1086

Case 4: j ∼i j
′, i ∼j i

′. By the argument presented in Case 2, we know that xij ⩾ xij′ and i ∼j i
′ leads us to a contradiction 1087

of the fact that Cj(yj)i′ < Cj(xj)i′ . So it must be true that xij < xij′ . However, we also know that using a symmetrical 1088

argument to case 3, xij ⩾ xij′ and j ∼i j′ leads to a contradiction of the fact that Ci(yi)j′ < Ci(xi)j′ , so it must also be 1089

true that xij < xi′j is true as well. However, this would mean that x violates ex-ante indifference neutrality, again causing a 1090

contradiction. 1091

This shows that a contradiction occurs for every possible ordinal preference ordering of i and j, thus proving the statement. 1092

1093

In the case of our matching problems, we can relate this proposer optimal matching under AG-preferences back to our 1094

traditional notion of preferences through the following lemma: 1095

Lemma 6. For any two doubly-strong ex-ante stable matchings x, y, if xi ≽AG
i yi for some i, then xi ≽SD

i yi. 1096

Proof. For contradiction, assume this is false. For some matchings x, y, we have xi ≽AG
i yi, and thus Ci(xi ∨ yi) = xi, but 1097

not xi ≽SD
i yi. 1098

This means that there is some equivalency class fo i, Eik, such that
∑

k′<k

∑
j∈Eik′ yij >

∑
k′<k

∑
j∈Eik′ xij . By the fact 1099

that x and y are both perfect matchings, this implies that there exists some other equivalency class Eik′ with k′ > k such that 1100∑
k′′<k′

∑
j∈Eik′′ xij >

∑
k′′<k′

∑
j∈Eik′′ xij . 1101

From this, we are able to conclude that there exists some j that i places in at least class Eik or higher, such that yij > xij , 1102

and there is some j′ that i places in at least class Eik′ or lower such that xij′ > yij′ . Since yij > xij , we must also have 1103

that (xi ∨ yi)j = yij > xij . Thus, if Ci(xi ∨ yi) = xi, then we must have that Ci(xi ∨ yi)j < (xi ∨ yi)j . By the way the 1104

DFDA choice functions are defined, this would imply that the equivalency class of j is i’s lowest equivalency class that has 1105

any matchings in Ci(xi ∨ yi), but this would contradict the fact that Ci(xi ∨ yi)j′ = xij′ > 0. 1106

As the final step of this process, in Theorem 1 of Alkan and Gale [2003], the authors provide an algorithm (Algorithm 6) that 1107

produces the proposer-optimal matching among AG-preferences. We can show that when agents have DFDA choice functions, 1108

this algorithm will be equivalent to the DFDA algorithm. 1109

Theorem 7. Algorithm 6 is equivalent to Algorithm 3. 1110

Proof. We can show this equivalence explicitly, by walking through the execution of the DFDA algorithm, while also keeping 1111

track of a new matrix b. After each step k of Algorithm 3, we say that for all i ∈ N , j ∈ M , bkij = xk
ij if any fraction of i 1112

has been rejected by j by that point of the algorithm, and otherwise bkij = 1. Intuitively, bk represents the total fraction of each 1113

proposer that has not yet been rejected from each acceptor. 1114

For any i ∈ N and j ∈M , we can show that i’s tentative matching to j at step k − 1, xk−1
ij , plus his tentative proposals to j 1115

in round k will equal Ci(bki )j . 1116

To see this, let Pi be the set of agents that i is proposing to in this step. Assume the acceptors in Pi belong to the equivalency 1117

class Eik. By definition of DFDA, i must be rejected from all acceptors in the class Eik′ for every k′ < k. This means that for 1118



Algorithm 6: The deferred-acceptance procedure of Alkan and Gale [2003] with the choice functions in Algorithm 5.

1 B0 ← 1N×M

2 X0 ← 1N×M

3 Y 0 ← 0N×M

4 k ← 0

5 while Xk ̸= Y k do
6 for i ∈ N do
7 Xk+1

i ← Ci(Bk)
8 end
9 for j ∈M do

10 Y k+1
j ← Cj(Xk+1)

11 end
12 for i ∈ N, j ∈M do
13 if Y k+1

ij = Xk+1
ij then

14 Bk+1
ij = Bk

ij

15 end
16 else
17 Bk+1

ij = Y k+1
ij

18 end
19 end
20 k ← k + 1
21 end
22 return Xk

all such acceptors j′ ∈ ∪k′<kEik′ , we have that bk−1
ij′ = xk−1

ij′ . Since xk−1 is a valid matching, Ci(bk−1
i ) must choose the full1119

amount of xk−1
ij′ for each such j′. After the DFDA choice function has selected these matchings from all preferred equivalency1120

classes, it will select matchings from Eik. Note that it must be the case for every j′ ∈ Eik \ Pi, i must have been rejected from1121

j′, thus will have bk−1
ij′ = xk−1

ij′ . For all j′ ∈ Pi, we will have bk−1
ij′ = 1. Now we can simply observe how the DFDA choice1122

function will choose matchings from this class.1123

Due to the properties of the DFDA algorithm, at each step of the algorithm, if j ∼i j
′, j′ has rejected i before step k and j1124

has not yet been rejected, then we must have xk−1
ij ⩾ xk−1

ij′ . This means that every j ∈ Pi is matched to i with at least as much1125

weight as all the acceptors in Eik \ Pi.1126

We can note note that Ci(bk−1
i ) will choose the full available amount of every j′ ∈ Eij \ Pi. This follows from the fact that1127

xk−1 is a valid matching, and xk−1
i must not exceed i’s quota of 1. Thus, if Ci(bk−1

i ) was not able to choose full amount of1128

some acceptor in j′ ∈ Eij \ Pi this would contradict that fact or the fact that all acceptors in Pi must have a higher matching1129

that j′ in xk−1
i .1130

Finally, note that in xk−1, it must be true that for all j, j′ ∈ Pi, we have that xk−1
ij = xk−1

ij′ , this follows from the fact1131

that neither of j and j′ have been rejected yet, and thus by the definition of the DFDA, every time i proposed to one of them1132

previously, it proposed to both of them the same amount. Since it must be the case that the matching formed by xk−1
i and i’s1133

proposals in step k is perfect matching that exactly meets i’s quota, and we know that all agents other that those in Pi from1134

equivalency classes at least as good as Eik will be chosen at exactly their xk−1 matching in Ci(bk−1
i ), it follows that the final1135

part of the Ci(bk−1
i ) will be for Ci to continue choosing the acceptors from Pi at an equal rate until it has chosen an amount of1136

each of them exactly equal to the amount at which they are matched to i in xk−1 plus i’s proposals, at which the quota of i will1137

be filled, and it will stop.1138

One can also note that in each step of the DFDA algorithm, when each acceptor looks at the tentative proposals it received in1139

that step and makes it’s rejections, the matching it selects will be identical to the vector selected by the DFDA choice function1140

when run against the vector formed by that acceptor’s tentative matching at step k − 1 plus the proposals it received in step1141

k. Unlike the previous statement, this does not require a nuanced proof, it follows trivially from the definition of the DFDA1142

choice function, and by the described way that the acceptors make their rejections in the DFDA algorithm. It is easy to see that1143

these are the exact same process.1144

With this in mind, it is easy to see that the Algorithm 6 is performing the exact same steps as the DFDA algorithm. At every1145

step, Bk−1 is defined equivalently to how we defined b, Xk represents the proposers tentative matchings plus their proposals at1146



this step, and Y k represents the acceptors rejection choices. The final step of each iteration updates Bk to reflect any rejections 1147

that happened this step. From this, we can see that the tentative matching xk produced after step k of the DFDA algorithm will 1148

be equivalent to Y k in Algorithm 6. 1149

From Lemma 6, we can conclude that the optimal matching that is guaranteed to exist for AG-preferences is also optimal 1150

under our traditional notion of preferences, and through Theorem 7, we can conclude that the process that is known to find 1151

this matching is equivalent to DFDA. This completes the proof of Theorem 1, as it shows that DFDA will converge to a 1152

proposer-optimal doubly-strong ex-ante stable matching. 1153

F Missing Proofs from Section 5 1154

Lemma 7. For any acceptor j ∈ M , if at any point during the execution of Algorithm 1 we have |xj | = 1, then |xj | = 1 will 1155

remain true for the rest of the algorithm. 1156

Proof. To see this, it is sufficient to note constraint (5) of the LP, ∀j ∈M, |xj | = 1→ zj =
∑

i∈N yij . 1157

Since |xj | =
∑

i∈N xij , and after each execution of the LP, each xij will be updated using the formula xt+1
ij ← xt

ij+y∗ij−z∗ji, 1158

we have that the value of |xj | gets updated by the formula
∣∣xt+1

j

∣∣ ← ∣∣xt
j

∣∣ + ∑
i∈N (y∗ij − z∗ji) =

∣∣xt
j

∣∣ + ∑
i∈N y∗ij − z∗j = 1159∣∣xt

j

∣∣ = 1. With the first equality being directly implied by constraints (7) and (8) of the LP. 1160

Lemma 8. For any i ∈ N and j ∈M , if at any point in Algorithm 1, i ∈ Rj \A∗
j is true, then it will remain true for the rest 1161

of the algorithm. 1162

Proof. From the logic of Algorithm 1, we can see that the only proposers in Rj who are matched with positive weight to j are 1163

those in A∗
j . Thus, it must be the case that i is not matched to j with any positive weight in this step, and thus, we must have 1164

that j strictly prefers all the proposers it is currently matched with to i. 1165

Since i ∈ Rj is true in this step, it follows from the definition of Pi that j ̸∈ Pi must be true. Thus, from condition (4) of the 1166

LP, we know that the matching between i and j cannot increase while i ∈ Rj is true. 1167

Note that this same argument holds for any proposer i′ such that i ≽j i′. Thus, in the next step of the algorithm, no such 1168

agent i′ will become positively matched with j. Thus, after the next step, j will still strictly prefer everyone in its matching to 1169

all such i′, thus i′ ∈ Rj will still be true. 1170

We can continue this argument inductively, and conclude that after every step, j will still prefer everyone in its matching to i 1171

and i will never be positively matched to j, thus i will remain in Rj \A∗
j for the rest of the algorithm 1172

Lemma 9. For any i ∈ N and j ∈ M , if at any point in Algorithm 1, i ∈ A∗
j is true, then i will only leave A∗

j if it is fully 1173

rejected from j, and enters Rj \A∗
j . 1174

Proof. A∗
j is defined as the set of proposers who are among the lowest equivalency class matched to j, and among those, the 1175

proposers with the highest weight matched to j. 1176

From Lemma 8, we know that this cannot happen because some other proposer from a lower equivalency class becomes 1177

positively matched to j. So, it must be the case that some proposer in the same equivalency class to j becomes matched to j 1178

with a higher weight than i. 1179

For contradiction, assume that this happens, at some step of the algorithm i ∈ A∗
j is true, but in the next iteration, after 1180

running an instance of the LP and updating the matching, i is no longer in A∗
j , and thus there is some i′ with i′ ∼j i who is 1181

matched to j at a strictly higher amount than i is. 1182

By condition (7) of the LP, we can see that if i′ ∈ A∗
j were also true, this would lead to a contradiction. Condition (7) ensures 1183

that i and i′ would be rejected from j the exact same amount during this iteration of the LP, and from the fact that they are in 1184

A∗
j , we can conclude that j ̸∈ Pi and j ̸∈ Pi′ are also true, and thus yij = yi′j = 0 in the LP solution. Therefore, updating the 1185

matching with such a solution could not cause i′’s matching with j to exceed i. 1186

In the case where i′ ̸∈ A∗
j , then by the fact that i′ ∼j i, we can conclude that i′ ∈ Aj \ A∗

j must be true, and we can easily 1187

see that this leads to a contradiction by observing condition (10) of the LP. By condition (10) xij − zji ⩾ xi′j + yi′j must be 1188

true. Again we can conclude that yij = 0 from the fact that i ∈ A∗
j , and we can also conclude that zji′ = 0 from the fact that 1189

i′ ̸∈ A∗
j , following from condition (8) of the LP. 1190

This also shows that in this case, updating the matching with the LP solution will never cause i′’s matching with j to exceed 1191

i’s. 1192

Lemma 10. For any i ∈ N and j ∈ M , at any point of Algorithm 1, if i ∈ Rj is true, then for all i′ ∈ N such that i ∼j i′, 1193

xij ⩾ xi′j will remain true for the rest of the algorithm. 1194



Proof. First note that if i ∈ Rj \ A∗
j is true, then it must be matched to j with 0 weight, and j must strictly prefer everyone in1195

its current matching to i. This implies that all i′ would have to be matched to j with 0 weight as well, and by Lemma 8, this1196

would continue to hold for the remainder of the algorithm.1197

Next, from Lemma 9, we know that after the first step where i ∈ A∗
j is true, it will not leave A∗

j until it is fully rejected by j.1198

Thus, at any point after it gets added to A∗
j , but before it gets it gets fully rejected, we will have that xij ⩾ xi′j must be true for1199

all i′ such that i ∼j i
′.1200

Next, observe that on the step where i gets fully rejected from j, it must be the case that this step, all i′ will also be matched1201

to j with weight 0. If this were not true, then it is clear to see that i′ would have had to violate condition (7) of the LP (if it were1202

in A∗
j ), or condition (10) of the LP (if it were in Aj \A∗

j ) to be positively matched to j at this step.1203

From the fact that i ∈ A∗
j was true in the previous step, we know that all proposers who j strictly prefers i to must in Rj \A∗

j ,1204

and thus by Lemma 8 will remain there for the rest of the algorithm. By the above analysis, we can also conclude that on the1205

step where i gets fully rejected by j, all proposers in i’s equivalency class will be matched to j with weight 0 as well, and thus1206

is must be the case that j strictly prefers everyone in its matching to i at this point. Thus, for all i′ such that i′ ∼j i, we must1207

have i′ ∈ Ri \A∗
j , and by Lemma 8, they will all remain matched with j at 0 forever.1208

Lemma 11. For any i ∈ N and j ∈ M , at any point of Algorithm 1, if i ∈ Rj becomes true, then i ∈ Rj will remain true for1209

the rest of the algorithm.1210

Proof. If at this point, i ∈ Rj \A∗
j is true, then this immediately follows from Lemma 8.1211

If on the other hand, i ∈ A∗
j is true at this point, then we know from Lemma 9, that it will remain in A∗

j until it is fully1212

rejected, and it is implied by Lemma 10 that once i is fully rejected, it will enter Rj \A∗
j , and thus remain there forever.1213

Lemma 1. In any solution to the LP, one of the following will be true:1214

• (A) ∀i ∈ Ct, yi =
∑

j∈M zji + wi1215

• (B) ∃j ∈M, |xj | < 1,
∑

i∈N yij = 1− xj1216

• (C) ∃i ∈ N, j ∈M,xij > 0, zji = xij .1217

• (D) ∃j ∈M,∃i ∈ A∗
j ,∃i′ ∈ Aj \A∗

j , xij − zji = xi′j + yi′j .1218

Proof. For contradiction, assume that for some proposal graph G, component Ct, and existing (x,w), the corresponding LP1219

outputs a solution where none of these conditions are true.1220

First, because condition (A) is false, that means there exists some agent i∗ ∈ Ct such that yi∗ <
∑

j∈M zji∗+wi∗ . Intuitively,1221

this means that after the LP has been resolved and the current matching has been updated with the values of y∗, z∗, i∗ will have1222

free weight remaining.1223

We can show that, since conditions (B), (C), and (D) are also all false, i∗ should be able to propose more of their weight1224

without violating the constraints of the LP, leading to a contradiction of the fact that the LP returns a solution maximizing the1225

sum of proposed weights over all the proposers.1226

Consider what happens if the value of yi∗ increases by some very small ε. For each j ∈ Pi∗ , the value of yi∗j will increase1227

by ε/|Pi∗ |. For each of these j’s, if |xj | < 1, then by the fact that condition (B) is false, we know that
∑

i∈N yij < 1 − |xj |1228

must be true. As long as epsilon is sufficiently small, it will be the case that
∑

i∈N yij + ε/|Pi∗ | ⩽ 1− |xj | as well.1229

Additionally, for all the j ∈ Pi∗ such that |xj | = 1, then increasing the proposals to j means that it will have to reject more1230

of the agents in A∗
j . Specifically, since proposals to j are increasing by ε/|Pi∗ |, j will increase its rejection of each proposer in1231

A∗
j by a factor of ε/(|Pi∗ ||A∗

j |). Due to condition (C) and (D), such a change will always be possible. We must have that for1232

all i ∈ A∗
j , zji < xij , and for all i′ ∈ Aj \ A∗

j , we have that xij − zji > xi′j + yi′j . Thus, given ε is sufficiently small, the1233

inequalities zji + ε/(|Pi∗ ||A∗
j |) < xij and xij − zji − ε/(|Pi∗ ||A∗

j |) > xi′j + yi′j will still hold.1234

One can easily verify that the rest of the constraints of the LP will trivially hold after this ε increase as well, as they are all1235

equality constraints that we already implicitly handled above, or have no relation to the variables that we changed.1236

The above procedure will increase yi∗ by a factor of ε, while maintaining all the necessary inequalities of the LP provided1237

that ε is sufficiently small, giving the desired contradiction.1238

Lemma 2. Let y∗, z∗ be the variables after resolving some LP in Algorithm 1. The process of updating the current matching1239

using y∗, z∗ will change the proposer graph only if at least one of the conditions (B), (C) or (D) are true.1240

Proof. For contradiction, assume this is false and that in an LP solution y∗, z∗ where conditions (B), (C), and (D) are all false,1241

but the corresponding updating of the matching changes the proposal graph. Consider the different ways that the proposal graph1242

can change.1243

First, observe the fact that for any j ∈ M, i ∈ N , an edge from j to i can only change (either appear or disappear) in the1244

proposal graph if A∗
j changed in this iteration. This follows immediately from the fact that by definition, the edge (j, i) exists1245

in the proposal graph if and only if i ∈ A∗
j .1246



Slightly less trivially, we can observe that for any i ∈ N, j ∈ M , an edge from i to j can only also change in the proposal 1247

graph if A∗
j′ changed for some j′ ∈M in this iteration. For any fixed i, the set of j such that (i, j) is an edge in G will be the set 1248

of j among i’s highest equivalency class such that j ̸∈ Ri. Since we know from Lemma 11 that once some acceptor is placed 1249

into Ri, it will never be removed for the remainder of the algorithm, it must be the case that if some edge (i, j) is removed from 1250

the graph, then j was added to Ri, and similarly, if some edge (i, j) is added to the graph, then some j′ must have been added 1251

to Ri that lowered the i’s highest unrejected equivalency class. Clearly, an acceptor j′ can only be added to Ri if they are either 1252

directly added to A∗
j′ , or if the lowest equivalency class matched to j changed, which would also cause A∗

j to change. 1253

Thus, it is sufficient to show that if conditions (B), (C), and (D) are all false after some iteration of the LP, then A∗
j will 1254

remain the same for all j ∈M . 1255

In our assumption for contradiction, let j be the acceptor such that A∗
j changes. First consider the case that there is some i 1256

that was A∗
j in the previous step, but is not anymore. It cannot be the case that i was fully rejected from j, otherwise that would 1257

violate condition condition (C). But from Lemma 9, we know that once some i is in A∗
j , the only way it can leave A∗

j is by 1258

being fully rejected. So this cannot be the case. 1259

Therefore, there must some i that was not in A∗
j previously, but is there now. It cannot be the case that i is part of a brand new 1260

equivalency class that was not in A∗
j previously, as that could only happen if j just became full for the first time, which would 1261

violate condition (B), or the proposers from some higher equivalency class were fully rejected in the previous step, violating 1262

the argument from the last paragraph. Therefore, it must be the case that there are other proposers from the same equivalency 1263

class in A∗
j , and i, previously being in Aj \ A∗

j has become matched to j at the same weight as them. But clearly this could 1264

only happen if a violation of condition (D) occurred. 1265

Lemma 3. In some iteration of the main while loop in Algorithm 1, if for every component Ct of proposers, the LP run on Ct 1266

terminates with only condition (A) being true, then the matching produced by the last component being solved will be a perfect 1267

matching. 1268

Proof. First note that due Lemma 2, since conditions (B), (C), and (D) are never true during such an iteration of the while loop, 1269

the proposal graph will never change, and thus the LP will run on every strongly connected component of proposers. 1270

By definition of condition (A), if an LP for component Ct terminates with (A) being true, then each proposer in Ct will have 1271

no free weight after the matching is updated with the LP values. Further, from the fact that the components are solved in a 1272

topological ordering, if an agent i ∈ Ct does not have any free weight after Ct is solved, then there is no component Ct′ with 1273

t′ > t whose solution will result in new free weight being pushed back to i. 1274

To formalize this, we can say that for every Ct′ ordered after Ct, and for all i′ ∈ Ct′ , i is not reachable from i′ in the proposal 1275

graph. This means that if there is an edge (i′, j) for some j ∈ M in the proposal graph, then there cannot be an edge (j, i) in 1276

the graph as well. 1277

It can easily be seen from conditions (5) and (6) of the LP that for any j ∈ M , zj > 0 only if yi′j > 0 for some i′ ∈ N . 1278

Since for an execution of the LP on Ct′ , the only proposers that propose their weight are proposers in Ct′ , we have that for any 1279

j ∈M , yi′j > 0 only if i′ ∈ Ct′ and (i′, j) is an edge in the proposal graph. Therefore, for any Ct′ ordered after Ct, there will 1280

never be a j ∈ M in the LP solving Ct′ such that zji > 0. Thus, for all i ∈ Ct, we will have
∑

j∈M zji = 0, meaning that 1281

wi = 0 after updating the matching with the new values from the LP. 1282

Theorem 3. Algorithm 1 terminates in polynomial time, and will output a perfect matching. 1283

Proof. Each iteration of the main for loop simply runs an LP with the number variables and constraints being polynomial in 1284

the number of agents, then updates the proposal graph. Clearly a single iteration of this loop terminates in polynomial time,8 1285

and since it runs once for each strongly connected component in the proposal graph, each instance of this for loop will have at 1286

most |N | iterations. Therefore, we just need to show that the algorithm terminates after a polynomial number of iterations of 1287

the main while loop. 1288

From Lemma 1, we know when we run the LP on a component Ct, one of four listed conditions—(A), (B), (C), or (D)—must 1289

be true. 1290

Condition (A) represents that the LP was able to resolve all the free weight from the proposers in Ct. From Lemma 3, we 1291

know that if this happens for every component in a given iteration of the while loop, the the algorithm will terminate with a 1292

perfect matching after that iteration. 1293

The other three conditions all correspond to events that cause the proposer graph to change, and thus move the algorithm 1294

forward. We will show that each of these conditions can only occur polynomial number of times. 1295

If condition (B), ∃j ∈M, |xj | < 1,
∑

i∈N yij = 1− |xj |, is true, that means that there existed some acceptor j that was not 1296

full at the beginning of the LP, but is full afterwards. From Lemma 7, we know that this can only happen at most |M | times 1297

during the algorithm, since once an acceptor become full, its weight cannot go down again. 1298

8Crucially, note that the optimal solution (y∗, z∗) of each LP affects the updated matching x, which is involved in the right hand side of
the subsequent LP. If one uses an arbitrary polynomial-time solver for LPs, this may cause an exponential blow-up in the bit-complexity of
the successive LPs and, hence, the time it takes to solve them. This can be prevented by using a polynomial-time algorithm for solving LPs
whose running time is independent of the bit-complexity of the right hand side, such as that of Tardos [1986].



If condition (C), ∃i ∈ N, j ∈ M,xij > 0, zji = xij , is true, this means that some proposer i did have weight matched with1299

some acceptor j at the beginning of the LP, but was fully rejected from j by the results of the LP. By condition (8) of the LP,1300

we can see that zji can only be positive if i ∈ A∗
j is true. i ∈ A∗

j implies that i ∈ Rj is true, and by Lemma 11, this means that1301

i ∈ Rj will remain true for every future step of the algorithm. i ∈ Rj also implies that j ∈ Pi cannot be true. Finally, following1302

from condition (4) of the LP, in any future iteration of the algorithm, yij can only be true if j ∈ Pi is true. This means that1303

once i is fully rejected from j, it can never increase again. Thus, this can only happen once for every i and j, meaning it only1304

happens |N ||M | times total.1305

Finally, if condition (D), ∃j ∈ M,∃i ∈ A∗
j ,∃i′ ∈ Aj \ A∗

j , xij − zji = xi′j + yi′j is true, this means that there is some1306

acceptor j, and some proposer i that is in Aj (among the lowest equivalency class proposers matched to j), but not in A∗
j (does1307

not have the most weight matched to j among proposers in Aj) who becomes tied for having the most weight matched to j1308

among proposers in Aj , either by xij increasing and/or xi′j decreasing for all i′ ∈ A∗
j . We note that an LP can only terminate1309

with this condition being true once for every i, i′j pair, meaning that it can only happen at most |N |2|M | times throughout the1310

course of the algorithm.1311

To see this, first note that condition (D) being true implies that i and i′ will be matched to j in the same amount after updating1312

the matching with the LP results. This is because we have xij − zji = xi′j + yi′j , and we also know from the fact that i ∈ A∗
j1313

that yij = 0, and from the fact that i′ ̸∈ A∗
j that zji′ = 0.1314

Next, note that i ∈ A∗
j before the LP execution implies that either i ∈ A∗

j or i ∈ Rj \ A∗
j must be true after updating the1315

matching. This follows from Lemma 11. If i ∈ A∗
j is true, then by the fact that i and i′ are now matched to j with the same1316

amount, then i′ ∈ A∗
j is also true. If i ∈ Rj \ A∗

j is true, then i, and thus, i′ must be matched to j at weight 0, and therefore1317

i′ ∈ Rj \A∗
j must also be true. Either way, we have that i′ ∈ Rj is true. By Lemma 11, we know that i′ will never leave Rj for1318

the remainder of the algorithm, so therefore, it can never be in Aj \ A∗
j again, and thus condition (D) cannot repeat with these1319

agents.1320

This means that after at most (|N ||M |) + (|N |2|M |) + |M | iterations of the main while loop, either conditions (B), (C), and1321

(D) will have have occurred their maximum number of times, or the algorithm has terminated.1322

Thus, if the algorithm has not terminated at this point, then in the next iteration of the while loop, condition (A) and none1323

of the other conditions are true after each LP is solved. Following from Lemma 3, the algorithm will terminate after this1324

iteration.1325

Theorem 4. The matching produced by Algorithm 1 is doubly-strong ex-ante stable.1326

Proof. First, we will show that Algorithm 1 returns an allocation that is ex-ante stable. For contradiction, assume this is false.1327

This means that there are some i, i′ ∈ N and j, j′ ∈M such that j ≻i j
′, i ≻j i

′, xij′ > 0, and xi′j > 0 are all true.1328

Note that if xij′ > 0, that means that at some point of Algorithm 1, j′ ∈ Pi must have been true. This means that i ∈ Rj1329

must have been true at that point, or else, j ∈ Pi would have been the case instead. i ∈ Rj implies that j can only be currently1330

matched to agents that are weakly preferred to i, and therefore strictly preferred to i′. Thus, we must have that xi′j = 0 and1331

i′ ∈ Rj at this point. By Lemma 11, i′ will remain in Rj for the rest of the algorithm, and therefore cannot be positively1332

matched to j in the final output, causing a contradiction.1333

Next we will prove that Algorithm 1 has no ex-ante discrimination for the proposers. For contradiction, assume this is false.1334

Then there are i, i′ ∈ N , j, j′ ∈M such that i ∼j i
′, j ≻i j

′, xij′ > 0, and xi′j > xij are all true.1335

As in the argument for ex-ante stability, xij′ > 0 means that at some step of the algorithm, j′ ∈ Pi, thus i ∈ Rj . Thus,1336

immediately from Lemma 10, we can conclude that xij ⩾ xi′j , giving a contradiction.1337

Next, we will prove that the matching produced by Algorithm 1 has no ex-ante discrimination for the acceptors. For contra-1338

diction, assume this is false. Then there are j, j′ ∈M , i, i′ ∈ N such that j ∼i j
′, i ≻j i

′, xi′j > 0, and xij′ > xij .1339

Since, xi′j > 0 we know that i ̸∈ Rj was true at every point of the algorithm. Note that by the condition (3) of the LP,1340

whenever i proposes any of its weight to j′, since i ∈ Rj was never true, it must be the case that i will always propose an equal1341

amount of weight to j. Thus, the only way that xij′ > xij could be true is if j ever rejected some weight from i, which is not1342

possible due to i ̸∈ Rj .1343

Finally, we will prove that x is ex-ante indifference neutral. For contradiction, assume this is false, and there exists agents1344

i, i′ ∈ N , j, j′ ∈M , such that j ∼i j
′, i ∼j i

′, xij < xij′ and xij < xi′j .1345

Note that xij < xij′ implies that at some step in the algorithm, we had i ∈ Rj . This follows from the fact that if i ∈ Rj was1346

never true, then in an identical argument to the previous paragraph, we know that every time i proposed to j′ it must have also1347

proposed the same amount to j. Thus, if i ∈ Rj were never true, it would have to be the case that xij ⩾ xij′ .1348

However, xij < xi′j implies that i ∈ Rj was never true at any point in the algorithm. This follows from Lemma 10, as1349

i ∈ Rj would imply xij ⩾ xi′j . This along with the paragraph above clearly cannot be true at the same time, giving us the1350

desired contradiction.1351



G Why We Demand Proposers With Free Weights 1352

Suppose there are proposers i, i′ and acceptors j, j′ with preferences shown on the right, and suppose
that at some point of the algorithm, we have xij′ > 0 and xi′j > 0. Also, suppose that i is rejected
from j′ and one of the acceptors she will propose to next is j, and i′ is rejected by j and one of the
acceptors she will propose to next is j′. Finally, suppose i and i′ both have no free weight. This would
form the following cycle in our proposal graph: i→ j → i′ → j′ → i.

Preferences

i: j′ ≻ j
i′: j ≻ j′

j: i ≻ i′

j′: i′ ≻ i

1353

1354

If we did not have the wi > 0 condition, then the LP would maximize flow through this cycle, swapping matched weight on 1355

(i, j′) and (i′, j) for equal weight on (i, j) and (i′, j′). However, this leads to the proposers worsening. Also, it does not reflect 1356

any actual proposals and rejections that would have happened in DFDA because i and i′ had no free weights to kick them off. 1357

Adding the condition to Line 7 that some proposer in Ct must have free weight prevents such extra proposals and rejections, 1358

thus bringing DFDA-SCC closer to mimicking DFDA. 1359

H Incompatibility With Pareto Optimality 1360

Consider the instance in Figure 3(a), where proposers i and i′ are indifferent between acceptors j and j′, and j is also indifferent 1361

between i and i′, but j′ strictly prefers i to i′. The only Pareto optimal matching is given in Figure 3(c), which makes j′—the 1362

only agent who is not completely indifferent—maximally happy. However, this violates the requirement of ex ante indifference 1363

neutrality that xij ⩾ min {xij′ , xi′j}. Note that DFDA and DFDA-SCC produce the matching shown in Figure 3(b) because 1364

both proposers initially propose a weight of 1/2 to both acceptors, which accept them, and the algorithms immediately terminate. 1365

Preferences

i, i′: j ∼ j′

j: i ∼ i′

j′: i ≻ i′

(a) Preferences.

j j′

i 1/2 1/2
i′ 1/2 1/2

(b) DFDA matching.

j j′

i 0 1
i′ 1 0

(c) Ordinally Pareto dominant.

Figure 3: DFDA can be Pareto sub-optimal.
DFDA can be Pareto sub-optimal.

I Extended Discussion 1366

Due to space constraints, the following discussion points are deferred here from Section 6. 1367

One-sided matching with weak agent priorities. Two-sided matching includes one-sided matching, also known as the 1368

house allocation problem Hylland and Zeckhauser [1979], as a special case, where agents are matched to objects, agents 1369

have preferences over the objects, and we can treat every object as being indifferent between all the agents. In this case, 1370

DFDA does not seem to coincide with any known algorithm. It cannot ordinally dominate its competitor, probabilistic serial 1371

(PS) Bogomolnaia and Moulin [2001], because PS is ordinally efficient, but we are able to produce instances where PS ordinally 1372

dominates DFDA. That said, DFDA yields a natural extension to the case where both sides have weak preferences, whereas for 1373

PS, extensions are known only when either agents have weak preferences Katta and Sethuraman [2006] or objects have weak 1374

priorities Han [2024], but not both. 1375

Tradeoffs with other criteria. As mentioned in Section 1, there are various other criteria for fractional two-sided matchings 1376

studied in the literature, such as ordinal fairness Han [2024], envy-freeness and justified envy-freeness Tröbst and Vazirani 1377

[2024],9 and popular matching Huang and Kavitha [2021]. It is worth exploring the tradeoff between our criteria (particularly, 1378

ex ante stability) and these other criteria as well as with utilitarian welfare Caragiannis et al. [2019a] in two-sided matching. 1379

Best-of-both-worlds guarantees. As mentioned in Section 1, fractional matchings can be implemented as lotteries over 1380

integral matchings due to the Birkhoff-von Neumann theorem Birkhoff [1946]. This simply finds an arbitrary lottery under 1381

which the marginal probability of agents i and j being matched is precisely xij for all i ∈ N and j ∈ M . Recently, there 1382

is a growing literature on implementing fractional solutions as lotteries while providing “best-of-both-worlds” guarantees: ex 1383

ante guarantees on the fractional solution and ex post guarantees on every integral solution in the support Aziz et al. [2023a,b]; 1384

Feldman et al. [2024]; Hoefer et al. [2024]. These often use strengthened versions of the Birkhoff-von Neumann theorem such 1385

as the bihierarchy extension due to Budish et al. [2013]. Whether the fractional matchings returned by DFDA or DFDA-SCC 1386

9It should be noted that the justified envy-freeness criterion of Tröbst and Vazirani [2024] is different from the no justified envy criterion
common in the deferred acceptance literature that coincides with stability for one-to-one matching.



can be implemented while obtaining some ex post guarantees (such as stability of the integral matchings in the support) is an1387

exciting question for the future.1388

Many-to-many integral matchings. Following the discussion on multi-unit capacities from Section 6, when agents on both1389

sides have multi-unit capacities it is also interesting to investigate integral matchings with approximate fairness guarantees:1390

Freeman et al. [2021] do so for a relaxation of envy-freeness called EF1, leaving open the question of whether a matching1391

satisfying EF1 for both sides always exists under additive cardinal utilities, but we are not aware of any work doing so for1392

relaxations of stability-inspired criteria.1393
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