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ABSTRACT

Modern over-parameterized neural networks can be trained to fit the training data
perfectly while still maintaining a high generalization performance. This “benign
overfitting” phenomenon has been studied in a surge of recent theoretical work;
however, most of these studies have been limited to linear models or two-layer
neural networks. In this work, we analyze benign overfitting in the token selection
mechanism of the attention architecture, which characterizes the success of trans-
former models. We first show the existence of a benign overfitting solution and
explain its mechanism in the attention architecture. Next, we discuss whether the
model converges to such a solution, raising the difficulties specific to the attention
architecture. We then present benign overfitting cases and not-benign overfitting
cases by conditioning different scenarios based on the behavior of attention prob-
abilities during training. To the best of our knowledge, this is the first study to
characterize benign overfitting for the attention mechanism.

1 INTRODUCTION

Modern over-parameterized neural networks achieve a high generalization accuracy while perfectly
fitting to the training data (Zhang et al., 2021). This “benign overfitting” phenomenon has attracted
attention over the past few years because it contrasts with the conventional wisdom that achieving
better generalization requires balancing training error and model complexity through appropriate
regularization techniques, which prevents overfitting to training noise. The theoretical understanding
of benign overfitting is crucial for obtaining insights into over-parameterized networks.

There are lines of studies analyzing the benign overfitting phenomenon in various settings, linear
regression (Bartlett et al., [2020; [Tsigler & Bartlett, 2023)), linear classification (Chatterji & Long,
20215 /Cao et al.|[2021)), and two-layer neural networks (Frei et al., 2022;|Cao et al., [ 2022). However,
the analysis of benign overfitting is limited to these types of architecture. As far as we know, there
have been no theoretical analyses on attention architecture, which is a core component of the trans-
former model (Vaswani et al..[2017)). Given the current success of transformer models across a wide
range of fields (Brown et al.|[2020; Baevski et al., 20205 [Dosovitskiy et al.,[2021;|Wei et al.,[2022bjaj
Touvron et al., 2023; (Chowdhery et al.,|2023)), analyzing the attention mechanism that distinguishes
them from other architectures has become increasingly significant.

The concept of benign overfitting in transformers is not yet well-defined. We do not even know
what aspects should be analyzed in the first place. As a first step towards addressing this problem,
we focus on analyzing token selection, a key property of the attention mechanism that characterizes
transformers. We consider a one-layer attention network f(X) = I/TXTS(XWTp) € R, where
S(+) is the softmax function, X = (x1,...,x7)" € RT*% s the sequence of input tokens, p € R?
is a tunable token, W € R%* is the key-query matrix, and v € R? is a well-pretrained linear
head, on a separated binary classification task. Here, p corresponds to the [CLS] token or prompt
tuning in the application of transformers, and we followed the common setup studied in other topics,
such as implicit bias (Tarzanagh et al.| [2023a;bj; Oymak et al., 2023)). Our main contributions are
summarized as follows:

+ Existence of Benign Overfitting Solution (Thm [{.1): We first prove the existence of a benign
overfitting solution and explain its mechanism in the token selection of attention architecture.
Specifically, in addition to learning the signal with class information, benign overfitting is achieved
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Figure 1: Projection of one selected token per sequence. Each point indicates xﬁi) selected by
attention from each input X0 = (ng)7 e ,ng))T in the direction of class signals gt ; and p_; for
the three scenarios of benign overfitting, harmful overfitting, and not overfitting. Top: Training data
with label noise. Bottom: Test data. The decision boundary is common because the output head v is
fixed, but the model can select an appropriate token that belongs to the desired output region.

by memorizing tokens that can fit the label noise. In this scenario, tokens that are useful for
class prediction are selected for the unseen data, but for noisy data in the training set, tokens
that can adapt to the noise are picked, suppressing the class-relevant tokens. This aligns with the
conventional understanding of benign overfitting: the principal components explain the overall
prediction, and noise memorization accounts for fitting noise. Please refer to Figure [I| for an
explanation of benign overfitting in token selection, as well as other scenarios.

+ Convergence with Gradient Descent (Thm [4.2): We discuss whether the model weights can
converge to such a benign overfitting solution with gradient descent. Two factors specific to at-
tention models complicate the straightforward application of existing analysis: (i) the existence of
local minima, which trap the optimization process, and (ii) the diminishing updates of desirable
parameters as learning progresses and token selection advances. Particularly due to property (ii),
the signal updates in each step are not determined based solely on the label noise ratio but rather
depend on the other tokens and training data in a complex manner. In this work, we show that
the one-layer attention can be trained to fit the training data with gradient descent. Then, by con-
ditioning different scenarios of the training trajectory, we present cases where benign overfitting
occurs and cases where it leads to harmful overfitting.

From a practical perspective, benign overfitting solely through the token selection mechanism has
implications, particularly in parameter-efficient fine-tuning. For example, prompt-tuning (Li &
Liang} [2021; [Lester et al., 2021) trains only the tunable input tokens, and LoRA (Hu et al.| [2022)
focuses on training only the attention weights. The presence of benign overfitting suggests that
adapting the model to low-quality downstream tasks with label noise would not be problematic in
terms of generalization. In this paper, we consider binary classification for simplicity of discus-
sion, but as shown in Section|[H it can be extended to the multi-class setting without fundamentally
modifying the argument.

2 RELATED WORK

Benign Overfitting. The success of modern over-parameterized models has led to numerous stud-
ies attempting to understand why and when benign overfitting occurs. The analysis is interesting
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because the standard generalization bound based on uniform convergence does not explain this phe-
nomenon well (Nagarajan & Kolter, 2019). For comprehensive surveys of the literature on this
topic, please see work such as Bartlett et al.|(2021)); [Belkin| (2021). Please also refer to Table E] in
the appendix for the comparison of existing work, including ours.

Benign overfitting in regression has been studied in the linear model (Bartlett et al., 2020} Hastie
et al.| [2022) and kernel regression (Liang & Rakhlin, 2020; Tsigler & Bartlett, [2023). It is com-
plicated to analyze the classification task because the explicit formula for the min-norm separator
is not obtained. One approach is to track the training dynamics with gradient descent in the linear
classifier and two-layer neural network (Chatterji & Long| 2021} |Frei et al.| 2022} |Xu & Gul 2023}
Cao et al.} 2022} [Kou et al., 2023} |George et al., 2023; Meng et al.| 2024; Xu et al.,[2024). Another
line of work is built on the results of implicit bias to the max-margin solution (Cao et al.,| 2021} Wang
et al., [2021; [Wang & Thrampoulidis, 2022 |Frei et al., [2023a). These studies base their discussion
of convergence on existing research on implicit bias (Soudry et al.l 2018} Ji & Telgarskyl, [2019; Lyu
& L1, 20205 [Frei et al., |2023b)). Specifically, they analyze the properties of the solution through the
KKT conditions of the max-margin problem in order to examine whether the solution at convergence
shows benign overfitting or not. For instance, in the setting of support vector machine, Hsu et al.
(2021); Muthukumar et al.| (2021) have shown that all training points become support vectors in a
high-dimensional setup. The analysis becomes more challenging in the case of general deep neural
networks, and |Zhu et al.|(2023)) conducts an analysis under the neural tangent kernel (NTK) regime.

Emerging research directions have explored the benignity of overfitting, given that real-world mod-
els do not always exhibit benign overfitting. Mallinar et al.| (2022)) introduced the term “tempered
overfitting” to analyze the overfitting between benign and catastrophic. Wen et al.| (2023)) examined
tempered overfitting for the mild-overparameterized model, and|Kornowski et al.|(2024) investigated
it for a two-layer ReLU neural network with low input dimensionality.

Token-selection in Attention. The attention mechanism is a core architecture in the transformer
model, and theoretical analyses from the perspectives of generalization ability (Jelassi et al., 2022;|L1
et al.| [2023a;b)) and expressive ability (Yun et al.,[2020a;b; Dong et al.,|2021) have been progressing
in recent years. The most related line of work to ours deals with the implicit bias of gradient descent
in training a one-layer attention model (Tarzanagh et al., 2023a3bj [Li et al.l 2024} Vasudeva et al.,
2024). While these studies share common aspects with our work, their primary focus is optimizing
the given training set without considering the underlying distribution (see Section [.3] for details).
Furthermore, our work is also influenced by the problem setting of (Oymak et al., 2023). However,
they discuss the importance of the softmax function in the attention mechanism, whereas our work
is largely different in that we focus on the fitting to label noise and benign overfitting.

3 PROBLEM SETTING

In this section, we introduce the notation and the problem settings in the rest of the paper.

3.1 NOTATIONS

We use lower-case and upper-case bold letters (e.g., a and A) to represent vectors and matrices,
and their entries are denoted as a;, A; ;. Let [n] be a shorthand for the set {1,...,n}. We denote
a multivariate Gaussian distribution with mean vector 1 and covariance matrix 3 by N(n,X).
Denote by S : R — RT,S(v); = exp(v¢)/ >, er] €XP(ve) the softmax function. The standard
Big-O notations O(-), ©(-), and Q(-) are used to hide absolute constants, and we denote equality and
inequality ignoring constant factors by ~ and 2, <, respectively. Additionally, we use the symbol

~) I

4 when its meaning is clear from the context; this denotes the possible range of values.

3.2 ATTENTION MODEL

Given a sequential input X = (xj,...x7)" € RT*9 a single-head self-attention layer f,, :
RTxd N RTxm is

fsa(X) = S(XWoW X )XWy,
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with trainable weights W, Wy € R4 and Wy, € R?*™. Here, the softmax function S(-) is
applied row-wise with the abuse of notation.

In practice, an additional tunable token p € R? is concatenated to the input, and this position is used
for the model prediction. This setup is widely used in, for example, the classification token [CLS]
in BERT (Devlin et al., 2018) and ViT (Dosovitskiy et al., 2021), and prompt-tuning technique (L1
& Liang, 2021} [Lester et al., |2021). Let the concatenated input be X, = [P, XT]T e R(IT+1)xd.
then the cross-attention feature between X, and X is given by

S(pTWX')

{f(X)T} =S(XpWX )XWy = {S(XWXT)

fsa(X)
where we use W to denote a key-query weight matrix WQW}, and the output corresponding to

the position of p is denoted by f(X) = W, X S(XW "p) € R™. In this work, we use the model
output for binary classification, leading to the output dimension being m = 1, and we denote the
value prediction head by v = Wy, € R¢. Therefore, the model under our analysis is of the form

fX) =vTX"S(XW p), )

} XWy, (D

The output can be regarded as an affine combination of the token scores {VTXt}te[T]a using the

learned softmax probabilities. We denote this token score by 7, := v "x, € R. Furthermore, let
s € R” be a shorthand for the softmax vector S(XW ' p).

3.3 DATA MODEL

In the analysis of benign overfitting, we typically need to consider the specific shape of the un-
derlying data distribution to evaluate the generalization error without using a uniform convergence
argument. Data models based on signal and noise widely appear in the existing benign overfitting
studies (Chatterji & Long| 2021} [Frei et al., 2022} |Cao et al.l 2022}, and ours is a natural extension
to the sequential inputs of the attention model. Such data models based on signal and noise are not
limited to the analysis of benign overfitting but are also commonly observed in other analyses of
attention architecture (Jelassi et al.| [2022; [Li et al.| |2023a; |Oymak et al., 2023).

We consider the following data distribution P defined over (X,Y) € RT*4 x {£1}. In this paper,
we consider binary classification for simplicity of discussion, but the same argument applies to the
multi-class case. Please refer to Section [Fin the appendix for more details.

Definition 3.1. Let o, ,pu_; € R? be fixed signal vectors representing the class of each data point.

The input X = [x1,...,x7]" € RT*4 has T tokens that are split into three groups: relevant token
R € [T] containing the strong signal for true class, weakly relevant token VW € [T] \ R containing
weak class signals, and irrelevant token T = [T]\ (R UW) containing only noise. Let clean
distribution P* be the distribution over RT*? x {£1} such that (X, Y*) is sampled as follows:

1. The clean label Y* is sampled from a uniform distribution on {+1}.

2. The noise vectors (€;)c[7] are sampled independently from N (0, %) for some diagonal
matrix ¥ € R%*?. We assume the diagonal elements are positive and of constant order.

3. The relevant tokens x;,¢ € R are generated with x; = [y« + €.

4. The weakly relevant tokens x,,u € W are generated with x, = pu,, + €,, where
p = Q1) > 0is a small scale parameter, and (w,),cy are sampled from a uniform
distribution on {£1}. For simplicity, we assume at least one token x,, aligns with each
class, which holds with high probability (see Lemma [B.9]for details).

5. The irrelevant tokens x,,, v € Z are generated with x,, = €.

Here, we assume the ratios of relevant and weakly relevant tokens are constant and denote them
by (r = \R|/T € [1/T,1 —1/T], and {1y = |W|/T € [1/T,1 — 1/T], respectively. The data
distribution P is defined as the label-corrupted version of P* with the level of label noise > 0.
The data point (X,Y") from P is generated by first sampling (X, Y™*) from clean distribution P*
and then setting Y = —Y™* with probability  and Y = Y* with probability 1 —
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Training data S = (X, Y @)™ are sampled i.i.d. from P. We denote the clean data {i € [n] :
Y@ = y*()1 and noisy data {i € [n] : YO # Y*()} by C and N, respectively. Furthermore,
the set of data {i € C | Y(® = 1} are denoted as C1, and {i € C | YV = —1} are denoted as
C_1. The same notation is applied to N. The superscript (¢) denotes that the variable corresponds to
the training data i € [n]. For instance, we write X = (xgl), . ,xg,f))T and use %SZ) to represent
the token scores, which were defined in the previous section. Since the input tokens to the attention
model are position invariant and the token ratios (g, (yy are constant, we use the same notation
R, W, T across all samples. Although the size of WV is fixed, each token is randomly correlated with

some class; therefore, we used the notation W(ﬁ and W(ﬁ for each sample to clarify the class of
the weak relevance. For simplicity, we make the next assumption on the signal.

Assumption A. The class signal vectors hold the following:
gl = llp_illzs lralls = llp_ills, (Byq,p1) =0, (pyg, p_1)s =0,
where ||plls = \/p"Spand (g, p_i)s = ppSp_ g

In addition, for simplicity of notation, we denote the norm of the signals by |||z = || ]2 =
1z and [lpll = llpialls = lle-i =

Remark 1 (Weakly Relevant Token). Weakly relevant tokens represent tokens with weak signal
strength and confusing class information, reflecting a more realistic scenario than a clean separation
into relevant and irrelevant tokens. For instance, if the label noise derives from annotation errors, it
is plausible that weakly relevant tokens aligning with the label noise exist.

3.4 GRADIENT-DESCENT TRAINING

The learnable parameters (p, W, v) are trained to minimize the empirical risk objective:

-~ 1 . )
Lp,W,v) == 3 0 (vD f(XD)), 6(z) = log(1 + exp(=)), 3)
n
i€[n]
where ¢ : R — R is a binary cross-entropy loss. In this paper, since our interest lies primarily in the
token-selection mechanism, i.e., the inside softmax, we will discuss benign overfitting of f under a
fixed well-pretrained linear head v oc g, ; — p_4. This setup is supported by the following facts.

Lemma 3.1 (Informal). Suppose that p = 0. Then, the gradient descent direction of the expected
risk at v = 0 aligns with p 1 — p_.

In the general multi-class case, the gradient direction of the expected risk aligns with the Equiangular
Tight Frame (ETF) with class vectors (Papyan et al., [2020), which will be discussed in Section E]
in the appendix. The final layer fixed to ETF geometry during the training is often observed in the
context of imbalanced data and transfer learning (Yang et al., 2022; |Ali et al., 2024).

The remaining trainable parameters are (p, W ); however, they essentially play the same role inside
the softmax function, as shown in Lemma[A.6] Thus, we only consider optimizing p inside softmax
and fixing W throughout training. Let W be initialized as follows and fixed in the rest of the paper.

Assumption B. The weight W is initialized with the orthogonal matrix: WW'=W'w=1

Let p be initialized as p(0) = 0; therefore, for any input, the model calculates the uniform attention
1/T at time step 7 = 0. The parameters are optimized by gradient descent with a step size a > 0:

p(t+1)=p(7) — anE(p(T)). 4)
Let p(7) and f, be the p and f after the 7 gradient descent step, respectively. We also denote the

Lipschitz constant of fo(p) by ||Vp£A(p)H Lip» Which represents the smoothness of the empirical
loss function.

3.5 ASSUMPTION ON PARAMETERS

In this section, we first discuss the necessity of the assumptions on parameters and compare them
with existing studies, followed by a list of the assumptions used in our work. In analyzing benign
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overfitting, the balance between memorization and generalization is significant. Therefore, we im-
pose assumptions on the balance between the dimensionality Tr(3) and the signal strength ||z]|2.

The over-parameterization assumptions [(AT)| and [(A’T)| are necessary for fitting label noise, and
similar terms n /,L||§ can be found in (Chatterji & Long| 2021; [Frei et al.,|2022; [Kou et al.| [2023)).
Assumptions |(A2)|and |(A’2)|are required for generalization, while Tr(E)l/ 4 in the right-hand side
also appears in (Xu & Gu, 2023), and n'/* Tr(X)'/* is found in (Xu et al., 2024). For these as-
sumptions on Tr(32) and ||||2, since this is the first analysis of benign overfitting in the attention
architecture, the dependence on sequence length 7" is newly introduced, and the difficulties unique
to this setting, which will be discussed later in Section involve stronger assumptions. Assump-
tions and are also necessary for fitting label noise, and is stronger for simplify-
ing the conditions in Theorem £.2] This assumption is non-vacuous because the value of p can
take in a wide range when Tr(X) and ||p||2 are significantly larger than 7" and n. For example,
n = Q(polylog(Tr(3X)) is assumed in (Cao et al., |2022)), which is based on a similar proof tech-
nique to ours. Assumptions [(A5)|and [(A6) are placed to evaluate the class balance in the training
data and the amount of noisy data, but in this paper, they are absorbed into the conditions of Eqs O}{I3]
and are not directly used.

Now, we state our assumptions in the following. Given a small failure probability § > 0 and a large
enough universal constant C', we make the assumptions for each parameter as follows:

(A1) The covariance matrix 3 satisfies Tr(X) > Cn/ 3.

(A2) The signal strength satisfies |2 > C Tr(2)Y/4\/log(Tn/s).

(A3) The weak signal strength p satisfies C'\/log(Tn/8)/||ull2 < p < 1/C.
(A4) The step size « satisfies o < min{1/||Vp£A(p)||Lip, n/Tr(X)}/C.
(A5) The number of training data n satisfies n > C'log(1/0).

(A6) The noise rate 7 satisfies n < 1/C.

Furthermore, stronger versions of assumption|(A1)}|(A2)}|(A3)|are introduced to discuss the conver-
gence of the gradient descent in Theorem 4.2

(A’1) The covariance matrix X satisfies Tr(X) > CT?n? log(Tn/d)|| /3.
(A’2) The signal strength satisfies || ||z > C(Tn)'/* Tr(2)V/4,/log(Tn/é).
(A'3) The weak signal p satisfies CT'/log(1/9) /|2 < p < min {1 /T, 1 /\/Tn} /C.

In addition, the equations derived from these assumptions, which will be used in our proofs, are
presented in Lemma([A.8]in the appendix.

4 MAIN RESULTS

In this section, we first demonstrate the existence of a benign overfitting solution in Section [4.1]
and then discuss the convergence of gradient descent towards this benign overfitting solution in
Section [4.2] Finally, in Section f.3] we explain the unique difficulties posed by the attention ar-
chitectures in analyzing benign overfitting and provide justification for the conditions used in the
theorem and approach adopted in this work.

4.1 EXISTENCE OF BENIGN OVERFITTING

We first show the existence of the solution that exhibits benign overfitting. This result is useful for
explaining the key idea that both signal learning and noise memorization are necessary for benign
overfitting in token selection. Here, note that the model simply learning the signal vectors does not
overfit to noisy data.

Theorem 4.1 (Existence of benign overfitting solution). Suppose that the assumptions [(A1){(A6)
hold. Let the linear head v < 1 —p_, be fixed during the training, and 3; = ©(1/n) > 0,5 € N
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Figure 2: Illustration for the training dynamics of the probability assigned to relevant tokens in clean
data i € C and noisy data j € N The y-axis shows & := (3,c s (7):) (1 = 3,cr V(7)) in
Deﬁnition@ which is essential for learning the signal.

be some constants. For any weakly relevant token u; € W}(,j()j), which aligns with label noise and
sufficiently large constant R > 0,

P=R-W(|p ,+p + Zﬂjeq(ﬂ)
JEN

is a benign overfitting solution with probability at least 1 — §. In other words, we have
1. (Overfitting) The model f overfits to the training data S with label noise:

Vi€ n], F(XV) =y, 5)

2. (Generalization) The generalization loss of f is bounded as:

P (X)) £ Y] <6 (©)

This theorem reflects the intuition that 1) selecting class-relevant tokens is desirable for generaliza-
tion and 2) selecting alternative tokens that align with the label noise is necessary for fitting noisy
data. The proof provided in Section [C|demonstrates such token selection is performed.

4.2 CONVERGENCE TO BENIGN OVERFITTING

While we have seen the existence of a benign overfitting solution, we will further analyze in this
section whether gradient descent converges to such a solution and what conditions are necessary
for benign overfitting. Theorem [4.1] shows that both the signal required for generalization and the
noise memorization for fitting label noise are significant, and their balance is essential for benign
overfitting. In practice, the model is trained by gradient descent based on the empirical loss function;
therefore, we must handle the influence of label noise in the signal learning, and noise memorization

occurs for all tokens besides the desirable token u; € Wg()j) ,Jj € N, making it challenging to draw
simple conclusions for optimization.

Before presenting the statement, we introduce the following value, which is crucial for understand-
ing the gradient descent behavior in the attention architecture.

Definition 4.1 (Uncertainty in probability of picking relevant token). For any ¢ € [n] and time step
7 > 0, we define & (1) € [0,1/4] as:

6(73)(7') = (Z FO) (T)t> (1 - Z S(i)(T)t> ) @

teR teR

where recall that sV (7) € R be a shorthand for the softmax probability S(X W " p(7)).
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This value can be interpreted as the variance of the Bernoulli distribution, where the parameter is
the attention probability assigned to the relevant token of training sample ¢ € [n] at time step 7.
This behavior is crucial in the analysis of signal learning. Specifically, in learning signal vectors, the
balance between the contributions of &(7) from clean data and from noisy data is significant and
determines the progress of signal learning at time step 7. Figure [2|illustrates the training dynamics
of this quantity for clean and noisy data. As shown later, the softmax probability converges to either
0 or 1 for any token under the parameter assumptions. Therefore, & (7) will eventually converge to
0 as illustrated in Figure

By dividing cases for the behavior of &, we obtain the following results for the convergence.
Theorem 4.2 (Convergence of benign overfitting solution). Suppose that the assumptions |(A’l)

(A’3)[(A4)H(A6)| hold, and the norm of the fixed linear head v o< p_, — p_; scales as O(1/||p]|2).
With probability of at least 1 — 0, there exists a sufficiently large time step Ty, and for all time step
after it: T > Ty, the model overfits to the training data S with label noise:

Vi e [n], fr(XD)=y®, (8)

At this time, we can further discuss the generalization error of the model if the following conditions
on the training trajectory are satisfied:

1. For any class, the time accumulation of & summed up in the clean data dominates the accumu-
lation of each sgl)(l - SEZ)):

min Z Z 6W(r") % >, max Z s (r'), <l—s(i)(7’)t) ()]

1 i te(T
ce{£1} ieC, 0<r'<r i1€[n],te[T] 0Sr<r

2. The time accumulation of & summed up in the clean data is balanced among labels:

Cig Z Z 6(1’)(7_/)< Z Z 6(1‘)(7_/)<02 Z Z 6(1')(7_/)7 (10)

i€C_q 0<7' <1 1€Cypq 0<7/ <7 i€C_q 0<7' <1
Here C1,Cy > 0 are some absolute constants. Then, we have

1. (Benign) For any class ¢ € {1}, if the training trajectory satisfies

DD IR GO 'S N N LA C O (11)

1€C. 0<7' <7 JEN_. 07/ <T
for some constant Cs > 1, then with probability at least 1 — 0§, the weight p(T) is a benign
overfitting solution:

(x,yfzgwp* [sign (f-(X)) #Y*] <. (12)

2. (Harmful) For any class ¢ € {1}, if the training trajectory satisfies

oY e < Y D eV, (13)

i€C. 0<7' <7 JEN_. 07/ <T
for some constant 0 < Cy < 1, then the weight p(7) is a not-benign overfitting solution:

B s (£:(X) £ Y] > €(). (14)

This theorem shows that under the assumptions in Section [3.5] the model overfits the training data
with gradient descent, and it further reduces the discussion of generalization ability to the accumu-
lation of & during the training. Eqs. [[T]and [I3]are regarded as conditions on the balance between
the contributions of clean and noisy data. The reason for requiring such conditions on & will be
discussed later in the second paragraph of Section The condition Eq[9] requires that the total
sum of the cumulative & over the clean data exceeds the accumulation of G for each data point.
The condition Eq[I0] concerns the balance of the cumulative & among classes, and in the existing
analysis not involving softmax probability, it is straightforward to verify that the number of samples
for each class in the training data is equal ignoring constants with high probability. We will provide
the experiments that discuss the validity of Eqs[9]and [T0]in Section[I} The proof sketch for the main
theorems is provided in Section while the proof of Theorem[4.2]is detailed in Section [E]
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4.3 DIFFICULTY SPECIFIC TO ATTENTION ANALYSIS

In this section, we compare our work with the existing analysis of benign overfitting (Chatterji
& Long] 2021} [Frei et all 2022} Xu & Gul [2023) tracking gradient descent dynamics, which is
the approach we took in this work, and highlight the unique difficulties inherent in the attention
architecture. The first two paragraphs focus on these difficulties, and in the final part, we explain the
limitations of the other approach.

Presence of local minima. The first difficulty comes from the presence of local minima that do
not fit all the training data. In the previous settings, the gradient of the loss function (or the margin
increase) at each time step can be bounded below by some form of training error; therefore, proving
convergence of the gradient implies overfitting to the training set. In this paper setting, the gradient
of the empirical loss function is given as follows:

~ 1 - ; i i 4 i i i i
VpL(p) =~ 1 (YO X))y O (370 (2 = 3 s | W | )
=1 te([T] u€[T]

where ¢ is the derivative of the binary cross-entropy loss, given in Eq[3] Since the learning token
selection does not change the scale of output, the ¢’ term does not converge to zero, and the gra-
dient becomes zero only when the attention probabilities converge to 1 or 0, as will be shown in
Lemma @} Therefore, undesirable tokens can be picked even when the gradient becomes zero,
and we have to track the dynamics of token probability during training. In the appendix, we not only
analyzed the convergence of the training loss gradient but also tracked the probabilities assigned to
each token, identifying which token converges to 1 and is thus selected by the model.

Diminishing parameter updates due to softmax. The second difficulty is that the gradient de-
scent updates are involved with the softmax probabilities. The relationship between the contribu-
tions from clean and noisy data, as well as the updates for signals and noises, cannot be evalu-
ated independently of the current time step, as the gradient descent updates depend on the value of
s¢(7)(1 — s¢(7)). As shown in Figure [2| the closer the probability of selecting the desired token
approaches 1, the smaller the updates will be for selecting that token. This diminishing growth of
model parameters complicates the convergence analysis of benign overfitting in the attention, com-
pared to existing work on linear classifiers and two-layer networks. For example, while relevant
tokens in the clean data are quickly picked, driving &(7) toward 0, if &(7) is still large in noisy data
(i.e., not yet near both ends in Figure [2), the contribution of noisy data to the learning can become
more significant than that of clean data even when the number of noisy data is much smaller. To
address this, we introduced a metric in Definition @ which allows us to present scenarios that lead
to either benign or harmful overfitting, as demonstrated in Eqs. [11{and

Obstacles in approach from max-margin problem One potential approach is based on the con-
vergence of max-margin solutions for token-separation (Tarzanagh et al., 2023bj Vasudeva et al.,
2024)), similar to the existing work using KKT conditions. However, this approach is challenging
for two reasons: 1) there is no guarantee of global convergence of the max-margin problem, and 2)
there is a mismatch between the max-margin solution and the local solution of empirical loss due to
the difference in token scores. Please refer to Section [H.3in the appendix for further details.

5 EXPERIMENTS

In this section, we conduct synthetic experiments based on the data model in Definition [3.1] to
support our analysis. The code used for the experiments is available on GitHub[H For more detailed
experiments varying d and ||p||2, as well as experiments on real-world image and text datasets
containing label noise, please refer to Section[l|in the appendix.

We train the same model f as in Eq[2] with gradient descent, using the same data model as Defi-
nition [3.1] with the covariance matrix X = I. Specifically, we consider the setting with n = 20,
T =8,17=0.2p=0.2and o =le—4, changing the value of the dimension d = Tr(X) and the
signal size ||p||2. For simplicity, we set |[R| =1 and |[W44| = [W_1| = 1.

1https ://github.com/repository-name
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Figure 3: Dynamics of softmax probability. The top represents a clean sample, while the bottom
represents a noisy sample for each column. From left to right, the figures correspond to the cases of
benign overfitting, harmful overfitting, and not overfitting.

Figure [3] shows the dynamics of softmax probabilities for clean and noisy training samples from
the initial value p(0) = 0. The left figure shows the case where the balance between signal and
noise satisfies the theorem assumptions (see assumptions [(AT)| and [(A2)), and benign overfitting is
achieved. In this figure, selecting the weakly relevant token u € W_y-.;) for the noisy data j € N/
aligns with our analysis. In the middle, where the d is larger compared to ||zt||2, memorization
becomes dominant. The bottom figure shows that weakly relevant tokens are not always selected for
noisy data; instead, irrelevant tokens that fit the label noise are picked. This model can fit the training
data with noise components, which hinders signal learning and reduces generalization ability. In the
right figure, where signal norm || |2 is large, fitting the noisy data becomes challenging. The middle
of Figure[3c|shows that the model successfully selects weakly relevant tokens aligning with the label
noise, but in the bottom figure, some noisy data are influenced toward selecting relevant tokens that
should not be chosen for fitting noisy data. We can see that the balance between the dimension and
the signal norm, as well as a low label noise, is significant for achieving low train and test loss.

6 CONCLUSION

In this paper, we analyzed benign overfitting in the token selection of the attention architecture and
further supported the analysis with synthetic experiments. As a natural next step, a more detailed
technical analysis of the attention probability behavior during training, which appeared as condi-
tions in our results, can be considered. Additionally, extending the attention analysis to next-token
prediction or a full self-attention model is also an interesting research direction.
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A PRELIMINARIES

A.1 NOTATION

We first list the notations used in this work in Table[T]

Furthermore, the basic computations are presented here for convenience. The gradient fo (p) used
in the training can be explicitly computed as follows. Since the derivative of the softmax function is
given by

V,S(v) = diag(S(v)) = S(v)S(v) T,
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Table 1: Notations used in this work.

Sequence of input tokens, X = (x1,...,Xp
Noise corrupted label

True label

Length of input tokens

Dimension of token embedding

Number of training data

Probability vector for X*) at 7-th step, S(XW "p(7))
Token score, xﬁi)—ru

Signal vectors for class 1 and —1, respectively

Coefficients for p 1 and p_q, respectively, in the parameter p
Covariance matrix of noise vector

Noise component in x."’

Coefficient for egi) in the parameter p
Set of relevant token: x; = pty« + €,t € R

Set of weakly relevant token: x,, = pp,, + €y, u € W, w,, ~
Unif{+1}

Set of weak relevant token with specific label, {u € W | w,, =
+1}, {u € W | w, = —1}. We also use the notation W(ﬁ and
W(ﬁ for the input X ¥,

Set of irrelevant token: x, = €,,v € Z

Ratio of relevant and weakly relevant tokens: |R|/T, [W|/T
Value defined as (3°,c s (7):) (1= 3,cr 89 (7):)

Set of clean data: {i € [n] : YY) = y*()}

Set of clean data with label 1 and —1, respectively

Set of noisy data: {i € [n] : V(¥ # y*(®)}

Set of noisy data with label 1 and —1, respectively

Learning rate

Level of label noise

Index used mainly for [T] or R

Index used mainly for W

Index used mainly for Z

Index used mainly for [n] or C

Index used mainly for N/

17
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Table 2: Comparison of model architecture, analysis approaches, data model, and mention of a
multiclass case between our study and existing work for classification on linearly separable data
distribution. Here, “GM” stands for Gaussian mixture. Some studies consider a broader setting of
sub-Gaussian mixtures, but for simplicity, we refer to them uniformly as Gaussian mixtures here.

Paper Model Architecture Approach Data Model hﬁfﬁgs& ;)Sf
Cao et al.|(2021) Linear Max-margin GM No
Wang et al.|(2021) Linear Max-margin GM & Multinomial Logit Yes
Chatterji & Long|(2021) Linear Tracking dynamics GM No
Frei et al.|(2022) Two-layer NN Tracking dynamics GM No
Cao et al.|(2022) Two-layer CNN Tracking dynamics Concatenated Feature No
Xu & Gu|(2023) Two-layer NN Tracking dynamics GM No
Kou et al.|(2023) Two-layer CNN Tracking dynamics Concatenated Feature No
Frei et al.|(2023a) Two-layer NN Max-margin GM & Discriminative No
Zhu et al.|(2023) DNN NTK GM No
Ours One-layer Attention Tracking dynamics GM on Sequence Yes

where diag(v) € RT*T denotes the diagonal matrix whose (i, )-th entry equals to v;. Using the
denominator layout, we have

~ 1 <& ) )
VpL(p) =D ;Y Vp (X)) (16)
i=1
_ 1 Sy wxOT (diag(S(X”)WTp)) - S(X“)WTp)S(X(“WTp)T) X0y
n
=1
(17)
1 <& ) ) . ] ) )
= =3y ST [ = D s W ] (18)
n i=1 te[T] u€(T]

where / is abbreviation for ¢/ (Y () . pTXOT§(XOW p)).

A.2 PROOF SKETCH

In this section, we briefly introduce the proof sketch of the main theorem along with the key lemmas
to provide the road maps in the appendix. Table [2] provides a concise comparison of analysis ap-
proaches with the existing benign overfitting work for classification. We hope this will help further
understanding through comparison with other papers.

The whole proof of Theorem.T]is provided in Section|C] and the proof of Theorem4.2]is completed
in Section [E] We first show that the following events occur simultaneously with high probability
under the assumptions in Section [3.3]

Lemma A.1. Suppose that the assumptions hold. There exists some constant c1,cy > 0
and C' > 0, which depends on C, such that for all ¢ > 0, the following hold simultaneously with
probability at least 1 — § over the realization of training data S

(i) (Noise Norm) For all i € [n],t € [T], we have
(1-1/Te(%) - 1/C) VTr(Z) < e < 1+ 1/C) VTR(E).  (19)

(ii) (Noise Inner-product) For any i,j € [n],t,u € [T] such that (i,t) # (j,u), we have

(e, €D)] < e1/Te(Z) log(Tn/5), (20)
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(iii) (Signal-Noise Inner-product) For all i € [n],t € [T],c € {£1}, we have

(e, o) < eollpl|2/log(Tn /). @1)

(iv) Regarding the true label and the label noise, we have
(T=n)/2=c)n < [Cal,ICa| < (1 =n)/2+ )n, (22)
(n/2 = d)n < [Nl INa| < (/2 4 ). (23)

Definition A.1. We denote by “good run” the trial that the events from ()] to [(iv)] occur.

In the proof of the main theorems, we discuss the properties that occur with high probability by
conditioning on these events. Lemmal[A.T|implies that a good run occurs with the probability at least
1 — d over the realization of training data S. The proof of Lemma[A.T| will be provided in Section B}
The proof of Theorem [4.1]is based on these concentration inequalities and detailed evaluations of
the softmax probabilities. For the complete proof, please refer to Section [C|

The convergence analysis, due to the difficulties stated in Section follows an approach of track-
ing the dynamics of the signal and noise components in the gradient method rather than setting
desired converged weights and evaluating the alignment with them. Specifically, let p(7) be a gra-
dient iteration at 7-th time step; then, there exists unique coefficients such that

P(7) = A (NWpyy + A1 (N Wa_y + > > pis(r)Wei. (24)
i1€[n] te[T]

We will provide the complete form of this statement in Lemma [D.1] and also refer to the recur-
rence equations that the coefficients A1, A_1, { pi7t}ie[n],t€[T] should satisfy. Our discussion for
the convergence is based on the following lemma, which leverages the smoothness of the one-layer
attention network:

Lemma A.2. Suppose the step size « satisfies the assumption |(A4), Then, there exists the token

index t} € [T for each i € [n], and we have

lim s (7) =1, and lim s{”(r) =0, (25)
i T—00

T—00

foralli e [n],te[T]\{t:}.

We will further confirm that the desired token is picked at the converted weights. The following
two lemmas describe the relationship among the attention probabilities that hold at any time step for
both clean and noisy data.

Lemma A.3. Suppose that the assumptions|(A’ (A 3 )| [(A4)H(A6)| hold, and the norm of the linear
head v o< py — p_ scales as O(1/| pl|2). For any clean data i € C, on a good run, for all time
step T > 0 and all weakly relevant or irrelevant token v € YW U Z, we have

S(i)(T)u < rtréa% {s(i)(r)t} . (26)

Lemma A.4. Suppose that the assumptions (A’ I)H(A’3)} (A4 ){(A6)| hold, and the norm of the linear
head v o p, | — p_y scales as O(1/||p||2). For any noisy data j € N, on a good run, for all
time step T > 0 and all tokens except for the weakly relevant tokens that align with the label noise:

te[T)\ W}(,jgj), we have

sU(7); < max {s(j)(r)u} . 27
wewl).
vy (3)
Using these lemmas, we can demonstrate overfitting in Theorem[4.2] Please refer to Section [E.T|for
the complete proof.

Next, we will discuss the generalization ability of this overfitted solution, which is closely related to
the sign and order of the coefficients of the learned signal components, i.e., A., ¢ € {1} in Eq
The following is a critical lemma that shows how the conditions in the statement of Theorem [4.2]
affect A, p in the decomposition given by Eq[24]
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Lemma A.5 (Simplified Version). Suppose that the assumptions (A’ 1){(A’3)| ((A4){(A6) and the
conditions Eq[9 and[I0 hold. If the training trajectory satisfies Eq[11} then we have

A () ~ Aa(m) 2 |pia(T)]- (28)

s

i€[n],te[T]

This lemma states that the signal coefficients are balanced among the classes in terms of order and
that the learning process is not primarily a memorization of noise. If Eq[T3|holds, we have a similar
result where the signal coefficient becomes negative. For its proof and impact on the generalization
ability, please refer to Section [E]as a complete proof of generalization part of Theorem 4.2}

A.3 PRELIMINARY LEMMAS

Firstly, we introduce the lemmas necessary in preparation for the main proof.

The following lemma indicates that the dynamics of W can be described by the dynamics of p.
It justifies optimizing p alone while keeping W fixed throughout training. This is also intuitively
understood from the fact that the gradient update of W always results in a rank-1 matrix. Since
some modifications have been made to the original form, we will provide the statement with proof.
Lemma A.6 (Rephrased from (Tarzanagh et al.| (2023b), Lemma 1)). Fix the linear head v € R4
throughout training. On the same training data (X(Z) y @ )) ' 1, we define

. 1 , , ,
Lw (W) =130 (Y(z) ‘ yTX(”TS(X(”WTpO)) :
" i€[n]
~ 1 i )T i T
Lo(p)i=- > e(y< )., TXOTs (X< W] p)) ,
1€[n]
where p, € R? and Wy € R4 gre fixed vector and matrix, respectively. Here, we assume
that W is an orthogonal matrix, following assumption|[B] Consider the gmdlent descent ltercmons

on W and p with initial values W (0) and p(0) = WoW(0) ' p

respectively:

W(r+1) = W(7) — aVLw(W(7)),
p(r+1) = p(r) — a|[pl3VLp (p(7)).
Then, we have that W (1) " p, = W p(7) for all T > 0.

Proof. We will proceed with induction. At time step 0, the claim holds from the definition of W
and p,. Suppose that the claim at time step 7 holds. Since we have,

Viw (W Z 0 y® . pTXOTys (X@)W(T)Tpo) X, (29)
VLy(p(r)) = Zzg YO . W XOTys (x<i>wg p(T)) XDy, (30)

we obtain VLw (W (7))T = W] VLy(p(7))pg using the induction hypothesis and the fact that
W, is an orthogonal matrix. Therefore, we have

W(r+1) py = W(r)"py — aVLw(W(7)) " py 31)

=W p(r) - allpy|l3 - Wg VLp(p(7)) (32)

=Wy (p(r) — allpy 3 VZo(p(r)) (33)

=W, p(r+1), (34)

which concludes the proof. O
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Next, we will give the smoothness of the objective function with respect to p, and as a property
derived from this, we will show that the gradient will converge to zero with a sufficiently small step
size. This is essentially a restatement of Lemma 6 in (Tarzanagh et al., 2023b)), so please refer to
that for the proof. We used assumption [BJand explicitly expressed £ as the binary cross-entropy loss.

Lemma A.7 (Rephrased from (Tarzanagh et al| (2023b), Lemma 6)). The function EA(p) is L-
smooth, where

1 i :
L= =3 (IwIBIX 3 + 3w X V)3) (35)

i€[n]

Furthermore, if a step size satisfies « < 1/ L, then, for any initialization p(0), we have

~

~ o ~
L(p(r+1)) = L(p(7)) < =5 VoL (P(7)) [, (36)
for allt > 0. This implies that

S IVeL(p(r) |3 < o0, and lim VoL (p(r)) I3 = 0. (37)
7=0

Using Lemmal[A.7] by the definition of the smoothness, we have
IVeL(P)lLip < L, (38)

where L is defined in Eq[33]

Remark 2 (Smoothness under our data model). Lemma provides the smoothness of the em-
pirical loss function using the operator norm of the training data inputs. Assumption |(A4)| re-

quires that the step size is less than 1/ ||Vp2(p)|\Lip, and we comment on how small this value
can be in the worst case under our data model. Here, suppose that the scale of the linear head is
[v]l2 = © (1/||p||2), and under Definition [3.1] for the data model, on a good run, we have

max |[x{” [l < ||z + max [€f”]|2 < [|pll2 + (1 + 1/C)/Tx(S), (39)
te[T) te[T]

for any i € [n]. Since || X || < || X || < \/Tmaxte[T] ||x¢||2, the smoothness L in Lemma
is upper-bounded as:

L< HVII%EIE%HX(”IB + 3||VHzgr€1%L>]< X3 (40)
2 T3/2 3
< [plle + (1 +1/C)V/Te(E) ) + 77— (Il + (1 +1/C)/Tr(X) (41)
ur ( )+ ( )
Tr(X%) 3/2 2 3 2Tr(§])3/2
STHT g + T Il + 7% = 42
ST 3, 43)

where the first inequality follows from Lemma [A.7] and the next is derived by Eq[39] We use the
inequality (a + b)? < 2(a? 4 b?) and (a + b)® < 4(a® + b?) in the third inequality, and the last line
follows from the assumption |(A2), which implies ||z||2 > Tr(X)/4. Consequently, we can bound
the smoothness L in Lemmal|A.7/by T%/2||u||5.

Finally, we derive the equations that can be deduced from the assumptions in Section [3.5] and will
be used in the remainder of the proof.

Lemma A.8. Suppose the assumptions and hold. Then, we have

Tr() > Cn? (log(Tn/6))° . (44)
Suppose the assumptions[[A’T)| [[A°2)} and[(A’3)| hold. Then we have,
Te(2) > CT*n® (log(Tn/5)) /p*, (45)

[wllz > CTny/log(Tn/é). (46)
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Proof. We will derive the equations using the assumptions. Combining assumption [(AT)] and [(AZ)]
gives us:

Tr(2) > Cnl|u|3 > Cn - C* Tr(X)/2 log(Tn/9). (47)
By rearranging this, we obtain Eq44] From assumption [(A"3)] we have
2
T4 2 1 T 2 2< T4 2 1 T 2' Hiu’HQ 4
CT! 0 (l08(Tn/5))* 4# < CT*n* (lo8(Tn/5))” - e s @8)
T2n2log(T Tr(X

= C " CT?n2log(Tn/s)

where the last line follows from assumption [(A'T)] and Eq[43] is derived. Finally, by combining
assumptions [(A'T)|and [(A"2)] we have

lull3 = C*(T'n)"/? log(Tn/s) - C*/*Tn (log(Tn/5))""* ||, (50)

therefore, Eq[46]is shown by rearranging this equation. [

B PROOF OF LEMMA [A_1]

In this section, we will prove each high-probability event described in Lemma[A.1] Specifically, we

can show it by combining Lemma [B.3] [B.6] and [B.8] using union bound argument. In the rest
of this section, suppose that assumptions [(A 1)H(A6)|hold.

First, we show the norm concentration of the Gaussian noise vectors. The next lemma gives the
lower bound for the expectation of the Ly norm.

Lemma B.1. For a Gaussian vector x ~ N (0, X), we have
VTIr(E) — 1 <E][|x|l2] - (1)

Proof of Lemma|B.1} We use the Gaussian Poincaré Inequality (Boucheron et al.(2003), Theorem
3.20):

Var (f(x)) <E [V ()[3] (52)

where f : R? — R is any continuously differentiable function. By taking f as f(x) = ||x]|2, since
we have E [[|[Vf(x)[3] = E [[lx/[|x[|2[3] = 1.
1> Var(f(x)) = E [|x]*] - E[lx]])* = Tx(2) - (E[lx]])>. (53)

Rearranging the terms, we get

VTr(X) -1 <E[[x]l2], (54)

which concludes the proof. O

The following lemma is about the concentration of Lipschitz functions and is used to prove the norm
concentration.

Lemma B.2 (Rephrased from (Wainwright| (2019), Theorem 3.16)). For any L-Lipschitz function
f:R? = R, we have

w?
P —E > <2 —_—— |- 55
LB (@ B > u} < 2o () 55)
Note that the coefficient 2 could be removed in the case of one-sided inequality.

Remark 3. Generally, this holds for strongly log-concave distributions, i.e., distributions with a
density p(z) = exp(—1(z)), where 1) : R — R is a strongly convex function. Here, we used
the fact that the Gaussian distribution N (0, X2) is a strongly log-concave distribution with parameter

O’mm(zil) = l/Umax(E)-
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We are now ready to prove the norm concentration as follows.

Lemma B.3 (Norm concentration). There exists some constant C' > 0 depending on C' such that
with probability at least 1 — §/4,

(1-1/T(Z) — 1/C") VI(Z) < e ]2 < (1 +1/C") VTr(E), (56)
foralli € [n],t € [T]

Proof of Lemma|B.3] From the definition of noise distribution, egi) ~ N(0,X) forall i € [n],t €
[T]. To begin with, we show the norm concentration of the Gaussian vector. For x,y ~ N(0,X),
since we have

_ Ixll2 = flyll2

%[z = [lylle = = —=i—x = ¥l2 < llx = yllo, (57)
1% = yll2

f(x) = |x||2 is 1-Lipschitz function. Using Lemma [B.2] we get
2

Pr{|lel” ~ Ellelel] > w} < 20 (- ). 58)

for some i € [n],¢ € [T]. Taking union-bound gives

2

7 w
1€ —E [||e||2]‘ > w} < 9Tnexp <—) . (59)

vie [n], ¥t € [T), Pr{ 10 o (Z)

Lemma[B.T|and Jensen inequality lead the following bound on the expectation of the Gaussian norm:

Te(3) — 1 < Efefs] < VTr(D), (60)

Using this and Eq.|59] we have with the probability at least 1 — 6 /4,

V() 1~ 2\/amw<2> og (557) < 1”1z < V() + z%mm(z) g (S51).
(61)

for all i € [n],¢ € [T]. By using Eq. from assumption [(Al)] which implies Tr(¥) >
C'log(Tn/é), we have

2\/%”(2)1% (8?1) = 2\/%(?%(2) (©2)

where we used 8 < Tn/d. Let C' = \/C/(20mq2(X))/2, then Eqs.andgive
(VIZTT(®) - 1/¢") VTr(E) < Jlef” |l < (14 1/C") VT (Z), (63)
foralli € [n],t € [T]. Since 1 -1/ Tr(X) < /1 — 1/ Tr(X), we obtain the desired inequality. [

Next, we move on to the concentration inequality for the Gaussian random variables.

Lemma B.4 (Gaussian tail bound, (Vershynin| (2018)), Prop 2.1.2)). For a Gaussian variable x ~
N(0,0?), the tail bound is given by

o o 1 w? 1 o w?
P [ p— — <P > < - —— . 64
(w w3> \/27TeXp( 202> <Priz>w}< w \/27TeXp( 202) (©4)
Using this, we can show the following result for the inner products of the noise vectors.

Lemma B.5 (Inner-product of Noises). There exists some constant ¢y > 0 such that with the prob-
ability at least 1 — 0 /4,

(e €DV < ¢11/Tr(Z) log(Tn/6), (65)
foralli,j € [n], t,u € [T],(i,t) # (4,u).
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Proof of Lemma|B.5] Before delving into the main part of the proof, we first show

2
Pr{veTEGZw} < 2exp (_w 5 ) , (66)
2Tr(X*)
for the Gaussian vector € ~ N (0, X). This is a result of the concentration inequality for the norm
of Gaussian distribution, but unlike Lemma [B.3] it handles the norm itself rather than the deviation
around the mean of the norm, which is more useful to prove this lemma.

Let ¢ ~ N(0,1), then /¢ follows the same distribution as €. Since ||x||, < ||x|; for x € R%,

for any A > 0,
Pr{\/CTEQCZw} = Pr{||=¢||z > w} (67)

< Pr{||53C||1 > w} (68)
< exp(—Aw) - [] Eexp (Aow|Gl) (69)
keld]
< exp(—w) -2 H Eexp (AorCr) (70)
keld]
A2 9
= 2exp ?’H(E ) —wA |, (71)

where the second inequality follows from Markov inequality and the last follows from the moment-
generating function of Gaussian distribution. Minimizing the upper bound over A gives the desired

inequality Eq. [66]
Fix 4,j € [n] and ¢,u € [T]. For any v,w > 0, we have

Pr{|<et  e) >>v}gpr{<e§“,eg>>|>v| eﬁf’”zegj)gw}+Pr{\/eS>Tze£j) >w},

(72)

where we used the inequality Pr(4) = Pr(B)Pr(A|B) + Pr(BY)Pr(A|BY) < Pr(B) +
Pr(A|BC) for the event A, B, which gives tighter bound when outlier event A and event B share
large common parts.

Under the condition €/ is fixed, since <e£ ) €l )> follows N (0, e T )) Lemma B .4|gives

Pr ()0 _2 Vel Tmad v 73
Al ez 0o () ™
Thus, the conditional probability is bounded
NT j 2w v?
Pr {|<€§)a 5;)>|>U| 61(3) Eegj)gw}gvl\/ﬂe){p(_?wz). (74

Combining Egs. [66) and [74] then applying union bound on[72] we obtain

Pr{3i,j € [nl,t,u € [T),(5,) # (ow), st |(ef”, )] > v}
< Pr{ﬂi,j € [n),t,u € [T), (i,t) # (j,u), st [(€, e > v | Vj € [n],u e [T),\/ e Tmel?) < w}

+Pr{3j € [n],ue [T), st. Ve Txelf) > w} (75)
2wT?n? 2 w?
<2 exp (== ) +2Tnexp [ ———— ). 76
= " Xp( 2w2> " Xp( 2Tr(§:2)> 70)

Letw = ¢} (log(Tn/é))fl/2 v for some constant ¢j > 0. By Eq. , we have
Pr{3i,j € [l t,u € [T),(5,) # Gow), st [(ef?, )] > v}

T2 L1 ( 5 )1/(20’12) ( 202 )
< . log(T’ — 2T — .
T oV2r 1 (log(Tn/9)) Tn e ep 2 Tr(X?) log(Tn/d) 77
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Further, let v = c¢;1/Tr(Z)log(Tn/5), where ¢; > 0 is some constant. Since Tr(X?) <
Omaz(X) Tr(X), we have

Pr

—

%) € ], tu € [T],(0,1) # (G,w), st (e, e)] > v}

2722 e [ 6\ V() 5\ Pt/ 20mas (D))
< ¢t (log(Tn/8)) ™ Y? [ — o7 [ —— 7
<2 oo/ () era () .
6 o0 0
=3t (79)
where the last inequality is satisfied with the appropriate choice of ¢1, ¢} > 0. O

Lemma B.6 (Inner-product of Signal and Noise). There exists some constant co > 0 such that with
probability at least 1 — 0 /4,

(e, o) < eollpl|2v/log(Tn /o), (80)
foralli € [n],t € [T],ce {£1}.

Proof. We will show that the inequality for p ; holds with probability at least 1 — §/8. The same

discussion applies to p_;. For the fixed i € [n],t € [T, since <e§”, ) follows the Gaussian

distribution N (0, X pe ), Lemma|B 4| gives
) 2\/ l‘f112l"+1 w?
Pr{ eld), > w} P A <—> . 81)
<| t N+1>| P p 2NI1EN+1 (
Let w = co||p||21/10g(Tn /) for some constant ¢ > 0, then applying union bound on Eq.[81|gives
Pr{EIi et e T, st |(€?, )] > w}

2T max b)) 2
< n+/o. ( )HNH2 exp (_210) (82)
Umar

2mw ()3

2T/ T () ( 5 )CW“ME”

< e (83)
V2megy/log(Tn/§) \Tn
2

) (D 5 c3/(20maz(2))—1 5
< 2VOomar(%) () 0 (84)

V2mes Tn 8
where the second last inequality follows from /g X g, < \/0maz ()| ]2 and the last one is
satisfied with the appropriate choice of co > 0. O

Lemma B.7 (Hoeftding Inequality). Let X1, ..., X,, be i.i.d. random variables such that 0 < X <
1 almost surely. Then for all w > 0, we have

1 n
Pri|=) X;-E[X <2 —2nw?) . 85
r{n; [ ]>w} exp( nw) (85)
Lemma B.8 (Number of Samples). For all ¢ > 0, the following hold with probability at least
1—0/4:
(A=m)/2=)n<|Cal < (A-n)/2+)n, (86)
(A=m/2=)n<|Cal <(Q-n)/2+)n, (87)
(/2 ¢)n < [Nl < (/24 &), (88)
(m/2=d)n < N < (n/2+)n. (89)
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Proof. We show the first equation holds with probability at least 1 — §/16. The proof of remaining
cases follows similarly, and the desired result is achieved by using union bound.

The training data ¢ € [n] belongs to C;1 when its true label Y () = 1 and label flip does not occur.
This event occurs independently, and its probability is calculated as (1 — n)/2. Since |Cy1| =

> icin) Ly—y-m—1, applying Lemmato X; = 1y _y=_; leads

Pr{||Cs1] — (1 —n)n/2| > e3} < 2exp (—ang) < 9 (90)

16’
where the last inequality follows from the assumption |(A5)[n > C'log(1/4). O

Finally, although we have incorporated it into the data model setup for simplicity, we show that if
the token length T is large to some extent, then [W41| > 1 and [W_1| > 1 will hold with high
probability.
Lemma B.9 (Number of Weakly Relevant Tokens). Suppose the number of weakly relevant tokens
CwT satisfies GwT > 2log(n/d) + 1. Then, with probability at least 1 — 6,

WOl =1, Wi =1, 91
foralli € [n].

Proof. From Definition 3.1 on the data model, we have
A ‘ 1\ wT—1
Pr {Hi e mlst. W =0or W] = 0} <n (2> . (92)

This follows from union bound and the generation process of weakly relevant tokens. By us-
ing the condition on the size of weakly relevant tokens, the right-hand side is upper-bounded by
n(1/2)2108(n/9) = n(§/n)?1°82 < §, where we used 2log2 > 1. O

C PROOF OF THEOREM

Before proceeding with the proof, we define the desirable events for the unseen data similarly as we
evaluated the probability for the training data in Lemmal[A.T]

Definition C.1. We define £ as the event that the following inequalities are satisfied for the unseen
data (X,Y™*) ~ P*:

vte[T], (1-1/Tr(X) = 1/C") VTr(D) < [lecfl2 < (14 1/C7) VTr(Z), (93)

Vi € [n],t,u € [T)], |(e;, €D)| < c1/Tr(X)log(Tn/é), (94)
vt € [T], e e {£1}, [(x1, )| < cal|pll2v/10g(Tn/6), (95)

where the constants C ¢y, co are the same ones appeared in Lemma
Lemma C.1. We have Pr[€] > 1 —§/n.

Proof of Lemma Applying union bound on the modified versions of Lemma[B.3] and
Since there is no need to apply the union bound over the n training data points, the outlier probability
can be reduced by 1/n compared to the original lemma. O

Additionally, we prepare an evaluation of the token scores for the training data on a good run. Note
that the same results can be obtained for the test data when conditioned on £. Please recall that + is
the sign to denote the possible range of the values.

Lemma C.2 (Token Score). Suppose that the norm of the linear head v o< | — pt_4. Then, on a
good run, for the clean data i € C, we have

vl vllz

y(® ~'y§ € \[ (||;LH2 + 2¢9 log(Tn/é)) , |% | < log(Tn/é),
. . . v
Y009 e W (ol 200 o)) YO 1) € 02 (plal 200 oBT0)) .
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wheret € R,u € W e wt

vy Vv € I, and for the noisy data j € N, we have

. . 1 %4 . 1%
V0o e B (20 o)) . 0] < 02 o),

V2
. . v . ; 14
YO o) € ”@P (pllsll + 22\ /10g(Tn/B)) , YO D) € ”\/gz (~pllsll + 22/ 108(Tn]5))

wheret € R,u € w9 e W)

Yy vy v €L

Proof. Using Eq[21] we have

y® -fy(i) =Y® -x(i)T—HVHQ Hoi—p_q) € —HVH2 wllo &+ 2ca+/log(Tn/é) ) .
t O e ) € (el 260/ ))
(96)

The other equations are derived as well. O

C.1 OVERFITTING PART

First, we show how clean data fits. On a good run, it is sufficient to show that the model’s output
becomes deterministically positive when the true label is 1. The same argument applies when the
true label is —1. For clean data i € C 1, we have

JXD) = TXOTs (XOWTp) = 34 (s (X“)WTp)t + Y s (XOWTp)
teR ue[T\R

u

7

Substitutingp = R- W(py + 1y + > e ﬁje%)), where 5; = ©(1/n) > 0and u; € W}(,j()j),
to this equation. For the probability assigned to the relevant tokens, we have

Z S(XOWp), = Z exp(R - xgi)T((gil U en ﬂje%)))( 5 (98)
teR term Lperm XP(R Xy (Byy + By + 200 Bi€d))
(1. 2uelT]\R OXP (R (g + g+ Sen 53‘653}))) ©9)
Sierexd (B x(0 (s + 1oy + e Bied))
L Zeelrr &P (R s+ s+ e Breid) (100)
- D ter €XP (R x0T (g + g+ dojeN Bjeq(f;)))
- 1-(r MEXucTh\R {eXP (R : Xgi)T(HH B+ D en 5;‘6%)))}
- R minger {GXP (R : Xgi)T(IJJ+1 U D en Bjeg)))} 7

(101)

where the first inequality follows from 1/(1 + «) > 1 — 2,V > —1, and in the second inequality,
we used the fact that the number of relevant tokens is given by (g7
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By Lemma([A_.T] for all relevant token t € R, we have

HT
xg ) By +pg+ Z Bjeq(j)

JEN
@\ " ;
= (v +e”) [t no+ D Beld) (102)
JEN
> lul3 - {2+ Zﬁj 2| pll2v/log(Tn /) — Zﬁj c1V/Tr(X)log(Tn/6)  (103)
JEN jEN
> || pll3/2, (104)

where we used the assumption |(A2)| leading to ||pt]|2/4 > (2 + 2 jen 5]-) c2v/log(Tn/d) and

lell3/4 > (ZjeN ﬂj) c1y/Tr(X) log(T'n /). Using the same argument, for all tokens except for
relevant tokens: v € [T] \ R, i.e. weakly relevant token or irrelevant token, we have

07 (s + Y Bl
JEN

<pllpll3+ (240> 85 | collullan/log(Tn/d) + [ D 85 | e1y/Tr(T) log(Tn/6)
JEN JEN
< |lull3/4, (105)
where we used the assumption[(A3)]p < 1/C. Substituting Eqs. [104]and[105]to Eq[101] yields
, 1-— R
S SXOW B 21— =R e (i) >
(R 4

teR

1
= 1
X (106)

; 410g(2(1—Cr)/CR)
by taking & > M

Combining this probability evaluation with Lemma[C.2] gives us

3 AOs (X(i)WTp)t + > A0s(XOWTp)

teR u€[T\R

z”;;{(nuuQacQ 1ong/6)<ZS XOWTp) )

teR

u

~ (ollslla + 22 \/1og(Tn/5) ) (1 -3 S<x<i>pr>t> } (107)

teR

= ”“\/gg ((1 +0)llellz - (Z S(X(”WTp)t> = pllellz = 2 log(Tn/é)) (108)

teR

z”’%( Plillz — 22 log<Tn/5>> (109)

>0, (110)

where the last line follows again from assumptions [(AZ)] and [(A3)] Thus, the model fits the true
labels for the clean data.

Next, we demonstrate that the model successfully fits the label noise for the noisy data j N.
Without loss of generality, we will show for the case Y*() = —1,Y) = 1. The model output is
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given by

f(X(j)) = TXWOTs (X ( IwT )

— 15 (XOWTp) Z W8 (XOWTp) . (111)
" el us) '
Since u; € W)(,(]), we bound its token score by using Lemma
G > Iz ( ez — 2¢2+/To (Tn/5)> (112)
’Yu] - \/i PlIH||2 2 g .

Regarding the softmax probability, we obtain the following bound for the u;-th token by a similar
procedure to Eq.[TOT}

. . N\ T
S(XOWTp) =1- > exp (R- (x —x2)) (uﬂ R m&’?)) :
J te[T\{u;} keN
(113)

The softmax probabilities of other terms can be bounded as

- .
S (X(ﬂWTP) __ ool X T (s + s+ Ypen Brels))
= = .
i Zt’e[T] exp(R - ng) (P11 + D hen kaz(Lk)))

, AT
< exp (R' (Xz(sj) - XSj}) <H+1 e Z Bkeg?)) ) (114)

keN
fort € [T]\{u;}. In the remainder of this proof we will show that the softmax probability assigned
to u; becomes sufficiently large, leading to f(X @)y > 0.

We will evaluate the term inside softmax of Eqs. [I13]and [I14] By Lemma [AI] we have for all
tokens except for u;: t € [T\ {u;}:

. N\ T
(x =) <u+1 SRR ﬁm&’?)

keN

< B (1-1/Te(E) - 1/C")* Tr(2) + (1 - p) ||l
+ (4 +1+p) Y m) ea||pll2/1og(Tn/8) + 2¢; <Z m) VTr(E) log(Tn/d)

keN keN
(115)

< —% Tr(X), (116)

where we used the assumptions [(A1)} |(A2)|and (A3) which implies 5; Tr(X)/8 is greater than the
other three terms. Here, the result of Lemma that is, Eq/44] was used in the last term. By

substituting Eq.[TT6|to Eq.[IT3] we have

S(XOWTp) = 1-(T-Dexp (Rfj mz)) , (117)

Uj

and similarly, substituting Eq. [TT6]to Eq.[TT4]implies

S (X(j)WTp) < exp (—Rﬂj Tr(E)) , (118)
t 2
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fort € [T]\ {u;}. Using these inequalities for softmax probability and lower-bounds for token

scores in Eq.[I12]and Lemmal|C.2] Eq.[TT1] gives us

ngi)S(X(j)pr) + Y yfj)S(X(j)WTp)
te(TN\ {u;} '

uj

> ”VQ{ (pHqu - 202\/W) S (X(j)WTp)

=
= (Ilullz + 262\/log(Tn/8)) Y- S(x@')pr)t} (119)
te[T\{u;}
R .
> 0 (ol = 2cav/fouTTy) — (14 )l - (7 = Do (-2 1(®)) ) 120
> ”V\/; -y/log(Tn/é) > 0, (121)

where the inequality in the last line follows by using the assumption (A3)] p > Cy/log(Tn/d)/||ll2
and taking R > O sufficiently large so that the third term in EqJ120| becomes smaller than

cav/log(Tn/§). Specifically, we choose R to satisfy

2 L+ )T = Dllpll2
g max;en{f;} Tr(X) o ( c2v/1log(Tn/d) > '

Consequently, we have sign ( f (X(j ))> = Y@ for all noisy data j € A, indicating that the model
successfully fits the label noise.

C.2 GENERALIZATION PART

The generalization error of the model f(X) = vTXS(XW "p) is given by
Pr [sign(f(X)) # Y7]

(X,Y*)~P*
1 1

-~ P {VTXTS(XWTp) < 0] T {VTXTS(XWTp) >0]. (122
2 X Py iye—y 2 X Pyiys—_1

We will discuss the first term in the following. A similar argument applies to the second term as
well. By conditioning on the event £, we have
Pr [VTXTS(XWTp) < 0}

*
X"“Px\y*:1

<  Pr {VTXTS(XWTp)<0|5]+ Pr (g9 (123)

- XNP)*(|Y*:1 XNP)*(\Yzl

Pro [pTXTS(XWTp) <0 €] +d/n, (124)

- *
XNPX|Y*:1

where we used Pr(A) < Pr(B) + Pr(A|B®), and the last line follows from Lemma

We will show that the output f(X) becomes positive under the conditioning on &, leading to the
first term in Eq. [[24] becoming zero. This is essentially the same argument as in the fitting of clean
data in Section with the only difference being the application of conditions in £ instead of
Lemma[A.T] Therefore, we avoid repeating the same discussion here. From Eqs. and the
desired generalization error is bounded by 4 /n.

D LEMMAS FOR THEOREM

In this section, we will present lemmas concerning the gradient descent dynamics of token selection,
which are used for proving Theorem[4.2] For clarity, the essential lemmas are put first, and minor
trivial lemmas are placed at the end of this section.
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D.1 PRELIMINARY LEMMAS

Lemma D.1. Let p(7) be a gradient iteration at T-th time step. Then, there exists unique coefficients
such that

P(T) = A1 (M Wpyy + A1 (1)Wp_y + Z Z Pi (T WetZ .
i€[n] te[T)

Furthermore, these coefficients satisfy the following recurrence equations.
The initialization is

Ae(0) = pit(0) =0,
forany c € {£1},i € [n],t € [T, and the signal updates are given by

A7 +1) = Alr) + 5 3 (=) Y O (47 = D O (r)unld

i€Cc teR uw€([T)
« . ; . .
D IRSIC)D BEICN BT BRI G WTY
JEN_. teR w€(T]
o i i %
D DR S DR MY BTSRRI (R
1€CUNC tew® u€[T]
&) 3 % i %
= 3 ) Y sO@ep () - YD s Omal )
1€C_UN_. tew® u€(T]

Sor any ¢ € {£1}, and the noise updates are given by

« : ; i
pi(T+1) = pia(r) + — - (—£(n) YOO (), ) = 37 sOm)un? |
foralli € [n],t € [T).

Proof of Lemma|D.1} Since the noise vectors {eg“}ie[nwem follow the continuous distribution,

{pyi,m_} U {egi)}ie[n]ytem are linearly independent with probability 1. Therefore, the learned
parameter p(7) can be uniquely decomposed. It remains to show that the coefficients satisfying the
recurrence equations in the statement match p(7) updated by the gradient descent.

The equality holds at 7 = 0 because the parameter is initialized as p(0) = 0, and the coefficients
are set to zero. Suppose that the equality holds at the time step 7, then Eq. [I8] provides

«

S () YO ST SO (1 = Y sl | W
i€[n] te[T] ug[T]

p(T+1) —p(7)
(125)
This is further decomposed using the problem setting:

Ky« + Egi)a teR,
X = P+ 6%2 te W%,

pu_+e€’, teWl

egi), teZ,

)
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and we have

p(r+ 1) —p(r) == > (~4(0) YO [ 35O 7" = 3 sD (@) | Whyo

n
i€[n] teER ue(T]

@ i i i i i
o D E) YO YT O [ = 0 s ()l | oWy,

i€[n] tewff u€(T]
o i i j i i
+ o> () YO YT SO (4 = D sl | s Wa,
i€[n] tew® u€(T]
-1

@ i i i i i i
o (@) YOO (4 = Y s ()l | We?

i€[n] te(T] u€e[T)
(126)

Therefore, the coefficients updated with the equation in the statement and the parameter updated by
the gradient descent (Eq. [I26) match at the time step 7 + 1. O

We denote the updates of Ay1(7), A_1(7), {pi,t(7) }ie[n),teir) Via gradient descent by AN, (7),
AN_1(7), {Api,i(T) }icn),te|T)» respectively. By using this notation, the 1-step gradient update can
be expressed as follows:

p(7 +1) — p(7) = —aVpL(p(r)) (127)

= A (W + A (W + 3 > Apii(r)Wel. (128)
i€ln] te[T]

In the following, we will proceed with the convergence analysis based on the sign and comparison
of the updates of these coefficients.

The following corollary gives us the range of these updates. Although somewhat complicated, it can
be obtained simply by substituting the concentration evaluation for the token score. In the signal
learning of class ¢ € {£1}, the balance of contribution between the clean data C.. and the noisy data
N_.: the data sampled as class c and added label noise, is significant. Specifically, we are primarily
interested in the first and second terms of Eq[129] For noise learning, there are two terms: ||p|2
term and +/log(T'n/d) term, but our primary focus is on the first term. We will carefully examine
the sign and magnitude of the first term.

32



Under review as a conference paper at ICLR 2025

Corollary D.1. For the signal updates at time step 7: AX\.(T),c € {x1}, on a good run, we have

AN(T) €
a%'z PCAG) (Z s“w) <1 -2 s <T>t> (1 £ p)l|pl2
" iec. teR teR
-2l S g (Z s<ﬂ'><7>t> (1 - s@mt) (1 p)l
T jen_. teR teR

+ a|;2|n2 Z (—=L(T)) (Z s (1), (1 ) (T)t)> -4egy/log(Tn/d)

i€C.UN_.

+Q%LQ S (— () ( > s<i><7>t> ( sO@+20 37 Ot p D0 sV | pllulls

i€C. teER tew® teRUL

eEN.

+“%'2 S (~4(n) ( >y s@mt) ( SO 420 3 0@ tp 3 50, | pllls
n., teR ;

i€C_c

D NEAC) ( > s@mt) (ZS(”(T)Hr?p S O tp Y SO0 | pluls

1EN_.

S EEICI] I SIFCIT B B SECI IRV SIFCIC AR SRCIe N J e
Von teR

i€[n]

+ a%'n? 3 (—ti(n) ( 3 5O, (1 - s<i>(7)t)) p - dear/log(Tn)d), (129)
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and for noise updates {Ap; ¢ (T)}icn) ce[r), We have

oV . .
Apiy(r) € ﬂl'L (=6(m) - sV () (1 - s m) (1 p) |l
t'eR
||V . .
+ %Tli (=Ll(T)) - s (T)t (1 — s (T)t> - 4eg4/log(Tn/d), (130)
oV . . . .
Apiu(r) € \/5“2 () s | =D st 20 3 st D0 SO0 | e
n teR tew® tERUT
y ()
+ a%b (=) - 5D () (1= 590(7). ) - dea/10(Tn/0), (131)
n
||V .
Bpiartr) € S (b)) 5O | - O -2 X 5w p X O | lul
n terR s teRUT
i
. a\%lz (=6(1) - 5D (s (1= 5D(P)r) - deav/10g(Tn]0), (132)
n
oV .
R C LG B DRGNS SEFLIC RV DRI [ 1P
n teR tew® tew®
y (4) —_y (@)
+ a\”;'Q (=) - 5D () (1= 5D(7),) - dea/log(Tn/0), (133)
TL
wherei € C,t € R,u € Wy(mu e Wl Y(Z),v € I, and for noisy data j € N, we have
oV
Bpsatr) € =22 gm0 (1— S s0)(r ) (1 )l
t'eR
+ O‘llfl;2 (=€) - 5Dy (1= s9(7),) - dea/log(T ), (134)
n
oV . .
Bpa(r) € CEE 5O 0 | 2 D@t S s
" erR e teRUT
o[y / ) ) /
+ o (=5(7)) - sV(T)u (1 —s (T)u) -4eo4/log(Tn/d), (135)
oV . .
Bpsue(r) € SV (0 5D (r) | E s =20 50— p T s | e
" teR W), tERUT
. “%2 (=) 5D (s (1= 59 (7)) - dea/Iog(Tn D), (136)
n
||V . .
Apja(r) € \|/§JL2 _(_4( (J) ZS(J) Z (J)(T)t+p Z S(])(T)t 2|2
teR tew%) ew) )
+ a”f”"’ (=)(r)) - $9)(7), (1 - sU)(T)v) - dea\/log(Tn)d), (137)
2n
whereteRueW” W ewlY) wel

Y @G)o Y@
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Proof. The proof is completed by substituting the range of token score on a good run obtained in
Lemma into the update equations in Lemma [D.1I] Here, note that for i € C; U N_; and any
relevant token ¢ € R, we have

7 =3O = Y s (%f”—wff’) (138)
uE[T] we[TT\{t}

e Y s (1402 1og(Tn/5))+Zs<i>(T)u (||,L||2j_t4(;2 log(Tn/5)>

ueR\{t} u€el

+ Y0 s (1= )l £ dez/log(Tn/5) )
uEW(i)
+ > 5O (4 pllalz % 42/ log(Tn/5) ) (139)
uEW(_Ti

c (1 - Zs“)(r)t) (1% ) lallz + (1= 5O (7)1) (e l0g(Tn/3)) (140)

teER

In the same way, for any weakly relevant token u € Wﬁ, we have

W= sl e | =Y sPmtp |2 Y sWmet D s | | ull

welT] teR tew) tERUT
+ (1 — 50 (T)u) (i4c2 1og(Tn/5)) . (141)
and for u € W(_q,

D SELIG TR B SFRIGEY EID SIFRIG RS SIFCIGN I N

we[T] teR tewiil) teRUT
+ (1 - s(i)(r)u) (i402 log(Tn/é)) . (142)

Finally, for any irrelevant token v € Z, we have

W= Y 5O e [ =50 p X Ot 3 5O |l

we(T) teR tew!’) tew)
+ (1 — 5@ (r)v) (i402 1og(Tn/5)) . (143)
Substituting them to the updates in Lemma [D.T|leads to the desired equations. O

Lemma D.2 (Ratio of Loss Derivative). Suppose that the norm of the linear head v < p 1 — p_
scales as ©(1/||p|l2). There exists an absolute constant Cy > 0 such that on a good run, we have
for all time step 7 > 0,

(1)
ANEAS oM 144
iiein) 7' () ‘ (149

Proof. Recall that the derivative of the loss function is given by

1
1+exp (Zte[T] s(i)(T)wt(i)>

—6(r) = (145)
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for any ¢ € [n],7 > 0. On a good run, Lemma gives us the score of relevant token, for all
1€C,jeN,teR:

7 =6 <1i 262|1|°g”(T”/5)> =0 <1i W) B
2 Hiz

and for 7 € [n], the score of weakly relevant token u € Wy 1,4’ € W_; and irrelevant token v € Z
are given by

<i>@<pi WW) , A @<pi262\/W>’ (147)

h el el

w(i)|<@ M ) (148)
v el

The assumption [(A2)[leads to +/log(Tn/d)/||ill2 = o(1); therefore there exists some constant

¢ > 0 such that |’y§i)\ < cforany i € [n],t € [T]. Since —¢; is monotonically decreasing, we have

1 1
— <Y < /. 149
1+ exp(c) i(7) 1+ exp(—c) (149)
This leads to the conclusion with the constant Cy = 1 + exp(c)/ (1 + exp(—c)). O

Remark 4 (Ratio of Loss Derivative). This lemma, which shows that the gradients of loss function
for clean data and noisy data remain within a constant factor of each other at every time step, is
a critical component of the proof in the existing analyses of linear classifiers and two-layer neural
networks (Chatterji & Long, 2021} [Frei et al.l 2022 Xu & Gu} 2023)). However, in the learning
of token selection, the output is always an affine combination of the token scores, and the output
scale is not changed. Therefore, as long as the balance of the loss derivatives in the token scores is
maintained, the training process itself need not be considered. To ensure that the derivative of the
loss function for each token remains within a constant factor, a small linear head scale, as described
in Lemma[D.2] is required. If the scale of the linear head is too large, little gradient will be generated
for clean data even at the initial weights, and learning the signal vectors will not progress.

Lemma D.3. Suppose that the gradient of loss function satisfies lim, _, o ||VpE (p(7)) |2 =0, and
the assumption |(A4)| for the step size o holds. Then there exists the token index t7 € [T for each
i € [n], and we have

lim s(7) =1, and lim s{”(7) =0, (150)

T—00 i T—00

forallie [n],t e [T]\{t}.

Proof. We first show the technical result that for linearly independent vectors v1, ..., v,, € R? and
coefficients aq, ..., a,, € R, there exists a constant ¢ > 0 such that
Z a;v;i|| >c Z la;|. (151)
i€[m] 2 1€[m]

We can discuss the case for } (.., [a;| = 1 without loss of generality. Considering the map from
the unit sphere of £ to R via (a1, ..., am) = || ;[ @iVill2, since this map is continuous and the

domain it compact, this function attains a minimum value. The linear independence of vi,...,Vv,,
implies this minimum value is positive, and we take this value as ¢ > 0 and thus conclude Eq[T51]

Recall that the gradient of the empirical loss function is given by the linear combination of
{Wx{"Y e cemy:

~ 1< ; i i i) i
Vel(p) =~ - YO 37 [ = 37 s | W ] (152)
i=1 te[T] u€(T]
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Since this norm converges to zero, we have
Ve > 0,3T) > 0s.t. Vr > Tp, [|[VpL (p(7)) ||2 < €. (153)

Combining Eq and the fact that {Wxgi) }Yieln),te[r) are linearly independent with probability 1,
if ||Vp/3(p(7')) |l2 < € holds for some € > 0,7 > 0, then we have

Va _ ) _ )
Bl 0@ b = 3 s0mintd] < efe (154)
u€e [T

n

forall i € [n],¢ € [T]. Given that the linear head v is fixed and the output scale remains unchanged,
note that there exists some constant 0 < ¢1,c2 < 1 such that ¢; < |¢}| < co. For ¢ := ne/(c|t}]),

Eq[T54] gives us

s(i)(r)t < \/?, or %(i) - Z S(i)(T)u’}/,l(j) <. (155)

w€e[T)

To proceed, suppose that the second equation holds for multiple ¢, t2 € [T'], then we have

e — )| < 2ve. (156)

1

Here, since {egi)}ie[n],tem are continuous random variables, these realizations take distinct values
almost surely. For any sufficiently small € such that 2v/¢/ < MiN;e ] ¢, t0e(T) |’Yt(1i) — %(;) l, Eq
leads to a contradiction, so the second equation does not hold for multiple ¢. Using > _, sO(r), =1,
there exists some token ¢} (7) € [T, we have s (1), < V¢ fort € [T]\{t; (7)}, and 5 (7)) >
1 — (T — 1)\/€'. Here, from the step size assumptionand Lemma since s() (), changes

by at most a constant factor in a single gradient descent step, the token index ¢} (7) is determined
without depending on the time step 7 for sufficiently small e. We denote this value as ¢}, which

appears in the statement. Consequently, for any sufficiently small ¢; := v/¢/ and €, = (T — 1)eq,
from Eq ,there exists T > 0 such that V7 > Ty

sO(r)y <er, sD(1)r >1— e, (157)

which completes the proof. O

Based on the preparation of the above lemmas, we are ready to provide proofs for Lemmas[A.2] [A.3]
and[A4]introduced in the proof sketch in section[A.2} For convenience, we restate each proposition
and provide the proof below.

D.2 PROOF OF LEMMA[A2]

Lemma A.2. Suppose the step size « satisfies the assumption Then, there exists the token
index t} € [T for each i € [n), and we have

Dy i ey —
Tlirrgo Spx (r)=1, and Tl;rr;o s; (1) =0, (25)

foralli e [n],te[T]\{tI}

Proof. Combining the step-size condition in assumption[(A4)|with Lemma[A.7and [D.3gives us the
desired result. O

D.3 PROOF OF LEMMA[AJ|

Lemma A.3. Suppose that the assumptions|(A TWA 3)| [[A4J{(A6)| hold, and the norm of the linear
headv o< py — p_y scales as ©(1/||p||2). For any clean data i € C, on a good run, for all time
step T > 0 and all weakly relevant or irrelevant token v € YW U Z, we have

s (1), < max {S(i)(T)t} . (26)
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Proof. We will proceed by induction. The equation holds at initialization because all elements are
equal to 1/7. By taking the ratio of the softmax probability, we have

mnien {50 + 1.} _ e {ex (4 WTp(r+ 1) }
s(9) (T4 1), exp (Xi(j)TWTp(T + 1))

maxyeR {exp ( OTwT p(T )) exp ( OTwT (—anE(p(T))D}

(158)

exp ( OTW T p(r )) exp (ng) w’ (—anE(p(r))>)
(159)
z Z((;((:)f - exp ((xif) () W (~av,E <p<¢)))) . a60)

where ¢ = argmax, {S(i)(T)t . Under the induction hypothesis at time step 7, if we can show
the inside the exponential of Eq[I60]is positive, then the right-hand side of this equation becomes
greater than 1, which proves the induction at 7 + 1.

To begin with, note that we only need to consider the case where ) ., s (1), < 1—1/(4T). This
is because, from Lemma the token probability can only change at most by a factor between 1/2
and 2 in one step of gradient descent under the step size assumption. When s (1) >
1-1/ (ﬁ holds, the probability of not selecting the relevant token is less than 1/(47"). Using
Lemma|D.4] the probability of not selecting relevant tokens after a single step is at most 1/(27") in
total. Therefore, ), s (7 +1); > 1 —1/(27T) holds, meaning that

1 1

, 1 4
() _ (4)
st +1), < T < R (1 5 ) < max {5 (t+ 1)t} , (161)

where recall that (g € (0, 1) is a ratio of the relevant tokens. Thus, the inductive hypothesis holds
at 7 + 1-th step in this case.

In the rest of the proof, suppose that we have 3°, 5 sV(7), < 1—1/(4T). Additionally, we have

50 (1) > 1/T because if we assume that it does not hold, then it contradicts that s() (1) is the
maximum probability at 7-th step, which is derived from induction hypothesis at time step 7. Recall
that ¢’ € R and v € W U Z, and from Eq[128] the inside the exponential in Eq.[160|becomes

(ng’) f xg‘))T w' (favpf(p(T)))
> (Apip (1) — Apiwu(T)) © (TY(E)) — [AXyo (D[|ll3 = Pl ANy (7)[[| 213

=6 (AN ()] + AN (7)) - lall2v/Tlog(Tn/3))
e <(Zk€[n]_’u€m Pheu ) VTr(2) log(Tn/6) ) (162)

which follows from the definition of the data model and the high-probability events in Lemma[A.T]
that occur in a good run. We will show that the first term is dominant, resulting in the positive
left-hand side. Using Corollary[D.1]and ||v|l> = ©(1/||p|l2), if u € Z, then we have

(Api,t’ (1) — Api,u(T)) o (Tr (X))

~ {s“’(m (1 -2 s“’mt)

teR

+5(7)y Z T)etp Z T)e—p Z sO(7)e }TI"(E) (163)

teER (@) (4)
tew v (i) tew ()

) (1 - s® (r)t>> Tr(%) (164)
teER

o Ti(E), (165)

LV
3|2
VRS

cn/'\

vV
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where the second last inequality Eq follows from the fact that since s()(7); is the maximum
probability, leading to s(9(7),, > 1/T, the token ¢’ belongs to R, and the assumption im-
plies p < 1/(CT), the second term in Eq[I63] becomes positive. The last line follows from
1T < sO(r)p and 3, s (1) < 1 — 1/(4T), leading to s (7)y (1 =3, s (7):) 2
1 /T2. At this time, note that from Corollary the coefficient of the small order term
O(y/log(Tn/d)/|lll2) in Ap is at most T" times the coefficient of ©(1). Therefore, from Eq@

which is derived by assumption [(A’2)} we have y/log(Tn/d)/|l|l2 < 1/(CTn), meaning that we
can ignore this small order term.

We show that the same order of lower bound as Eq[I63]is obtained when u € WV. Since we have a

smaller lower bound for v € Wi(/l()) than u € W(_?/(l), we only consider WS(;?) case and get

“Bpia() = O | =9 YO =20 Y sO@ - p Y s

teR tew® tel
SV v

(166)
2 % ' (S(i) (7)u (((1 —p)=2p (|W(_i§m> + III) )8“) (T)t’)) >0, (167)

where the last inequality follows from the assumption|(A3)|p < 1/(CT). Therefore, we can get the
same lower bound as Eq[T65|for u € W.

Furthermore, we will bound the other terms in Eq[I62] Corollary [D.T]and Lemma [D.5] gives us the
upper bound for other terms:

AAp(M S MA@ S Y (A7) S o (168)

Using the assumption and EqH45in Lemma which implies Tr(X) > CT?n| u|3 and
VTr(E) > CT?nlog(Tn/d), we can see that the first noise memorization term in Eq. is
dominant, which concludes that the inside the exponential in Eq[I60]is greater than 1. Combining
this and the induction hypothesis provides s (1 + 1), < max;er {5 (7 + 1);}, for any weakly
relevant or irrelevant token v € YW U Z. O

Remark 5. We explain the reason for considering the worst-case scenario where the signal update
AM(T) becomes negative, as in Eq. In the initial training phase, the signal learning progresses
in a positive direction because of the noise ratio assumption, assigning more probability to the rel-
evant token of the clean data. If we can show that for all clean data i € C, maxier {s? (1)}
becomes a constant order after this initial phase, for example, greater than 1/2 instead of around
the initial value ©(1/T), it would be possible to prove Lemma under the weaker strength of
memorization, Tr(X) > CTn||p||3. However, considering the case where most clean data pick
the relevant token very quickly (i.e., >, s (1), > 1 — 1/T), while some clean data is learned

slowly (i.e., >, = s (1), = O(|R|/T)), the signal update might be a negative direction because
of the discussion in Section[d.3] This leads to a situation where the relevant token will not be picked
for these slowly learned clean data. Therefore, we proceed with the inequality Tr(X) > CT?n||u||3
to ensure that the relevant token is selected for all clean data regardless of the positive or negative of
the signal update.

D.4 PROOF OF LEMMA [A 4]

In this section, using proof similar to the previous lemma, we will show that the model picks weakly
relevant tokens for noisy data with a signal corresponding to the noisy labels.

Lemma A.4. Suppose that the assumptions (A’ I)H(A 3 )| (A4)(A6)| hold, and the norm of the linear
head v o p, | — p_y scales as O(1/||p||2). For any noisy data j € N, on a good run, for all
time step T > 0 and all tokens except for the weakly relevant tokens that align with the label noise:

te [T\ W}(,jgj), we have
sU(r); < max {s(j)(r)u} . (27)
wew
Y
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Proof. We essentially proceed with the same proof as Lemma [A.3]and use an induction argument.

At initialization, the equality holds with 1/T". In the rest of the proof, let ¢ be in [T7] \ W}(f()])
we have

; i) 1 ,
maxuewu()‘) {sU(r +1).} sO)(r) _ T R
A ! (4) (4) T
> . — _
S(j)(T —+ ]-)t - s(j) (T)t exp ((Xu’ Xt ) w ( avp£ (p(T)>) )
(169)

Since

where v/ = arg max {sU)(7),}. The goal below is to show that the inside exponential of

wew @

v (J)

this equation becomes positive because with the induction hypothesis at time step 7, it proves the

induction at 7+1. Here, note that we only need to consider the case where 3 ;) s (1), < 1—
v (4)

1/(4T) because otherwise, the induction still holds at time step 7 + 1 from Lemmaby the same
discussion as in Lemma Therefore, in the following proof, we assume Zu W s (T)y <
vy (3)

1 — 1/(4T), and by the induction hypothesis at time step 7, we have s\)(7),, > 1/T. We will
consider three cases based on the membership of ¢ € [T \ Wg()j).

Case 1: Member of relevant token: ¢t € R.
From the high-probability events in Lemma[A.]] the inside the exponential in Eq.[T69] becomes

x4 x,gj))T w' (—aVPE(p(T)))
> (Apju (1) = Apja(7)) © (Tr(E)) = plAAy 6 (D[|pll3 = [AX_y) (7)][| 1ll3

=6 (18X + AN 1 (7)) - a2/ Tlog (T 5)
_®<(Zke[n],ue[T] Pra(T ) VTr () log( Tn/§> (170)

We will show that the first noise memorization term is dominant. Using Corollary and [[v||y =
O(1/[lpll2) gives us:

(Apjur (1) = Apji(1)) © (Tr(X))

~ % . {s(j)(TM Z s () +p |2 Z s (1), + Z s (7).

t'eR wew@ uE€RUT
-Y

+ 59 (r), (1 -> s(j)(T)t/> }Tr(E). (171)

tER
Now we only need to handle the case where ), » sU) (1) > 1/(4T) because if we assume
otherwise, then again by Lemma[D.4] we have

sW (T 1), Zs<3>7+1t,<ﬁ<s”(7+1)uf7 (172)
t'eR

which establishes the induction at time step 7 4 1. Using s¥)(7),, > 1/T and 3, . s9) (1) >
1/(4T), Eql171|becomes

(Apjw (1) = Apju(7)) © (Tr(2)) 2 TT (%), (173)
where we used the fact that the second and third terms in Eq[I7T]are positive.

Since Corollary and Lemma D.5]provides
AAa(M S A L@ S Y [Apku(r) S, (174)

by combining Eq and the assumption [(A’D)| and Eq45] which implies Tr(X) > CT%n||p|3
and \/Tr(X) > CT?nlog(Tn/J), we can see that the first noise memorization term in Eq. is
dominant, and the inside exponential becomes positive.
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Case 2: Member of other weakly relevant token: t € W \ W}(,j()j) = W(j}),( iy
The inside the exponential in Eq.[I69 becomes

(xfj;) - x§j))T w' <fonp£,A(p(T))>
> (Apjar () = D7) © (TE(D)) = p (AN (7)] + AN (7)) a3
=6 (18X (D) + AN 1 (7)) - a2/ (og(Tn /)

-0 ((Zke[mem |Apk7u(7')> VTr(T) log(Tn/6)> . (175)

Note that the ||pu|3 term is different from Eq Using Corollary and ||v]|2 = O(1/| pll2)
gives us:

(Apjur (1) = Apj(7)) © (Tr(X))

@ ). ) _ )
zn {sj(f)uf Zsj(f)vﬂ) 1 Z YT )u

t'eER 3)
uewy(j)

+ s (7), —Zs(j)(T)t/—i-p 1- Z s (1),

t'eER )
uEW,y(j

)

~ (9@ (1= ) + 59 (1= 59, ) W

Here, the term multiplied p can be dominant, unlike in Case 1, so we have to account for the lower

order terms +/log(Tn/d)/||p||2 in Corollary Since we have s (7),, > s (r), from the
induction hypothesis, the sum of the first and third terms: (s) (1), — s9)(7),) dover s (1) is

positive. Now we have s()(7),, > 1/T and 3 sU) (1), < 1 — (4T); therefore, the lower

}Tr(E). (176)

uGW(j()A)
vy (i
bound of the second term is given by
@) : - @) P
sV -p |1 Z s | 2 T (177)
uEW‘(j()j)

As for the fifth and sixth terms, by using the assumption [(A’3) p > CT'y/log(Tn/d)/| w2 and

Lemma[D.6 we can bound the effect of these small order terms by the second term as:

(s(j)(r)u/ (1 _ s(j)(r)u/> + 5D (7Y, (1 _ S(j)(T)f)) W
< 29() (1-59(r).) W (178)

<20(r), [1- 3 0, 4T \/10g(Tn/0) (179)

o mE
vy (4)
< s(j)(T)u’ p|1- Z s(j)(T)u ) (180)
wew )
where the second inequality follows from 1 — 37 ) sU)(1), > 1/(4T). Consequently, the
)
second term in Eq. becomes dominant, and we havg

a

(Bpg (7) = Dpyua()) © (Te(2)) 2 - Tr(Z). (181)

T2n
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Eq. [T74] provides the upper bound of other terms in Eq[I75]as follows:

p (IAX (D] + AN (D) 13 S epllpl3, (182)
(AN 1 (D] + [AA_1 (7)) - el 2/ (og(Tn/8) < al|pll2v/log(Tn/0) < apllpal3,  (183)
(3 18017 ) - VIS lou(T0/5) o/ T low(Tn/) S i TH(E),
(184)
where we used the assumption ((A’3), which implies C'\/log(7n/8)/||p]|2 < p, in the second line.

The last line follows from Eqi45| which is derived from the assumption [(A’1)] i.e., /Tr(X) >

CT?nlog(Tn/8)/p. From the assumption [(A’1), which leads to Tr(X) > CT?nl|u||3, we can
show that the noise memorization term EqJ181|becomes dominant.

Case 3: Member of irrelevant token: ¢ € 7.
We repeat the same discussion as in Case 2, so we only discuss the different parts. The noise
memorization term becomes

(Apjur (1) = Apj(1)) © (Tr(X))

Zz'{s(j)(”“’ YoV rol2 Y V@t Y sV
t'eER uew@ uERUT
-y

+s9(r), | = Z s () +p Z s (1) — Z s (1)

t'eER wew? wew?
v () —yv

€]

~ (89w (1= 59D () ) + 500 (1= 5D (7)) ) W} Te(E).  (185)

Since we have 5\)(7),, > 5\9)(7); from the induction hypothesis, we have

s (1) Zs(j)(T)t/+P 2 Z s () + Z s (1)

t'eER UEW(j) uERUL
—y ()

+ S(j)(T)t _ Z S(j)(T)t, +p Z s(j)(T)u _ Z S(j)(T)u

ver weW ;) wew)
>p- S(j)(T)u, 1_— Z s(j)(T)u +p- S(J')(T)t Z s(j)(T)u (186)
wewl,, wewl,,
>psD(r)w 1= Y s |, (187)
wew ).
v (@)

where the first inequality follows from (s (1), — sU(7);) Y, crsW(r)y > 0 and
s (1) e o s (1), > s (1), D wew® o sU)(7),. The remainder follows the same
Y\ -Y

reasoning as in Case 2, concluding that the noise memorization term is dominant.

By combining the above three cases, we conclude that the inside exponential of Eq[T69]is positive,
leading to the induction at time step 7 + 1. Therefore, we conclude the statement.
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D.5 MINOR TECHNICAL LEMMA

We will see that with the assumption of a sufficiently small step size, the softmax probabilities do
not change significantly in a single step of gradient descent.

Lemma D.4. Suppose that the norm of the linear head v < pu | — p_, scales as ©(1/||p||2), and
the step size of gradient descent is small enough: o < n/ Tr(X). Then, the probability assigned to
each token only changes at most by a constant factor; in other words, we have

Vr >0, %s(i) (7): < sD (7 +1); < 259 (1), (188)
foralli € [n],t € [T).
Proof. By the update of gradient descent, we have
exp (xgi)TWTp(T)) exp (xgi)TVVT (—anE(p(T))>)

2 e (< TWTp(n)) exp (xTWT (-aVeL(p(r))

s (r 1), = (189)

Then, we have

s (1 +1),
s(9) ()t

<o (xTWT (~aV,Z(p(7)))) <min {e (xTWT (~aVpLip(r)))) })_1 ’

u€[T]
(190)
sO(r +1),
s (1),
—1
> exp (XIEI)TWT (—avpﬁ(p(T)))) (gé?%{] {exp (XS)TVVT (—avpﬁ(p(r)))) })
(191)
Therefore, it suffices to show that
1 . T R
5 < exp ((Xg ) xff)) w' (—avpﬁ(p(T)))> <2, (192)

for any token u € [T']. The inside exponential of this is bounded as:

(7 = x) W (~aVpLip(r)|
< 2max {[xTWT (~aVpL(p(r))) |} (193)

S 1803 (1) Te () + [ANT) [ 1l3
+ (AN (7)) + 1AL (D)) el 10g(T1/8) + Y |Apk(T) [/ Tr(E) log(Tn /), (194)
k,u

where the last line follows from Eq and the high-probability events in Lemma Here, from
Corollary[D.1} Lemma[D.2] and [|v|l2 = ©(1/||p||2), each coefficient update is at most the follow-
ing order:

A ()] S [AA ()] S, [Apia(P)] S a/m, Y [Apku(T)] S o, (195)
k,u

where the last one follows from Lemma By assumption on the step size @ < n/Tr(X) and
assumption [(A’ 1)l the upper-bound in Eq. can be bounded with ©(1). Therefore, choosing «
sufficiently small can make it smaller than log 2, thus satisfying Eq. It concludes the proof. [
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Next, we evaluate the maximum updates of noise terms, which are helpful in analyzing the influence
of small-order terms in the dynamics analysis. By using Corollary we obtain a naive evaluation
for 3= c ) eepr) 1Api(7)] S Tnmax |Ap|, summing over i € [n] and ¢ € [T]. However, a more
detailed analysis of the softmax probability gives us a tighter upper bound without the dependence
onT.

Lemma D.5. On a good run, for any time step T > 0, we have

Z |Apit(T)] S vzl ]2 (196)

i€[n],te[T)

Proof. From Corollary we proceed by summing up each two order term: |u||2 and

V/1og(Tn/d) in the noise update Ap; (7).

We first examine O(]|t||2) term. The softmax probabilities in the upper bound are given by: s;(1 —

> wer St) for the relevant token ¢ € R, su(D;cr St + 2P0, )00 St + pD_crur St) and
—_y ()

sw (D 1er St +2p ZteWiﬁfi) st + p Y eruz St) for the weakly relevant token u € W}(,()mu €

W(_lg/(i), and s, (3 ,cr 5t + P seqy 5¢) for irrelevant token v € Z. Thus, we have
allv , . ‘ .
2 ” ”2{ (Z s%») (1 - s <T>t> tap| X O] | X 0
i€[n] teER teER tEWEril) tEW(j;
+p <Z s“)(r)t) ( > s“)(r)t) +p (Z sW (7 ) (Z @) ) } Il (197)
tew tERUT tew tez
S allvfzpl2, (198)

where we used the fact that the loss derivative becomes constant order by Lemma[D.2]

Next, for ©(4/log(Tn/d)) term, the softmax probabilities in the upper bound are s;(1 — s;) for all
token ¢ € [T, so we have

5 2 (5 oy, (1-w000) | TS 199)

i€[n] te[T]

< allvl\zm, (200)

where the inequality follows from ;. 7 s (7)1(1 — 5% (7);) < 1. Combining Eqs and
provides the desired result. L

In the next lemma, we confirm that the significant term in tracking the gradient descent dynamics,
s(1 — s), is dominated by the token with the highest assigned probability.

Lemma D.6. Lets € R” be a probability vector, and for t € [T), s; is the vector’s largest element.
Then we have

Su(l—sy) <se(1—sy), Vue [T\ {t}. (201)

Proof. The function f(z) = x — 2? defined on = € [0, 1] is monotonically increasing in [0, 1/2],
and f(z) = f(1 — z) holds because of the symmetry at + = 1/2. When 0 < s, < 1/2, the
claim holds because of the monotonicity over [0, 1/2]. For the remaining case 1/2 < s; < 1, since

f(St) = f(1 — St) and

su< Y. sy=1-s (202)
ve[T\{t}
hold, the claim follows from the monotonicity over [0, 1/2] again. O
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E PROOF OF THEOREM [4.2]

Under the preparation of the lemmas in Section [D] we provide the proof of Theorem [4.2]in this
section. The proof is divided into two parts: i) we show the gradient descent leads to overfitting
(Section[E.T)), and then ii) we discuss the generalization ability based on the behavior of the softmax
probability during the training (Section [E.2).

E.1 OVERFITTING PART

Proof. Lemma gives us that there there exists the token index ¢} € [T'] for each i € [n], and we
have

lim s(7) =1, and lim s () =0, (203)

T—00 T—00

forall i € [n],t € [T]\ {¢;}. In the case of i € C, Lemma implies that tf € R because
if we suppose ¢t ¢ R, then it contradicts to Lemma which states for any time step 7 > 0,
s0(7)er < maxser 5 (7). Then, we have

4 4 ) G log(Tn,/0
YO XD =y® x0Ty w14 2020{]5(””/)
‘ jaip

where the last inequality follows from the assumption on the signal strength.

> 0, (204)

Finally, in the case of i € N/, Lemmaimplies that ¢ € w) by the similar argument. Then,

Y ()
we have

; : NG log(Tn /s
YO fXD)=y® . xDTy ~ pt 2c2M

>0, (205)
‘ [l

where we use the assumption |(A3)| on the signal scale p of weakly relevant token: p >

CT+/log(Tn/d)/||pll2. Combining Eqs and concludes that the converged solution fits
the training data S perfectly. O

E.2 GENERALIZATION PART
E.2.1 PRELIMINARY LEMMAS

Before delving into the proof, we introduce the lemma about the direction of the signal learning.

Lemma E.1 (Direction of Signal Learning). Suppose that the conditions in Theorem .2} Eql9]
and[I0 hold. If the training trajectory satisfies Eq[I1] then we have

A(r) ~ A2 (5~ 5™ g0 | lug > o (206)

n
1€C. 07/ <7

Sorall ¢ € {x1}. Furthermore, if the training trajectory satisfies Eq. then we have

Ae(r) ~ =2l Yo Y 8D | Ikl <o, (207)

n
JEN_0<7'<T

forall c € {£1}.
Proof. The proof is obtained by using A\.(7) = > ., «, AX(7') and carefully examining the
formula for this update in Corollary [D.I} We will show that among the eight terms in Eq[T29] the

first term becomes dominant, leading to Eq[206] Eq[207] can be shown in the same way. We will
analyze each term separately.
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Second term: The difference between the first and second terms is given by:

oAvle [ 5~ Comped@asplul— S (~4@)SD )1 £ puls

\/in 1€C.,0<7T' <1 GEN_.,0<T'<T

afvlla

e (L)) (D D LICO D S IO KRS
2n 4€Ce,0<T/<T JEN_,0<r/ <7
(208)

where Cy > 0 is the constant in Lemma[D.2] If Eq[TT]is satisfied with C's = 2Cy > 0, then Eq[208]
equals to al[v|l2/n - D ice er &@ (77)|| |2, ignoring the constants.

Third term: The absolute value of the third term in Eq is bounded, ignoring constants, as
follows:

oz||:H2. >y (Z )(1_5<)(T)t)>. log(Tn /) (209)

I€EC.UN_. 0<7/<T \tER
<ol T C > 89 | log(Tn/é) (210)
n 1 1€C. 0<7/ <7
< (55 &9 | fulb. e
1€C. 07/ <7

where the second last inequality follows from the condition Eq[9] and the last line follows from
Eq[6] which is derived by assumption [(A”2)] This leads to the desired bound.

Fourth - Seventh term: Here, we further divide into two cases based on the degrees of p and
evaluate the negative terms. For the negative linear terms of p, we have the following bound without
constant:

a||VH2 Z Z Z s ('), <Z 3<i)(7”)t> plleell (212)

1€C.UC_. 0<7'<T teWé” teR

||V
” ”2- S >0 &9 | plula (213)

1€C. 0<7' <1

where the last line follows from } W s (1), <1=3,cx 5%)("); and the condition on the

class balance of G, i.e., Eq. 10 Since p = (1) is a small constant, Eq is bounded by the order
of the first term.

Next, for the negative quadratic terms of p, we have the following bound without constant:

04‘:“2 S D SO 1= DD sD ] PPl 214)

1EC_UN ¢ 07/ <7\ jepp® tew®

aIIZIIz YOS Y s, (1_S<i)(7/)t).p2|w2 (215)

IEC_cUN ¢ 07/ <7 4 cqp(i)

IN

T
T DI SICLIC) R P 216)
n 1€C. 0<7' <7
e ud S > 89 | ke 217)
n 1€C. 0<7'<T
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where the first inequality follows from

Z S(i)(T,)t 1— Z s(i)(r’)t < Z S(i)(T,)t <1— max {S(i)(T/)t}>

[0}
tew!? tewl? tew!? tewe
(218)
< > s (1-590). (219)
tew{?

We used the condition Eq@ in Eq[216l The inequality follows the assumption [(A’3)f p? <
1/(CTn), which provides the desired result.

Last term: The last term’s absolute value is bounded similarly to the third term, so we omit the
same discussion.

Consequently, combining Eq with the bounds for other terms concludes the proof. O

Additionally, we provide a lemma on how the concentration of attention probability implies the
norm of the learnable parameter p.

Lemma E.2. Suppose that we have s(T) > 1 — € for some 7 > 0,t* € [T],e > 0. Then, on a
good run, we have

1

lell2 + 2/Tr ()

Proof. Since we have s(7);» > 1 — €, we obtain
exp (LW p(r))
Zue[T] exp (XuWTp(T))

By rearranging terms and using the inequality x' W ' p(7) < ||x||2||p(7)||2, which follows from
Cauchy-Schwarz inequality and the assumption B} we have

1
exp (%ﬂxtnﬂ ||p<f>2) >

1—c¢
[p(T)ll2 > log (Tr-1)). (220)
2 ( ) ( € )

>1-e (221)

— €

(T~ 1)exp (— i {12} ||p<r>||2) L e
te[T]

Since we have max;eiry {||x¢ll2} < llpll2 + (1 4+ 1/C")/Tr(X) on a good run, we obtain the
desired result from Eq O

E.2.2 PROOF OF LEMMA[A.S

Lemma[A.3] introduced in the proof sketch, extracts the essential part of the generalization analysis
in this section and is not used in the complete proof provided in this section. It can be shown using
Lemma [E.T] the condition Eq[I0] and the order evaluation of the noise component, which will be
discussed in the next section.

In the following, we first provide proof of benign overfitting and move on to discussing the not-
benign case.

E.2.3 BENIGN OVERFITTING CASE

Proof. Since the trained model has already been shown to overfit the training data in Section|E. 1} we
proceed to show that the generalization error gets sufficiently small, in a similar way to Section|C.2]

From Eq[124] it suffices to show that the output f-(X) with the true label Y* = 1 is deterministically
positive under the event £, which was defined in Definition|C.I] By following the same argument as
in Section[C1] if we can show

x; W'p(r) > bi|pl3, x, W p(r) < balu3, (223)
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forallt € R,u € [T] \ R and some constant by > by > 0, and this gap b; — by > 0, i.e., the norm
of p(7), becomes sufficiently large, then we can show f.(X) > 0 as in Eq

Lemmaimplies that the trained model p(7) is uniquely decomposed, and we have
x{ Wp(7) 2 At (llpl3 = ( Par () + Ao+ D 1o (7)) | e2llllz/log(Tn/6)
it

— Z\pi,t(ﬂl c1V/Tr(X) log(Tn/d), (224)
x, W 'p(7) < p-max {\s1(7), A_1(7), 0} |3

+ | A (T + A ()] + Z lpit(T)] | callpell2/log(Tn/d)
+ Z\pi,t(Tﬂ c17/Tr(X) log(Tn/é), (225)

where the inequality follows from ¢ € R, u € W U Z and the definition of the event £. Combining
with the case of Y* = —1, for the small generalization error, we need

1. The signal coefficients are sufficiently large and balanced:

min {\;1(7),\_1(7)} > C"log T/|| |3, (226)
A1(7) 2 p-A1(7), Aoa(T) 2 - Aqa(T), (227)

where C”" > 0 is some constant and Eq comes from the same argument as in Eq

2. The noise coefficients are not too dominant:

min (A (1), A1 (1)} 2 | 3 lpial7)] max{\/log(Tn/é) \/mzﬂog(Tn/a)}

el [[4][3
(228)

Since the inside max is upper-bounded by O(1/v/Tn) from assumption |(A’2)} it is sufficient to
show the left-hand side is greater than ), , |p; +(7)|/v/T'n ignoring constants.

In the rest of the proof, we will show Eqs[226] 227] and hold. By using Lemma for all
¢ € {1}, we have

)\C(T)N% S Y 89 |l >0, (229)

1€C. 0<7'<1
and combined with the class-balance condition Eq[I0} we obtain Eq
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Next, we evaluate >, , [pi+(7)| using a similar procedure to Lemma and compare it with
Eq[228] Corollary [D.T] gives us:

STl < D0 D 1At (230)
i,t

o< <7 it

< % 3 {2 <Z S(i)(T)t> (1 _ Zs‘“(v%) +ap | D0 5D, > s(r),

0<r'<, teR

ter @) ()
i€[n] tEWL LEW_,
+p (Z s<i><r>t> ( > s“')(r)t) +p (Z s@(r)t) (Zs@(m) }Huz
tew tERUT tew =
4 elvl S Y 50w, (1_8@)(7)0 log(Tn/5) (231)
" osr<r, \telm)
i€[n]
<a|V||2{ Z 26 (7') + 4p Z Z sO) | | 1- Z s (1),
" 0<r'<r, o<’ <7, \ tew® tew)
i€[n] i€[n] + +
+20 ) <Zs<%>t> <1Zs<i><7>t>}||u||2
0<7'<7, \teW tew
i€[n]
a||uH2 Tn ()
i | | i Z Z Gl -/log(Tn/é) (232)
" G\ 0<r/<r
allv| (i) (-t 1+ G
< SN s9) 1+Co+ — +VTn+1) |l (233)
" i€Cc 0<T/<r
SOéH:HQ % &0 | VT, (234)
1€C. 07/ <1

where the second line follows from the same calculation as Eqs[T97|and [199] In the third line, we
used the definition of & and the condition Eq[9]in the last term. The next line follows from the
condition Eqs[9] and [I0] again, and is further based on assumptions [(A’2)] [(A"3)| and Eq/46] which
implies || p||2 > CTny/log(Tn/5) and p < 1/(C+/Tn). Note that the same argument as in Eq
is applied to the second and third term in Eq[232]

Therefore, by Eq[234]and assumption[[A2)] we have

Z|Pit(7')\ max{\/log(Tn/é) VTr(Z) log(Tn/s) }

w 4]12 4113
1
(T 235
S Tn;m,t( ) (235)
||V
< || I2 S S &9 | s, (236)
i€C. 0<7/'<71

which concludes Eq[228]combined with Eq229]

Finally, we move on to proving Eq226|for 7 > T}, where Tj is a sufficiently large time step appeared
in the statement of Theorem 4.2} Using the convergence of the attention probability in Eq[203] for
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some i € [n], we obtain that for any € > 0, there exists Ty such that V7 > Ty, S(i)(T)t >1—e
Then, from Lemma[E.2] we have

1
lellz + 2¢/Tr ()

Lemma implies that p(7) can be uniquely decomposed into W g4;, W o, {Wegi)}ie[nwem,
and from the class balance assumption Eq and Eq[229] we can see that the scales of A1 (7)
and A_;(7) are equal. Additionally, the sum of the noise coefficients is bounded from above by

VTn.(7) ignoring constants from Eq Therefore, using triangle inequality, we have
[Pz S (24 V) Ac(r) max {2, (1 +1/C) V(D) } (238)

on a good run. By combining Eqs and 238 we can increase \.(7) by making e sufficiently
small, so that there exists large T such that for all 7 > Tj,, Eq[226] This concludes the proof. [

el 2 .

>log<1€(T1)>. (237)

E.2.4 HARMFUL OVERFITTING CASE

Proof. By applying Eq[13|to Lemma we have that both A;(7) and A_;(7) become negative
and are of the same order from the class-balance condition Eq[I0} We follow the same reasoning as
in the benign overfitting case in Section[E.2.3] and we can show that for any € > 0, there exists a
sufficiently large 7}, such that for all 7 > T,

D sl <e, (239)
teER

for the unseen input data X. This is because, following a similar argument as in Eq[223] and [238]
when the signal coefficients A1 (7), A_1(7) are negative, taking a large T; can make the probability
assigned to the relevant token ¢ € R sufficiently small.

In the rest of the proof, we assume Ai1(7) > A_1(7) for the fixed 7 > Ty, without loss of gen-
erality. Although we established that the relevant tokens are suppressed, the presence of weakly
relevant tokens makes it challenging to conclude that the model’s output becomes random. Here,
the softmax probability for weakly relevant tokens is not necessarily suppressed because, due to the
small scale of p, the negative \ suppressing weakly relevant tokens is hidden in the effects of other
noise components. We first define the following three events for the randomness of the unknown

input X:
&= = {’Z’MEW+1 Su(T) B Zuew,l Su(T)‘ = 40210g(Tn/5)} ’ (240

pllgsll

€= {Zuew+1 su(T) = Zuew_l sulm) 2 40210%(%1/5)} ’ (241)

Pl
4coq/log(Tn/d
£y = {Zuew_l sulr) = 0 sulT) 2 W} : (242)

where recall that co is the constant in Lemma[A.T] Recall that the event £ was defined in Defini-
tion[C.I] and we have

LPT[f(X) < 0] €] = Pr(f(X) < 0] EUE] Pr[ec] + Pr(fo(X) < 0| £ U] Pr(E]

X|Y*=1
FPr[fr(X) < 0| EUE]Pr[€_y]. (243)

We first evaluate the second and third terms. Since the total probability assigned to the relevant
token is bounded as in Eq[239] by conditioning on £ U £_, we have

4 log(Tn/d
FX) = 3 sl < 10 (em—” VI0BTR/G) o, + 2, 1og<Tn/6>> (244)
P 2 oall

”\”/'; (ellellz — 2¢2\/I0g(Tn/3)) <0, (245

N

IN
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where the last line follows from the selection of sufficiently large Tj so that e becomes small enough,
for example € < co/log(Tn/0) /| pt||2. Thus, the model output becomes deterministically negative,
and the third term of Eq243| equals to Pr[£_4]. Similarly, by the same discussion, the model
output f-(X) becomes deterministically positive under the event £ U £,1; therefore, the second
term becomes zero.

Next, we evaluate the conditional probability in the first term of Eq Since the model output
under £ U £_ is given by:

f=(X)

:Hux/g2 dosn)+ D sump— D sulmp | e+ Y si(r) € (B —py)

teR ueEW 1 ueEW_1 te[T]
(246)

with choice of Tp such that € < co+/log(Tn/d)/| pll2, we can get the following lower-bound for
the first term:

P*Pr [fr(X)<0|EUé] >Pr Z s¢(7) - € (g1 — H_1) < —5e2y/log(Tn/5)
X|yr=1 te[T)

(247)

Here, the left-hand side follows the Gaussian distribution with mean zero and variance
2|ls(7)||3]|i2]|%, which is bounded below by 2||s(7)|3||pl%/T = 2||p|%/T. Given that the
diagonal elements of X are of constant order and by EqH§46] which is derived from assump-
tion[(A"2)] the deviation on the right-hand side becomes negligible relative to the standard deviation:
O(||ge|l2/V/T). Using the cumulative distribution function ® of the standard Gaussian distribution,
we bound Eq from below by ®(—0.1). In summary, by applying the similar discussion for
P)*(\Y*:—l’ we can obtain the following lower-bound of generalization error from Eq@r

LPr [V f(X) < 0]

(X, vy*)
> Pr [V f(X)<0|€ Pr [€] (248)
P(*X,Y*) (X, Y*)
zé(P*Pr [f-(X) <0[&]+  Pr [fT(X>>0|5]> (1—2) (249)
X|Y*=1 X|Y*=—1
> (@01 Pro e+t Pro o[£+t Pr € 9 250)
T P&‘i*)[ :H2P;ayi:1[ -1l 2P;z|yfz,1[ ) (

We used Lemma|[C.I|to evaluate the probability of £.

In the rest of the proof, we examine the three probability terms in the obtained lower bound and
show that at least one can be bounded below by a constant. Note that the events £,1 and £
are symmetrical, as they become identical when W, and W_; are swapped. Furthermore, in
the generation process of weakly relevant tokens, each token belongs to W, ; or W_; with equal
probability. Considering that p > 0 and currently A1 (7) > A_1(7), and that noise vectors are
generated independently of these factors, the symmetry gives us:

P*PI‘ [5+1] 2 P*PI' [5,1] . (251)

(X, Y*) (X, Y*)
Next, we move on to the comparison between Pr Piiye i1
the inside £, we obtain

> exp (XIWTP(T)) — > exp <XIWTP(7)) >

[€4+1] and Prps ., [€+1]- Rephrasing

uEW 1 ueEW_y
dea/log(Tn/9) Sen (X Wpm)+ 3w (xIWpm) | @)
pllpll2 teR w€[TI\R

51



Under review as a conference paper at ICLR 2025

Since we have A\;1(7) > A_1(7) holds, considering the contribution of the relevant token in the
right-hand side, the case of Y* = 1 imposes stricter conditions compared to Y* = —1 in terms
of the randomness in the data generation, i.e., the membership of weakly relevant tokens and the
generation of the noise vectors. Therefore, we have

P Pr [8+1] Z P Pr [g+1]. (253)
X|y*=-1 X|Y*=+1

By combining Eq[25T|and Eq[253] we obtain

*
(X, y*

1
Pr [E44]> Pr [Eq]l>-|1- Pr [E]], (254)
Py ee1 v ) 2 P )

where in the last inequality, we used the fact that Pr[é- U &1 UE_1] = 1. Substituting this to

Eq[250] gives us:

Pr [Y*- f(X)<0] > (i + Pro[e] (@(—0.1) - i)) (1 - Z) (255)

P(*X,Y*) (X, Y*)
>1/4-1/2=06(1) >0, (256)
which concludes the proof. O

F MULTI-CLASS SETTING

In this section, we will see that the analysis in the multi-class setting is a straightforward extension
of the binary setting studied in the main paper.

Let K be the number of classes and Wy = (vq,...,vg) € R¥K be the weight matrix. The
model output is given by

F(X)=WiXTS (XWTp) € R, (257)

Let {1, } [k be signal vectors corresponding to each class, and we consider the data distribution P,
which is modified for the multi-class setting from Definition[3.1] Here, we assume the orthogonality
and norm equality among signal vectors similar to assumption[A] Furthermore, we assume the well-
pretrained linear head v oc p, — f for all ¢ € [K], where f1 := }_ () /K, which is also

discussed in Section[Gl

The results of the existence of benign overfitting, as in Theorem .1 mainly rely on the results of
concentration inequalities in Lemmal[A.T] By taking a union bound for class numbers and appropri-
ately updating the assumptions on parameters to depend on K, this proof can be easily extended to
the multi-class setting.

The convergence results as in Theorem .2]is based on the analysis of the empirical loss function
on the training data S sampled i.i.d. from P. The empirical loss function when using cross-entropy
loss with softmax output is:

exp (FX D)y 0 )

~ 1
L(p) =—— log : (258)
" iez[n] ZCE[K] exp (f(X(Z))c>
= % 262[;] log Cez[;q exp ((VC — Vy(z‘))T XOTs (X(i)WTp>) . (259)
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The derivative of the empirical loss function is given by

VoL (p)
1 ZCE[K] exp ((1/C — uyu))T xXAOTg (X(i)WTp)) Vp (Ve — VW))T XOTg (X(i)WTp)
- n iez[,;] Zke[x] exp ((Vk _ VYU))T X(i)TS (X(i)WTp))
(260)
1 wxX®T (diag(S(X(i)WTp)) - S(X(i)WTp)S(X(i)WTp)T) XO (v, — vyo)
= i;["] c%ﬂ > ke(x) €XP ((Vk — )T X0Ts (X(i)WTp>) .
(261)
Since we have
1
2 ke[K] CXP ((”k —v.)' XVTs (X(“WTP))
1 (262)

B 2okelKI\(c} XP <(Vk —ve) XUTs (XU)WTP)) |

it corresponds to —¢' in Eq[I8] Under the scale condition of the linear head, this term becomes
constant order as discussed in Lemma|[D.2] The remainder is given by

> WXOT (diag(S(XWp)) - SXOWTp)SXOW D)) XD (wyr) - )
c€[K]

. , , . , 1

= WXOT (diag(S(XOWTp)) - SXOW p)S(XOW p)T) XD K | vy - =Y v
c€[K]
(263)

When applying the concentration inequalities to this gradient update in Corollary [D.T} the results
depend only on whether the v belongs to the target class Y () or not; therefore, the statement essen-
tially does not change in the multi-class case. Finally, note that for the case K = 2, this gradient
update reduces to the setting of the main text: v o< g | — p_5.

G SUPPLEMENT TO FIXED LINEAR HEAD

In this section, we consider the K-class classification setting as in Section[F|for the sake of general-
ity.

As mentioned in the main text, assuming Wy o (g — @b, ..., b — f) is validated with the
fact that this fixed weight is the direction of the gradient of expected risk under the initial value of
p(0) = 0, i.e., under uniform attention. The following lemma confirms this fact.

Lemma G.1. Suppose that p = p(0) = 0. Then, the gradient descent direction of the expected risk
at Wy = 0 forms ETF geometry composed of signal vectors, i.e., we have

1
- (VWVﬁ(WV = 0))T X (IK - K]-K]-}r(> (ll’h s 7NK)T7 (264)

where L(Wy) = Ex yyop {E(Wv)} Note that the signal vectors have equal lengths and or-
thogonality from assumption[A]

53



Under review as a conference paper at ICLR 2025

Proof. Under the initial value Wy = 0, from Eq[259] the gradient of expected loss is given by:

Vo f(X)
Vo, LWy =0) = —Ex y)~
1% (X,Y)~P c’EZ[I(] Zke[K] oxp <(Vk _ Uc/)T xTs (XWTp>)

Wy =0
(265)

1 1o
—__F pl|=X"1-1-K1._ 266
KOXY) P[T ( Y)} (266)

1

= %7 (K(l—K)-]E[ZXtIYzc —&-KK_1E[ZXHY7EC )
' ' (267)

K -1
ZM(E[Z:X”Y:C zt:xt|Y7éc]>, (268)

where we changed the order of gradient and integral in the first line, and in the second equality, we
denote by 1 4 the indicator function which returns 1 if the event A is satisfied and otherwise returns
0. The third line follows that Y* is sampled from a uniform distribution over [K], and label noise is
added to different labels uniformly.

—-E

Let 1 be the mean of class signals Zce[ K] Me /K. Since we have

— | = * _ Ui .
E th|Y—c =(1-nE th\Y =c +ﬁ Z E th|Y —c]
t t ¢’ €[K\{c} t
(269)
_ nT _
= (=0T (Crbte + Swpl) + 12— D, (Crbe +Cwpp)  (270)
¢ €[K\{c}
_ nTer _
=1 -=nTCru, + -1 (K —pe) + Tovppt (271)
K K _
=TC¢r (1 - K—177> pe+T (K—lCRn + CWP) K, (272)
where we used the Definition 3.1 on the data model configuration.
Therefore, Eq[268]leads to
K-1 K K _
—Vy L(Wy =0) = K2 {CR <1 TK-1 > Ko+ (K—lCRn + CWP) K
1 K K
- 1-— " [
K_1 > (CR( K_1>M¢+(K_1CRU+CWP)M>}
< e[K\{c}
(273)
K-1 K 1 _
=72 R (1 - K_177> (I»Lc “x_1 (Kp— /‘l’c)) (274)
K-1 K K _
CRI@(lK—l)K—l(MCM)' (275)
Consequently, we have —V,,_L (Wy = 0) o p, — ft, which concludes the proof. O

H ADDITIONAL MINOR NOTES ON MAIN TEXT

H.1 FURTHER DETAILS ON CONSTANT SIZE ASSUMPTION OF R AND W
In this section, we show that we can remove the assumptions introduced in our data model defined

in Section [3.3] that the numbers of relevant tokens and weakly relevant tokens are constant across
all examples. This assumption was introduced in the main text for the sake of notational simplicity.
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To relax this simplification, we denote the index set of relevant, weakly relevant, and irrelevant
tokens for the input X by R4 e [T], WO e [T]\ RD, and T3 = [T]\ (R® u W),
respectively. We still assume that each token set contains at least one token as in the original setting.
We then provide comments on the necessary adjustments to the arguments of the paper.

First, no modifications are required for the proof of Theorem [4.I] In the part of demonstrating
overfitting, the claim remains valid because at least one relevant token exists for each example.
Regarding the discussion on convergence, the metric defined in Definition which is related to
the softmax probability of relevant tokens, is updated as follows:

G(i)(T) = Z S(i)(T)t 1-— Z S(i)(T)t , (276)

teR(®) teR ()

which is slightly modified from the original definition using R(*) instead of R. We have to update
this part; however, no substantial changes other than notations are required for the proof of The-
orem This is because the convergence discussion relies on the conditions 1 < |R| < T —1
(similarly for W and Z), and the discussion is based on the inequalities up to constant factors for
the worst-case scenario. The assumption that R, WV, and Z are common across examples is entirely
unnecessary for such asymptotic evaluations.

H.2 FAILURE OF TRAINING LINEAR CLASSIFIERS WITH UNIFORM ATTENTION

In this section, we demonstrate that training a linear head v on top of uniform attention (p = 0)
does not work well within our data model, from the perspective of benign overfitting. This discussion
supports our data model setting because it is a sufficiently challenging setting so that a fixed linear
head v alone is inadequate.

We present two scenarios to explain this situation. Since we consider the setting of uniform attention,
the model is given by f(X;v) = vTX'1/T. Let x = >_ter) Xi/T be the average of input
sequence X, where X is defined in Definition We can write f(X;v) = v x with this notation.
For simplicity, in the discussion of this section, we assume that the input tokens have zero means
and treat po, 1 — p4_q, —py 1 + p_; as the class signals for Y = +1, —1, respectively. Please note
that this does not change the signal strength ignoring constants.

Scenario 1: One Relevant Token and Irrelevant Tokens. In this scenario, we consider the setting
where every input X has one relevant token, and all other tokens are irrelevant tokens. The following
proposition is based on the result of (Cao et al.| (2021), Theorem 3.2). It gives the lower bound of
the generalization error of the linear max-margin classifier.

Proposition H.1. Let Dgyy be the maximum margin linear classifier on (x| Y )2 where each
input is averaged from the original training set S = (X(l), Y(i))?:y Suppose that the assump-
tion|(Al) holds. If the signal strength satisfies |||z = © (Tr(2)1/4 10g(Tn/5)>, which is spe-
cific case of assumption|(A2)| then there exists absolute constants C, C’, such that with probability
at least 1 —n=1,

277)

nlog?(Tn/é)
gT2 )

(X,YIZ§~P* [sign(f(X;Dsvm)) # Y] > C'exp (—C’

This result shows that a max-margin linear classifier on averaged tokens fails to generalize as
the sequence length 7' increases and the noise components are dominant. Specifically, when
T > n'/? log(Tn/4), the generalization error can be bounded from below by a constant, leading
to harmful overfitting. However, under the same assumptions, Theorem @] asserts that the token
selection mechanism of attention architecture enables benign overfitting by selecting class-relevant
tokens and noisy tokens required for label noise memorization.

Proof of Proposition[H.I| We use the results of (Cao et al| (2021), Theorem 3.2) for the av-
eraged inputs {X(l)}i. We note that due to the token averaging, the class signal is divided
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by 7T, and the noise components of X follow the distribution N (0,3 /7). Under the assump-
tions and the noise covariance X /7" and signal strength ||p||2/7T satisfies Tr(2/T) >
emax{n?/ 2| ST, nl| 2| T ny/log nllu =T/}, and [|3T~2 > cl|u|sT /2 for
some constant c. Here, we also used the assumption in Definition that the diagonal elements
of X are of constant order. Therefore, the conditions of the theorem 3.2 (Cao et al., [2021)) are
satisfied. Furthermore, since we have

n (I/ Tz + I1Z/TI3) S n (T4 lnlE +T7%) (278)
<n (T*3 Te(2) 2 log(Tn/6) + T*z) (279)
ST Te(Z) = 0(|2/T7), (280)

the signal strength ||pe||2 given in the statement corresponds to case 2 of theorem 3.2 (Cao et al.,
2021)), where noise dominates compared to the signal. We also have

lpe/Tll3 _ ©(Tx(E)log?(T'n/5))

= =0 (T ?log*(Tn/9)). 281
=Tl T ) (1 oe /o) e
Substituting this to the lower bound of generalization error provides
nlog?(Tn/é
' exp (~Crllu/TIS/IZ/TI) = ' oxp (-2 L), (82)
which concludes the proof. O

Scenario 2: One Relevant Token and Confusing Weakly Relevant Tokens. This scenario is a
more extreme case compared to the first scenario. We consider the setting where the inputs in the
training data X have one relevant token, and all other tokens are the weakly relevant tokens that
have the confusing class signals, i.e., belong to W_y-.¢i). When the scale of the weakly relevant
token is constant, i.e. p = (1) < 1, then the averaged input x(*) could align with confusing
class signal p_y .y more than the true class signals py-.(:), depending on the sequence length 7.
The linear classifier v trained on such data fails completely to classify unseen samples X. In this
case, classification of the input sequence through token averaging fails, and selecting the token that
contains the most class-relevant token (relevant token) becomes essentially significant.

H.3 ADDITIONAL INFORMATION FOR SECTION[4.3]

We provide the supplementary notes for Section specifically focusing on the two reasons men-
tioned for the difficulties in the approach from the max-margin problem.

The first reason is that the optimization of the empirical loss function is a non-convex optimiza-
tion due to the softmax function, which does not guarantee global convergence. Without strong
assumptions on the initial values or the nature of the data, there is no guarantee that the weights will
converge to a max-margin solution (Tarzanagh et al., |2023bj | Vasudeva et al., 2024).

The second reason is concerned with the formulation of the following token separation problem:

argmin ||pll2 subjectto minp' W (xgz) - xgi)) > 1, Vi € [n],
pER? t#L; !

where tf € [T] is the token index to pick up for the input X, For the local solution of the
empirical loss function to match the max-margin solution of this problem, simplifying assumptions
are necessary, such as identical token scores y of unpicked tokens. In our analysis, the noise in the
token scores is significant for fitting the noisy data, so the difference in token scores among noise
vectors cannot be ignored. In addition, we consider a more general setting where there are multiple
relevant tokens, which have large token scores.

I ADDITIONAL EXPERIMENTS

1.1 SYNTHETIC EXPERIMENTS

In this section, we provide the additional results of the synthetic experiments in the main text.
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Figure 6: Heat-map of train loss and test loss under different signal norm ||t||2 and the dimension
d, after 20000 iterations. The yellow color indicates a higher loss value.

Validity of Conditions in Theorem 4.2} We first verify the conditions in Theorem Figure {4
shows the ratio of the left-hand side to the right-hand side of Eq. [0] when varying d and [|s||2. The
key point here is that the ratio exceeds 1 in all settings and training runs. The current setup is n = 20
and 1 = 0.2, with a small number of clean data in the same class, but the condition Eq{9]is expected
to hold more easily when n is larger. Figure [5]shows the ratio of each class term in Eq%[ scaled by
the number of clean data with the same label. In other words, it shows the following value:

EiECH ZOST’ST &t (') . |C_1|
|C+1| Ziéc_l ZOST’g‘r G (TI)

(283)

The ratio was approximately in the range of 0.5 to 2.5 in the trials conducted under the different
values of d and || pt||2,

More Detailed Experiments with varying d and ||ps[|>. Figure [6] shows the train and test loss
when varying the dimension d and the signal norm ||z1]|> under the same setting as in Section [3}
This figure shows that the balance between the dimension and the signal norm is significant for
achieving low train and test loss. In our paper, assuming this balance is satisfied (see assumptions in

Section[3.3]), we characterize the benign and harmful overfitting under two scenarios regarding label
noise.
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Table 3: Details of image datasets.

Dataset Number of Class Input Size Size of Step 1 Size of Step 2
MNIST 10 28 x 28 x 1 5000 500
CIFAR-10 10 32x32x3 5000 500
STL-10 10 96 x 96 x 3 3000 500
PneumoniaMNIST 2 28 x 28 x1 3000 500
BreastMNIST 2 28 x 28 x 1 300 100

Table 4: Details of natural language datasets.

Dataset ~ Number of Class  Average Word Count ~ Size of Step 1 Size of Step 2

SST-2 2 38 5000 500
AG-news 4 10 5000 500
TREC 6 10 3000 500

1.2 REAL-WORLD EXPERIMENTS

We further conducted real-world experiments on image and natural language datasets for classifica-
tion. For each task, we prepared the pre-trained ViT (Dosovitskiy et al.| [2021)) and BERT (Devlin
et al.} 2018) models using huggingface transformer library (Wolf et al.,2020). These models use the
default configuration; specifically, they consist of 12 attention layers, the embedding dimension is
set to 768, and the hidden dimension of the feed-forward layers is set to 3072. Since this is an exper-
iment on overfitted models, dropout was not performed in any layers during the following training.
We fine-tuned the models to the downstream tasks in the following two steps.

Step 1: Train only the classifier head on a subset of the training data without label noise.

Step 2: Train only the last attention weights on another subset of the training data with label noise.

In the first step, the classifier head is trained to adapt to the downstream task from the random initial
values in the pre-trained model. At this time, only the last classifier is trained and label noise is not
included. This step reflects our analysis setting in Section [3| that the linear head v is fixed in the
class signal direction p.

In the second step, only the last attention query-key weights are trained while keeping the classifier
head fixed. We trained models on a sub-dataset, including label noise, that does not overlap with that
in the first step until sufficient overfitting is achieved. This step can be corresponded to the settings
of our theoretical analysis in Section [3|as follows. If the output of the backbone model up to the
last attention layer is considered a fixed feature extractor, then the features of each data become the
input for the final attention layer, which is the trainable one-layer model. Since the output of the
CLS token position is passed to the classifier head, this setting corresponds to the scenario where
the attention weight W is trained for a CLS token’s feature p. We confirmed in Lemmal[A.6|that the
same results follow when optimizing p for a fixed W, which is the setting discussed in this paper.
However, strictly speaking, please note that there is a difference from the theoretical setting in that
the feature of the CLS token is not fixed for each data due to the use of an attention model as a
feature extractor.

The used datasets are described as follows. Since this experiment focuses on analyzing the general-
ization ability under overfitting, the sizes of the sub-datasets in Step 1 and Step 2 are set to small,
5000 and 500, respectively. For datasets with small sizes of training datasets, the smaller sizes are
used and explicitly stated in Tables[3]and

Image Dataset We conducted experiments on image classification on the following five datasets.
The MNIST (LeCun et al.,2010) dataset consists of gray-scale 28 x 28 images with 10 classes. Each
image is copied to form a 3-channel input and fed to the common image processor for the pre-trained
ViT model. The CIFAR-10 (Krizhevsky, [2009) is the dataset composed of 32 x 32 color images in
10 classes. These classes are mainly made up of vehicles and animals. The STL-10 dataset (Coates
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Table 5: Training loss and test accuracy when only the final attention query-key weights are trained
on a sub-dataset containing label noise (after Step 2). The results show the average over three
different runs with the standard deviation. The test accuracies are highlighted in bold.

Dataset Metric Label Noise Ratio
0.0 (Ideal) 0.1 0.2 0.3 0.4
MNIST Loss (train)  0.01+0.00  0.10+0.03 0.26+0.10 0.42+0.16 0.60+0.23

Acc (test) 93.7+0.4 91.44+06 89.0+0.6 87.2+08 85.9+0.9

Loss (train)  0.00+0.00  0.24+0.03 0.48+0.07 0.70+0.11  0.92+0.14
Acc (test) 96.5+0.1 95.7+0.1  95.0t02 94.2402 93.5+04

Loss (train)  0.00+0.00  0.32+0.04 0.64+0.14 0.90+0.23 1.14+0.29
Acc (test) 99.5+0.0 99.2+0.1  99.0+0.1 98.8+02 98.4+02

Pneumonia Loss (train)  0.00+0.00  0.04+0.01  0.08+0.04 0.12+0.06 0.14+0.07
MNIST Acc (test) 82.8+0.8 84.0+0.3 83.3+15 80.2+15 80.2+1.7

Breast Loss (train)  0.1940.02  0.21+0.01  0.20+0.01  0.23+0.01  0.22+0.01
MNIST Acc (test) 81.4+1.8 80.8+2.4 78.0+1.3 78.0+16 78.6+1.3

Loss (train)  0.06+0.01  0.09+0.02  0.10+0.03  0.09+0.01  0.10+0.01

CIFAR-10

STL-10

SST2 “Acc(test)y  73.7tos 72.5i1s 69914 68.6+15 66.5:2.
AG Loss (train)  0.00+0.00  0.00+0.00 0.00+0.00 0.00+0.00 0.00+0.00
MEWS  Acc (test)  83.9+0.5  79.6+0.8 T4.3+14 69.9+18 64.8+15
TREC Loss (train)  0.00+0.00  0.04+0.00 0.09+0.02 0.15+0.03 0.20+0.03

Acc (test) 84.3+0.4 779+10 73.9+06 T1.5+16 68.2+1.3

et al.L 2011) is also a 10-class classification dataset inspired by the CIFAR-10, but each image has a
size of 96 x 96 pixels. Finally, we focused on the MedMNIST (Yang et al.,|2023) dataset, specifically
using PneumoniaMNIST and BreastMNIST, which are tasks for disease detection. Both datasets
consist of 28 x 28 gray-scale images similar to MNIST, and they are binary classification settings
based on the presence or absence of disease. Table E] summarizes the details of these datasets, as
well as the sizes of the sub-datasets used in Step 1 and Step 2.

Furthermore, we provide comments on how our data model, based on relevant, weakly relevant, and
irrelevant tokens defined in Definition [3.1] corresponds to the input images. For example, consider
the case of cancer detection using medical images such as MedMNIST. In this case, the patches
directly indicating cancer, such as tumors or lesions, can considered relevant tokens. The patches
showing enlarged lymph nodes or inflammatory signs, which often co-occur with cancer but are
not definite, can be categorized as weakly relevant tokens. Meanwhile, the patches showing normal
tissue or background anatomy, which are irrelevant to the task, correspond to irrelevant tokens.

Natural Language Dataset We conducted experiments on sentence classification in natural lan-
guage in addition to image data. The SST-2 (Socher et al, 2013) from GLUE benchmark (Wang
et al.,|2019) is the dataset for the sentiment analysis, i.e., binary classification with positive and neg-
ative. The AG-news (Zhang et al.,|2015) is the dataset for the topic classification of news articles.
It has four largest classes: “world”, “sports”, “business”, and “science/technology”. The TREC (L1
& Roth| [2002) dataset is the dataset for question classification in 6 classes. Each question is labeled
based on the content and the question type. The details of these datasets are summarized in Table[d]
Note that the text data can also correspond to the data model in the paper based on the relevance of
each word to the class, similar to the case of images.

The experimental results are provided in Table 5} During the training, the AdamW optimizer
(Loshchilov & Hutter, 2019) was used with a learning rate of 5e—5, along with linear warmup
and learning rate decay. For all datasets, we trained the classification head for 250 epochs in Step
1, and we trained only the last attention query-key weights for 200 epochs in Step 2. In Step 2,
we increased 100 epochs for every 0.1 increase in label noise ratio because the convergence speed
slows down with data containing label noise. Table [5] presents the test accuracy after Step 2, where
the model is sufficiently trained on the noisy sub-datasets. The training loss is included in the table
to see the degree of fit to the training set. Please note that in this setup, since only the query-key
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weights are trained while value matrices and feed-forward layers are fixed, the scale of outputs does
not change, and it is not possible to reduce the training loss to 0 depending on the dataset.

We first discuss the degree of overfitting observed in our experiments. For tasks such as MedMNIST
(pneumonia, breast) and text classification, the model shows relatively higher overfitting on the noisy
dataset. In contrast, for datasets such as MNIST, CIFAR10, and STL-10, we can see that fitting data
with label noise is difficult when only the query-key weights of the final layer are trained. The
potential reasons for these differences are the following.

1. Dataset: As shown in Thoerem [4.1] fitting label noise requires the presence of tokens that
can explain the label noise. This scenario becomes difficult with random label noise as in
this experiment setup. The model may overfit more extensively with label noise arising
from the presence of confusing tokens, such as annotation errors.

2. Feature extractor: In this experiment, we treat the backbone model up to the last layer as a
fixed feature extractor. By the same reason in the first point, if the feature extractor effec-
tively suppresses the influence of noisy tokens, overfitting becomes inherently difficult.

3. Parameter size: Overparameterization is essential to select noisy tokens over relevant to-
kens, leading to overfitting. Achieving more overfitting requires increasing the parameter
size from the attention dimension 768 in this experiment. Please also refer to our theoretical
assumptions, such as assumption (A’l), in the main text.

We also discuss the generalization ability in this result. Compared to the ideal setting where there
is no label noise, datasets such as PneumoniaMNIST, CIFAR10, STL-10, BreastMNIST, and SST-2
exhibit minimal changes of generalization error in 0.1 noise ratio. On the other hand, datasets like
AG-news and TREC show more significant decreases in generalization ability. In the following, we
provide the potential factors contributing to these differences.

1. Presence of tokens fitting label noise: When no tokens exist to fit the label noise, the model
not only fails to overfit but also avoids selecting the desirable tokens to reduce the training
error. This worsens the generalization of the model.

2. Signal strength: If the class signal is insufficiently captured, the noisy components learned
to select noisy tokens to fit label noise may interfere with the selection of truly relevant
tokens, leading to a decline in generalization ability. Please also see assumption (A’2) in
the main text.

3. Parameter size: As mentioned in the overfitting part, further overparameterization increases
the signal strength and noisy components relative to the noisy dataset size n, thereby bridg-
ing the gap between the setting of this experiment and the theory in the main text.

Additionally, the table shows that the generalization error increases with the label noise. In our
Theorem .2} the condition Eq. [TT] addresses the balance of contributions between clean and noisy
samples, but the possible constant C'; becomes smaller as label noise increases, under the same
setting of model and datasets.
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