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Abstract

Fine-tuning is a crucial process for adapting large language models (LLMs) to
diverse applications. In certain scenarios, such as multi-tenant serving, deploying
multiple LLMs becomes necessary to meet complex demands. Recent studies
suggest decomposing a fine-tuned LLM into a base model and corresponding
delta weights, which are then compressed using low-rank or low-bit approaches
to reduce costs. In this work, we observe that existing low-rank and low-bit
compression methods can significantly harm the model performance for task-
specific fine-tuned LLMs (e.g., WizardMath for math problems). Motivated by the
long-tail distribution of singular values in the delta weights, we propose a delta
quantization approach using mixed-precision. This method employs higher-bit
representation for singular vectors corresponding to larger singular values. We
evaluate our approach on various fine-tuned LLMs, including math LLMs, code
LLMs, chat LLMs, and even VLMs. Experimental results demonstrate that our
approach performs comparably to full fine-tuned LLMs, surpassing both low-rank
and low-bit baselines by a considerable margin. Additionally, we show that our
method is compatible with various backbone LLMs, such as Llama-2, Llama-3,
and Mistral, highlighting its generalizability. 3

1 Introduction

Large language models (LLMs) (Touvron et al., 2023; Jiang et al., 2023) are increasingly becoming
the standard for a wide range of downstream tasks (Luo et al., 2023a; Yu et al., 2023; Wei et al.,
2023; Luo et al., 2023b; Liu et al., 2024a; Wang et al., 2023), significantly surpassing conventional
small models. To meet the demands of various application domains and scenarios, many researchers
direct their attention to developing advanced alignment or adaptation algorithms together with diverse
training data to learn aligned LLMs based on generally pre-trained models. For instance, Luo
et al. (2023a) propose a reinforcement learning from evol-instruct feedback (RLEIF) method to
construct LLMs with strong mathematical reasoning abilities. Similarly, Yu et al. (2023) employ a
bootstrapping method to diversify mathematical questions and then fine-tune open-source LLMs to
build mathematical models. For code generation, Luo et al. (2023b) adapt the evol-instruct method
to the coding domain, resulting in the WIZARDCODER model, which demonstrates superior coding
abilities compared to generally trained LLMs. Additionally, Wei et al. (2023) enhance the capabilities
of open-source code LLMs by using automatically generated high-quality instruction data based on
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Figure 1: Left: illustration of BitDelta (Liu et al., 2024b), which employs 1-bit quantization for all
the delta weights. Middle: illustration of low-rank compression (Ryu et al., 2023b), retaining the
top-k singular values and the corresponding singular vectors. Right: illustration of the proposed
Delta-CoMe method, which represents the singular vectors of larger singular values using high-bit
vectors while compressing the singular vectors of smaller singular values into low-bit representations.
This method is inspired by the long-tail distribution of singular values in delta weights.

existing code snippets. Wang et al. (2023) utilize various resources of mixed quality and design a
new conditioned reinforcement learning fine-tuning method to train the OPENCHAT model. Beyond
the text modality, some studies propose fine-tuning pre-trained LLMs to understand other modalities.
For instance, Liu et al. (2024a) construct a multi-modal instruction tuning dataset and develop the
LLAVA model, which can understand both text and images.

Building on the aforementioned alignment approaches, LLMs are endowed with specialized capabili-
ties that align with distinct user demands and application requirements (Liu et al., 2024b). In certain
scenarios, deploying multiple LLMs with different abilities is necessary. For example, in multi-tenant
serving, different LLMs may be needed to satisfy various users. Additionally, some complex tasks
consist of multiple sub-tasks, each requiring different model capabilities. To address these tasks, we
should organize and deploy a group of LLMs simultaneously. A straightforward question arises: why
not use a single general LLM that encompasses all the necessary capabilities? For example, we could
develop one model that can both understand images and generate code programs. To our knowledge,
LLMs with various capabilities (e.g., GPT-44) typically have an enormous number of parameters,
making them impractical for resource-limited situations (e.g., edge-side scenarios).

In pursuit of this objective, a field of research advocates for the minimization of expenses associated
with multi-model serving. Delta-compression emerges as a crucial and viable approach in this context,
offering the potential to decrease both storage requirements and GPU memory utilization in scenarios
involving multiple models. The primary objective of delta-compression is to minimize the size of the
delta weights between aligned and pre-trained LLMs (e.g., LLAMA-2-CHAT and LLAMA-2). Ryu
et al. (2023b) identify the low-rank nature of delta weights and enhance storage efficiency through
low-rank approximation. Alternatively, Liu et al. (2024b) propose a 1-bit quantization approach,
termed BitDelta, to further reduce the size of delta weights. They validate the effectiveness of
BitDelta across various chat models, including LLAMA-2-CHAT (Touvron et al., 2023), VICUNA5,
and WIZARDLM (Xu et al., 2023). In this work, we reassess the performance of both low-rank
and low-bit delta-compression methods across a diverse range of aligned LLMs, encompassing
mathematical, coding, chat, and multi-modal LLMs. Our experimental results (e.g., Table 3) reveal
that current low-rank and low-bit compression techniques may significantly degrade the performance
of aligned LLMs. These results motivate us to explore more advanced delta-compression methods
capable of achieving performance nearly equivalent to the aligned LLMs before compression.

Inspired by the long-tail distribution of singular values, as illustrated in Figure 1, we propose
allocating higher-bit representations for singular vectors associated with larger singular values, given
their greater impact on the approximation of delta weights prior to compression. Conversely, for
singular vectors associated with smaller singular values, we employ low-bit formats to reduce the
delta size. For singular values that are extremely small, we omit the corresponding singular vectors
altogether. The resulting method, which we term Delta-CoMe, can be viewed as a hybrid of low-
rank and low-bit compression techniques. Delta-CoMe outperforms both the low-rank compression
method and BitDelta. Moreover, our method achieves performance comparable to that of the full
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aligned LLMs. For instance, Delta-CoMe attains an average score of 53.2 across eight representative
tasks, closely matching the average score of 53.5 achieved by the aligned LLMs. In comparison, the
scores of the low-rank and low-bit baselines are 47.8 and 49.3, respectively.

Further, we compare the performance of the involved delta-compression methods to LoRA (Hu et al.,
2022), a widely-used delta-tuning approach (Wang et al., 2024). The primary distinction between
delta-compression and delta-tuning is that delta-compression first optimizes the full model and then
converts the modified weights into a lightweight module, reducing inference costs in multi-model
settings. In contrast, delta-tuning primarily aims to lower training costs. Our experimental results
demonstrate that the proposed Delta-CoMe method significantly outperforms LoRA, with scores
of 41.9 versus 29.8, respectively. These results suggest that delta-compression can deliver superior
performance in multi-model settings compared to delta-tuning.

Finally, Delta-CoMe can achieve more than 10× GPU memory and disk storage savings, enabling
the deployment of multiple models with limited resources. For practical application, we implement
a Triton (Tillet et al., 2019) kernel tailed for Delta-Come, achieving approximately a 3× speedup
compared to the PyTorch implementation.

Our contribution can summarized as follows:

• We propose a mixed-precision delta-compression method that employs varying bit-widths
for different singular vectors based on their singular values;

• We validate the effectiveness of the proposed method across different types of aligned LLMs
of varying sizes, including mathematical, coding, chat, and multi-modal LLMs;

• We conduct in-depth analyses to understand the superior performance of our method over
low-rank and low-bit baselines. Our method can also outperform delta-tuning approaches
such as LoRA, demonstrating that the proposed delta-compression method is more practical
for multi-model serving scenarios.

• We verify that the proposed method can achieve over 10× saving in GPU memory and
disk storage. By constructing a Triton kernel, we can achieve approximately a 3× speedup,
demonstrating the hardware compatibility of Delta-CoMe.

2 Related Work

2.1 Delta-Compression

Recently, delta-compression has garnered increasing interest in the LLM community due to its ability
to substantially diminish the storage and inference expenses associated with serving multiple models.
GPT-Zip extends the GPTQ approach (Frantar et al., 2023) to compress the delta weights between
aligned models and the backbone model, successfully using 2-bit delta weights to approximate
the model. Additionally, they sparsify the quantized delta weights to further reduce storage costs.
However, the sparsification technique can hardly reduce GPU memory usage during inference.
Similarly, Yu et al. (2024) find that dropping the majority of the delta weights has a limited effect on
the performance of aligned LLMs. Ryu et al. (2023a) identify the low-rank property of delta weights
and propose reducing the storage requirements of aligned LLMs through low-rank approximation.
Yao & Klimovic (2023) adopt the concept of delta-compression to develop a multi-tenant serving
system, DeltaZip. Most recently, Liu et al. (2024b) introduced BitDelta, which successfully quantizes
the delta weights into 1-bit. However, they only examined the performance of this compression
method using chat LLMs, leaving a wide range of other types of aligned LLMs unexplored. In this
work, we propose leveraging the benefits of both low-rank and low-bit compression methods by using
varying bit-widths to represent different components of the delta weights. We evaluate representative
low-rank and low-bit delta-compression methods across various types of aligned LLMs to provide a
comprehensive comparison of these methods.

2.2 Model Compression with Mix-Precision

Using mixed-precision to compress the model weights is an effective technique that has been
investigated in many previous studies. SpQR (Dettmers et al., 2023) isolates a small number of outlier
weights and retains them with high-precision, while keeping the other weights at low-precision,
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resulting in a significant performance improvement. Based on activations, Agile-Quant (Shen et al.,
2024) utilizes token pruning to achieve mixed-precision quantization of both weights and activations.
Bablani et al. (2023) propose employing varying bit-widths for different layers of the model, while
Yao et al. (2021) propose quantizing activations and model weights with different precisions. In
this work, we propose using mixed-precision compression for different singular vectors of the delta
model, marking the first method to introduce mixed-precision compression for delta weights.

3 Approach
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Figure 2: Illustration of Delta-CoMe, where we utilize varying bit-widths for singular vectors with
different singular values. Singular vectors corresponding to larger singular values are assigned higher
bit-widths. For extremely small singular values, we omit the singular vectors (i.e., 0-bit).

3.1 Preliminaries

For a backbone LLM θb, we can customize it into an aligned model θa for a specific purpose using
advanced alignment algorithms (Xu et al., 2023; Luo et al., 2023a; Yu et al., 2023; Luo et al., 2023b;
Wei et al., 2023; Liu et al., 2024a). In some practical scenarios, as mentioned in Section 1, we may
need to deploy multiple LLMs at the same time. Formally, we should store and deploy a series of
aligned LLMs

{
θ
(1)
a , · · · ,θ(N)

a

}
, where N is the number of aligned models. The total size of the

group of aligned models is N ×M , where M is the size of one model. We use ∆ to represent the
delta weights between the aligned model and the backbone model, which is given by

∆(n) = θ(n)
a − θb, (1)

where θ(n) is the n-th aligned LLM. Note that the sizes of ∆(n), θ(n)
a , and θb are the same.

Delta-compression aims to compress the delta weights ∆(n) into ∆̂(n), where the latter has signifi-
cantly fewer parameters. After delta-compression, we can only maintain one backbone model and
N compressed delta models:

{
θb, ∆̂

(1), · · · , ∆̂(N)
}

. The total size is decreased from N ×M to
(1 + αN) ×M , where α is the compression ratio. During inference, we can restore each aligned
LLM in the following way:

θ̂(n)
a = θb + ∆̂(n). (2)

For a good delta-compression method, we expect it can achieve a smaller α, while making θ̂
(n)
a attain

comparable performance with θ
(n)
a . BitDelta (Liu et al., 2024b), to our knowledge, is the most recent

study that successfully quantizes delta weights into 1-bit, which means that α = 1/16 when the
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original aligned model is represented by FP16 or BF16. In this work, we propose to improve the
performance of delta-compression methods by inducing mixed-precision quantization, which will be
detailed in the following sub-sections.

3.2 Delta Decomposition

Previous works have investigated mixed-precision model compression methods at the token (Shen
et al., 2024) or layer level (Bablani et al., 2023). For delta-compression, we propose employing
mixed-precision for different singular vectors. We first use the SVD algorithm to decompose each
delta matrix:

∆W = UΣV⊤, (3)

where ∆W ∈ Rhout×hin , U ∈ Rhout×hout , Σ ∈ Rhout×hin , V ∈ Rhin×hin . Intuitively, the singular
vectors associated with larger singular values have a greater impact on the approximation of the delta
matrix ∆W, we thus spend more bits for these vectors to reduce the quantization error.

3.3 Mixed-Precision Quantization

Some representative quantization methods, such as GPTQ (Frantar et al., 2023), aims to minimize the
following objective:

Ŵ = Quantk(W,X) = argmin
Ŵ

||WX− ŴX||2, (4)

where X ∈ Rhin is the input to the parameter W and Ŵ is the corresponding quantized parameter.
We use Quantk to denote the k-bit quantization algorithm. In this work, we employ the widely-used
GPTQ method with group_size = 128 for cases where k > 1, and BitDelta for 1-bit quantization. For
a certain group of singular vectors, let rbegin and rend represent the start and end indices, respectively.
The quantization of the singular vectors can be given by

V̂[:, rbegin : rend]
⊤ = Quantk(V[:, rbegin : rend]

⊤,X),

Û[:, rbegin : rend] =

Quantk(U[:, rbegin : rend],Σ[rbegin : rend, rbegin : rend]V̂[:, rbegin : rend]
⊤X).

(5)

As illustrated in Figure 2, we use varying quantization bits for different groups of singular vectors.
By employing different mixed-precision strategies, we can control the trade-off between achieving a
small delta size and maintaining high performance. We will provide more details about the exploration
of the mixing strategy in Section 5.1.

4 Experimental Setup

To thoroughly investigate the proposed delta-compression method Delta-CoMe and the involved
baselines, we examine the performance of different methods across several tasks, which are typical
applications of recent aligned LLMs.

4.1 Tasks

Mathematical Problem Solving Solving mathematical problems is a challenging task for modern
LLMs. For this task, we employ GSM8K (Cobbe et al., 2021) and MATH (Hendrycks et al., 2021) as
the evaluation datasets, which are among the most popular mathematical benchmarks for LLMs. The
reported score is accuracy, which is estimated by comparing the ground-truth number with the result
calculated by the model.

Code Generation The ability to process code is crucial for numerous practical applications,
including data analysis and LLM-based agents. For this task, we use HumanEval (Chen et al., 2021)
and MBPP (Austin et al., 2021) as the evaluation datasets, which are widely used in recent studies.
The reported score is the pass rate, indicating that the model-generated code can successfully run the
test cases in one pass (i.e., pass@1).

5



Chat The chat ability enables LLMs to interact with users, providing helpful and safe suggestions
or responses based on the user’s requests. A good chat model is expected to be well aligned
with human preferences. For evaluating chat LLMs, we select TruthfulQA (Lin et al., 2022) and
SafetyBench (Zhang et al., 2023) as the evaluation datasets, which measure helpfulness and safety,
respectively. The reported score is the accuracy, indicating that the choice of the model is correct.

Multi-Modal Chat Vision-language models (VLMs) are attracting increasing attention due to their
ability to process both text and images. Most recent VLMs are based on pre-trained visual encoders
and language models, with the language models fine-tuned to understand the visual signal. For this
task, we use GQA (Hudson & Manning, 2019) and TextVQA (Singh et al., 2019). The reported score
is the accuracy, indicating that the choice of the model is correct.

4.2 Models

Table 1: Selected backbone and aligned models for the examined four tasks.

Task 7B Models 13B Models

Backbone Aligned Backbone Aligned

Math LLAMA-2 WIZARDMATH-V1.0 LLAMA-2 WIZARDMATH-V1.0
Code CODELLAMA-PY MAGICODERS-CL CODELLAMA-PY WIZARDCODER-PY-V1.0
Chat LLAMA-2 LLAMA-2-CHAT LLAMA-2 LLAMA-2-CHAT
Multi-Modal VICUNA-V1.5 LLAVA-V1.5 VICUNA-V1.5 LLAVA-V1.5

For the four tasks, we provide the backbone and aligned models in Table 1. All the model weights
are open-sourced by the authors. We use both 7B and 13B models to make a thorough comparison
between different delta-compression models. During inference, we use greedy search.

4.3 Baselines

We employ two representative baselines, including SVD-based low-rank compression and Bit-
Delta (Liu et al., 2024b). For the low-rank baseline, we re-implement the method, while for BitDelta,
we use the code open-sourced by the authors.6 All methods are evaluated on NVIDIA A100 GPUs.

5 Experimental Results

5.1 Exploration of Mixed-Precision Strategies Table 2: Comparison of different mixed-
precision strategies.

# Precision Setting GSM8K

Single

1 45.6
2 50.6
3 51.8
4 51.6
8 47.8
16 43.3

Double

16 + 3 52.5
8 + 3 53.1
4 + 3 52.2
3 + 2 52.3

Triple
16 + 8 + 3 53.2
8 + 4 + 3 52.2
8 + 3 + 2 53.6

To determine which bit-width to use and how many
singular vectors to quantize, we conduct a preliminary
experiment using different mixed-precision strategies.
We examine three types of strategies: single-precision,
double-precision, and triple-precision settings. The size
of the compressed delta remains consistent across all
settings. For single-precision compression, we set rbegin
to 0, and rend is set to guarantee that the delta size is the
same as BitDelta (Liu et al., 2024b). In other words, the
compression ratio α for all settings is 1/16. Formally, for
a delta matrix ∆W ∈ Rhout×hin , rbegin and rend are set
to satisfy the following equation:

k× (rend − rbegin)(hout + hin) = 16×αhouthin, (6)

where α is set to 1/16 in our experiments, which is the
same as BitDelta. In double-precision settings, rbegin
and rend are set to 0 and 2, respectively, for the first precision. For the second precision, rbegin

6https://github.com/FasterDecoding/BitDelta.
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is set to 2, and rend is adjusted so that the total delta size is 1/16 of the uncompressed delta. In
triple-precision settings, rbegin and rend are set to 0 and 2, respectively, for the first precision. rbegin
and rend are set to 2 and 34, respectively, for the second precision. For the third precision, rbegin is
set to 34, and rend is adjusted so that the total delta size is 1/16 of the uncompressed delta. Since the
diagonal matrix Σ occupies little storage, the averaged bit-width for triple-precision compression is
approximately

hout + hin

houthin

3∑
i=1

k(i)(r
(i)
end − r

(i)
begin). (7)

We conduct experiments on the math task, and the results are shown in Table 2. We find that the
3-bit setting performs best among the single-precision settings. Therefore, we keep the 3-bit setting
and add other bit-widths to form double-precision settings. Among the double-precision settings,
"8+3" achieves the highest score, which is then combined with an additional bit-width to form
triple-precision settings. We find that the best double-precision setting can outperform the best
single-precision setting, and the best triple-precision setting achieves the highest score across all the
examined settings. We use “8+3+2” as the default setting in the following experiments.

5.2 Main Results

Tables 3 and 4 show the performance of different delta-compression methods on 7B and 13B
models, respectively. Across all tasks, Delta-CoMe outperforms both baselines. While BitDelta (Liu
et al., 2024b) can achieve near lossless performance on chat models, it significantly degrades
the performance of math and code LLMs, a phenomenon not investigated by Liu et al. (2024b).
Surprisingly, our method achieves good performance in the delta-compression of VLMs. To our
knowledge, we are the first to investigate delta-compression for VLMs.

Table 3: The performance of different delta-compression methods on 7B aligned models.

Method α
WIZARDMATH MAGICODERS-CL LLAMA-2-CHAT LLAVA-V1.5 Ave.
GSM8K MATH HumanEval MBPP SafetyBench TruthfulQA GQA TextVQA

Backbone 1 11.0 2.9 38.4 47.6 41.7 38.9 n/a n/a n/a
Aligned 1 55.2 10.9 70.7 69.2 59.5 44.6 62.0 58.2 53.5

Low-Rank 1/16 43.2 8.0 56.7 65.7 55.4 42.5 57.7 53.3 47.8
BitDelta 1/16 45.6 8.6 57.3 65.9 59.3 41.1 59.7 56.9 49.3
Delta-CoMe 1/16 53.6 10.3 67.1 67.9 59.8 47.0 61.7 58.5 53.2

Table 4: The performance of different delta-compression methods on 13B aligned models.

Method α
WIZARDMATH WIZARDCODER LLAMA-2-CHAT LLAVA-V1.5 Ave.
GSM8K MATH HumanEval MBPP SafetyBench TruthfulQA GQA TextVQA

Backbone 1 17.8 3.9 43.3 49.0 55.0 37.3 n/a n/a n/a
Aligned 1 63.9 14.0 60.4 66.9 62.7 43.9 63.2 61.3 54.5

Low-Rank 1/16 54.2 9.4 53.0 66.9 62.3 43.7 60.2 58.3 51.0
BitDelta 1/16 54.8 10.6 51.8 64.2 62.6 41.6 60.9 60.3 50.9
Delta-CoMe 1/16 58.9 12.8 57.9 67.2 62.9 44.1 63.1 61.2 53.5

5.3 Results on More Backbone Models

To investigate the generalization abilities of the delta-compression methods, we conduct experiments
on aligned models based on other representative backbone LLMs. For additional backbones, we
utilize MISTRAL-7B-V0.1 (Jiang et al., 2023) and LLAMA-3-8B7. The corresponding aligned

7https://huggingface.co/meta-llama/Meta-Llama-3-8B.
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Table 5: Results on other representative backbones. The backbone of OPENCHAT-3.5-0106 (Wang
et al., 2023) is MISTRAL-7B-V0.1 (Jiang et al., 2023). Both MISTRAL-7B-V0.1 and LLAMA-3-8B
are widely-used open-source LLMs.

Method α
OPENCHAT-3.5-0106 LLAMA-3-8B-INSTRUCT Ave.

GSM8K HumanEval TruthfulQA SafetyBench GSM8K HumanEval TruthfulQA SafetyBench

Backbone 1 52.2 28.7 61.0 42.1 44.8 33.5 43.6 43.9 43.7
Aligned 1 77.1 73.2 78.4 61.0 78.5 61.6 68.2 51.6 68.7

Low-Rank 1/16 50.5 52.4 76.9 49.0 68.3 46.3 67.5 51.3 57.8
BitDelta 1/16 70.3 54.9 78.4 50.0 67.6 56.1 68.6 50.2 62.0
Delta-CoMe 1/16 74.8 59.8 78.9 62.6 77.1 60.4 69.1 51.8 66.8

models are OPENCHAT-3.5-0106 (Wang et al., 2023) and LLAMA-3-8B-INSTRUCT, respectively.
As shown in Table 5, our proposed Delta-CoMe method maintains superior performance over the two
baselines, demonstrating its generalization ability.

5.4 Delta-Compression vs. Delta-Tuning

A closely related area to delta-compression is delta-tuning. While delta-tuning primarily aims to
reduce the training cost of LLMs, delta-compression focuses on reducing the storage and inference
cost for multi-model serving. It remains unclear whether delta-compression outperforms delta-tuning
when using the same delta size. To investigate this, we trained LoRA (Hu et al., 2022) modules for
all model parameters to compare delta-compression with delta-tuning. We set the LoRA rank to 128
and the scale factor to 16, using a cosine warmup schedule with a warmup ratio of 0.04 and a peak
learning rate of 1e-4. For each task, we trained the LoRA for 3 epochs. For mathematical LoRA,
the training dataset is from Yu et al. (2023), which consists of 395K training examples. For code
LoRA, the training set is from Wei et al. (2023), which contains 186K training examples. For a fair
comparison, we fine-tune all model parameters using the same dataset as used for LoRA training. We
then apply different delta-compression methods to both the fine-tuned mathematical and code LLMs.

Table 6: Comparison between LoRA and delta-compression
methods.

Method Math Code Ave.
GSM8K MATH HumanEval MBPP

Backbone 11.0 2.9 10.5 17.7 10.5
Aligned 65.4 18.6 43.2 44.9 43.0

LoRA 58.3 11.4 17.6 31.8 29.8
Low-Rank 54.8 5.5 26.2 42.6 32.3
BitDelta 47.8 10.7 26.2 41.9 31.7
Delta-CoMe 65.1 18.0 39.6 44.9 41.9

Table 6 shows the results of both
delta-tuning and delta-compression
methods. The results reveal that
LoRA achieves superior performance
compared to the low-rank com-
pression approach and BitDelta in
the mathematical task. However,
when it comes to the coding task,
LoRA exhibits lower performance
than both low-rank compression
and BitDelta. By contrast, our
proposed delta-compression method
(i.e., Delta-CoMe) consistently out-
performs LoRA across all four bench-
marks. Specifically, the performance of our method is close to that of the uncompressed aligned
models (41.9 vs. 43.0), while the average score of LoRA is only 29.8. These results imply that
learning an aligned model and then compressing it can achieve better results than delta-tuning.

5.5 Inference Speed and Memory Cost

For practical applications, we also examine the inference speed and memory cost of Delta-CoMe.
In terms of inference speed, we implement a Triton kernel. Figure 3 shows the inference time of
the PyTorch and Triton implementation of Delta-CoMe. Overall, we can achieve approximately a
3× speedup across different settings. As Figure 3a shows, we first conduct an ablation experiment
on varying batch sizes. Our implemented Triton kernel is consistently faster than the PyTorch
implementation with different batch size settings. As Figure 3b depicts, we conduct an ablation
experiment on hidden size to verify the adaptability of the Triton kernel to models of different sizes.
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The Triton kernel can maintain a substantial speedup across different hidden sizes, demonstrating its
ability to adapt to various models.

2 3 4 5 6 7 8 9 10
Batch Size

0.0

0.2

0.4

0.6

0.8

1.0

In
fe

re
nc

e 
Ti

m
e 

(m
s)

Pytorch
Triton

(a) Effect of batch size.

1000 2000 3000 4000 5000
Hidden Size

0.0

0.2

0.4

0.6

0.8

1.0

In
fe

re
nc

e 
Ti

m
e 

(m
s)

Pytorch
Triton

(b) Effect of hidden size.

Figure 3: Inference time of the PyTorch and Triton implementation of Delta-CoMe.

Table 7: GPU memory cost (GB).

Num. of Models w/o DC w/ DC

2 26.67 15.54
4 52.24 18.17
8 OOM 23.44

16 OOM 33.95
32 OOM 55.06
50 OOM 78.70

In Table 7, we show the GPU memory cost of deploying
multiple aligned models that are fine-tuned from LLAMA-
2-7B. The model parameters are represented in BF16
on a single 80G GPU. Without delta compression, a
single GPU can not support 8 models, let alone more
models. Using our proposed delta-compression method,
we can load up to 50 models into one GPU, significantly
reducing the deployment cost.

6 Analysis

6.1 Analysis of Quantization Error

To better understand the performance of various delta-compression methods, we estimate the quanti-
zation error as defined in Eq. (4). It is important to note that the error we calculate differs from that
of GPTQ. Specifically, we use the mean square error between the activations of the uncompressed
aligned model and those of the combination of the backbone model and the compressed delta model.
The error is estimated on the GSM8K test set using WIZARDMATH-7B-V1.0 as the aligned model
and LLAMA-2-7B as the backbone model. Since different layers have varying impacts on the final
output (Wu et al., 2023), we distinguish low-, medium-, and high-layers when estimating the average
quantization error. Specifically, the first 11 layers are designated as low-layers, the 12th to 22nd
layers as medium-layers, and the last 10 layers as high-layers. Moreover, as outliers play a critical
role in model compression (Dettmers et al., 2023; Lin et al., 2023), we also calculate the average
error on outlier parameters. For each delta matrix ∆W, we select the top 1% of columns with the
largest absolute values as outliers. Table 8 presents the results. We find that the average error of
our methods (i.e., "Single" and "Triple") is substantially lower than both the low-rank baseline and
BitDelta. Furthermore, the error of "Triple" is consistently less than that of "Single," reaffirming the
necessity of mixed-precision compression for delta weights.

6.2 Case Study

We also present a detailed case study in Figure 4. Three delta-compression methods are examined:
BitDelta, single-precision compression, and triple-precision compression. The reference answer is
"104 hours". We observe that BitDelta makes mistakes initially, while single-precision compression
generates an incorrect intermediate result at the second reasoning step. In contrast, our mixed-
precision delta-compression method calculates the correct final answer.
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Table 8: Approximation errors (×10−2) at the activation level for different model parameters. “Low”,
“Medium”, “High” represent low-, medium-, and high-layers, respectively. “All” means the error
averaged across all the parameters, while “Out.” denotes the average error estimated only on outliers.

Param Attn.Q_Proj Attn.K_Proj

Layer Low Medium High Low Medium High

Type All Out. All Out. All Out. All Out. All Out. All Out.

Low-Rank 0.75 2.24 4.24 14.31 4.47 10.28 0.87 9.90 4.79 34.04 4.82 31.41
BitDelta 0.97 2.48 4.66 14.48 4.84 10.01 1.09 10.34 5.16 33.03 5.14 28.06
Single 0.20 0.74 1.37 5.11 1.24 3.36 0.23 3.19 1.52 11.30 1.36 8.48
Triple 0.13 0.28 0.54 1.07 0.71 0.88 0.15 0.56 0.58 1.99 0.73 2.10

Param Attn.V_Proj Attn.O_Proj

Layer Low Medium High Low Medium High

Type All Out. All Out. All Out. All Out. All Out. All Out.

Low-Rank 0.41 3.61 1.84 8.27 2.93 4.64 0.01 0.13 0.10 0.39 0.38 5.94
BitDelta 0.45 3.60 1.95 8.02 3.18 4.85 0.01 0.13 0.11 0.44 0.37 5.45
Single 0.14 1.42 0.65 3.58 0.79 1.45 0.00 0.04 0.03 0.10 0.10 1.60
Triple 0.04 0.12 0.21 0.35 0.52 0.61 0.00 0.01 0.02 0.05 0.06 0.92

Param FFN.Up_Proj FFN.Gate_Proj

Layer Low Medium High Low Medium High

Type All Out. All Out. All Out. All Out. All Out. All Out.

Low-Rank 0.13 0.86 0.93 3.43 2.20 11.45 0.10 0.26 0.79 1.12 1.87 9.74
BitDelta 0.18 0.97 1.06 3.84 2.38 12.22 0.13 0.31 0.90 1.26 2.02 11.74
Single 0.03 0.17 0.27 1.08 0.56 3.10 0.02 0.06 0.23 0.35 0.47 2.14
Triple 0.03 0.11 0.15 0.49 0.39 2.01 0.02 0.03 0.14 0.15 0.35 1.64

"Question": A article takes an 
average of 4 hours. she wrote 5 
articles on Monday and  2/5 times 
more articles on Tuesday than on 
Monday. On Wednesday, she 
wrote twice the number of articles 
she wrote on Tuesday. Calculate 
the total number of hours.

"Answer": on Tuesday she wrote 
2/5* 5 = 2 more articles. The total 
number on Tuesday is 5+2 = 7. On 
Wednesday, the number was twice 
on Tuesday, so it was 2*7 = 14 
articles. She wrote 5+7 +14 = 26 
articles. each article takes her 4 
hours, she spent 4*26 = 104 
hours.#### 104

Since she wrote 5 articles on 
Monday, we can calculate the 
number of articles she wrote on 
Tuesday: 2/5 * 5 = 2. We can 
calculate the number of articles she 
wrote on Wednesday: 2 * 2 = 
4.Calculate the total number. 
Monday: 5 articles Tuesday: 2 + 2 
= 4 articles Wednesday: 4 articles 
Total: 5 + 4 + 4 = 13 articles. Since 
it takes an average of 4 hours a 
blog article, the total number of 
hours as follows:13 articles * 4 
hours/article = 52 hours.
Therefore, Meredith spent a total 
of 52 hours in the three days.

calculate the number on Monday 
and Tuesday. she wrote 5 articles 
on Monday and 2/5 times more 
articles on Tuesday than on 
Monday. Therefore, the number on 
Tuesday is 2/5*5 = 2 articles. So, 
the total number on Monday and 
Tuesday is 5+2 = 7 articles. Next, 
calculate the number on 
Wednesday. twice the number of 
articles she wrote on Tuesday, 
which is 2*2 = 4 articles. The total 
number of articles is 7+4 = 11 
articles. Therefore, the total 
number of hours she spent writing 
articles in the three days is 11*4 = 
44 hours.

First, We know that she wrote 2/5 
times more articles on Tuesday 
than on Monday. Therefore, the 
number she wrote on Tuesday is 
2/5 * 5 = 2 articles more than on 
Monday. Thus, the total number on 
Tuesday is 5 + 2 = 7 articles. We 
know that she wrote twice the 
number of articles she wrote on 
Tuesday. Therefore, the number 
on Wednesday is 2 * 7 = 14 
articles. The total number of 
articles is 5 + 7 + 14 = 26 articles. 
the total number of hours she 
spent writing articles in the three 
days is 26 * 4 = 104 hours. 
Therefore, the final answer is 104 
hours.

! " " Triple-Precision"Single-PrecisionBitDelta
Question and

Ground-Truth Answer

Figure 4: Case study for different delta-compression methods, where only the triple-precision
compression method proposed in this work can give the correct answer.

7 Conclusion

In this paper, we propose Delta-CoMe, a delta-compression method with mixed-precision inspired by
the long-tail distribution of singular values in the delta weights. Delta-CoMe achieves near-lossless
performance compared to uncompressed aligned models across various typical tasks, including math,
code, chat, and multi-modal tasks. We validate the effectiveness of Delta-CoMe on several widely-
used aligned LLMs, whose backbone pre-trained models include Llama-2, Llama-3, and Mistral.
Experimental results demonstrate that Delta-CoMe outperforms several representative baselines by a
considerable margin. We believe the newly introduced Delta-CoMe method has significant value for
many practical applications, such as multi-tenant serving.
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A Limitation and Broader Impact

For limitations, on the one hand, we carried out extensive experiments to verify Delta-CoMe is near
lossless in delta compression. However, we haven’t explored mixed-precision in model compression.
Recently, mixed-precision is applied widely in model compression and Delta-CoMe can provide a
new perspective for model compression. On the other hand, our kernel is trivial, Wei et al. (2024)
and Guo et al. (2024) have implemented more advanced kernels. We can draw on their methods to
achieve higher acceleration ratios.

For broader impacts, this paper presents Delta-CoMe that mainly focuses on compression which can
not only boost efficiency but also save GPU memory, may bring benefits to society.

B Genetic Search for Bits Settings

In Section 5.2, we have elaborated on the setting of different bits. All our models employ the same
configuration and have demonstrated near loss-less performance, which illustrates robustness.

Allocating different numbers to different bits (e.g. 16-bit, 8-bit) is a multi-objective optimization
problem. We implemented a genetic algorithm to achieve a more fine-grained search. We use the
following objective function,

f = minPPL(x1, x2, x3, x4, x5)

where x1, x2, x3, x4, x5 indicating the number of 16-bit, 8-bit, 4-bit, 3-bit, 2-bit and PPL(.) means
we calculate perplexity using samples randomly chosen form C4 dataset. Table 9 illustrates the
results, particularly in code tasks, where genetic search shows a significant improvement compared
to greedy search. The average performance of genetic search across all tasks even surpasses that of
the original half-precision models. However, the time and storage overhead of genetic search is much
greater than that of greedy search.

Table 9: The performance of different bits allocate methods on 7B aligned models. “Greedy search”
represents the method in Section 5.1.

Method α
WIZARDMATH MAGICODERS-CL LLAMA-2-CHAT LLAVA-V1.5 Ave.
GSM8K MATH HumanEval MBPP SafetyBench TruthfulQA GQA TextVQA

Backbone 1 11.0 2.9 38.4 47.6 41.7 38.9 n/a n/a n/a
Aligned 1 55.2 10.9 70.7 69.2 59.5 44.6 62.0 58.2 53.5

Greedy S. 1/16 53.6 10.3 67.1 67.9 59.8 46.9 61.7 58.5 53.2
Genetic S. 1/16 53.6 10.3 69.5 68.9 59.9 47.3 61.7 58.5 53.7

C Delta-CoMe Combine with Low-bit Backbone

Quantization methods (e.g., GPTQ, AWQ) have been widely used for quantizing backbones. It is
of great significance for us to verify whether Delta-CoMe can still maintain good performance in
low-bit backbone scenarios.

We evaluated the performance of Delta-CoMe using various backbones across multiple tasks in
Table 10. We utilized GSM8K for math tasks, MBPP for code, TruthfulQA for chat, and TextVQA
for multi-modal tasks. Table 10 has demonstrated that even when backbones are in low precision,
Delta-CoMe can achieve performance similar to the original, indicating that Delta-CoMe can be
further applied to backbones of various precision levels.

D Exploring the boundary of Delta-CoMe

We have shown that Delta-CoMe can maintain near lossless performance under a 16× compression
ratio. In the following, we attempt to explore the compression limits of Delta-CoMe. We employ
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Table 10: Performance drop in 4-bit and 16-bit backbone across different tasks.
Precision Backbone Tasks Delta

4-BIT BACKBONE
WizardMath 4-bit 49.36 n/a
Llama2 4-bit + 1bit delta 47.01 -2.3

16-BIT BACKBONE
WizardMath 16-bit 55.2 n/a
Llama2 16-bit + 1bit delta 53.6 -1.6

4-BIT BACKBONE
Magicoder 4-bit 66.2 n/a
Codellama-python 4-bit + 1bit delta 65.4 -0.8

16-BIT BACKBONE
Magicoder 16-bit 66.7 n/a
Codellama-python 16-bit + 1bit delta 67.2 +0.3

4-BIT BACKBONE
WizardMath 4-bit 49.36 n/a
Llama2 4-bit + 1bit delta 47.01 -2.3

16-BIT BACKBONE
WizardMath 16-bit 55.2 n/a
Llama2 16-bit + 1bit delta 53.6 -1.6

4-BIT BACKBONE
Llava-v1.5 4-bit 57.68 n/a
Vicuna 4-bit + 1bit delta 57.58 -0.1

16-BIT BACKBONE
Llava-v1.5 16-bit 58.2 n/a
Vicuna 16-bit + 1bit delta 58.5 +0.3

WizardMath-7B in GSM8K task to carry out our experiments which is shown in 11. For all the
experiments, the rank share the same setting.

When the compression ratio is within 20×, Delta-CoMe still performs well. However, at a compression
ratio of 32×, there is a noticeable decline in performance, but it still outperforms low-rank and low-bit
methods, which only achieve a 16× compression ratio.

Table 11: Performance under different compression ratios for WizardMath-7B
Model w/o Comp. 1/16 1/18 1/20 1/22 1/26 1/32

WizardMath-7B 55.2 53.6 52.2 51.9 51.2 50.1 48.8
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we mention that singular values follow a
long-tailed distribution. Based on this observation, we propose mixed-precision quantization,
assigning more bits to singular vectors corresponding to larger singular values, and provide
experimental results.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We have elaborated on the limitations in the "Limitation and Broader Impact"
section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: There are no theoretical results in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provided details of the key parameters used in the experiments, set a
random seed, and used greedy decoding to facilitate the reproducibility of our experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We will open-source all resources once the paper is de-anonymized.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In the experiment section of our paper, we provide a setup subsection that
details our experimental settings.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The proposed delta-compression method does not rely on any randomness.
Repeatedly run the proposed algorithm can always yield the same compressed delta weights.
We thus did not conduct statistical significance tests in our experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: As reported in this paper, we use NVIDIA A100 GPUs.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have thoroughly reviewed the guidelines and ensure that we follow them
clearly.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Delta-CoMe can efficiently compress and deploy multiple models on a single
GPU, saving the original computational cost and reducing carbon emissions.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: In this paper, our main contribution is proposing a novel compression algorithm.
We have not released any potentially harmful models or data.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We can ensure that we have cited correctly.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: this paper does not release any new datasets or models.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: In this paper, we did not conduct crowdsourcing experiments nor involve
human subjects because our research does not require them.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer:[NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

21

paperswithcode.com/datasets


• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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