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Abstract

Developing specialized dialogue systems for001
mental health support requires multi-turn con-002
versation data, which has recently garnered in-003
creasing attention. However, gathering and re-004
leasing large-scale and real-life multi-turn con-005
versations to facilitate advancements in men-006
tal health presents challenges due to data pri-007
vacy protection, as well as the time and cost008
involved. To address the challenges related to009
data scarcity, we introduce SMILE, a single-010
turn to multi-turn inclusive language expansion011
technique that prompts ChatGPT to rewrite012
public single-turn dialogues into multi-turn013
ones. Our work begins with the analysis of014
language transformation, validating the feasi-015
bility of the proposed method. We conduct016
a study on dialogue diversity, including lexi-017
cal features, semantic features, and dialogue018
topics, demonstrating the effectiveness of our019
proposed method. Furthermore, we employ our020
method to generate a large-scale, lifelike, and021
diverse dialogue dataset named SMILECHAT,022
comprising 55,165 dialogues in total with an023
average of 10.4 turns per dialogue. Finally,024
we utilize the collected corpus to develop a025
mental health chatbot, MECHAT. To better as-026
sess the quality of SMILECHAT, we collect a027
small-scale real-life chat dataset comprising028
82 counseling dialogues for model evaluation.029
Both automatic and human evaluations demon-030
strate that our trained dialogue system exhibits031
significant improvements, and SMILECHAT is032
of high quality.033

1 Introduction034

We all know the importance of mental health035

and mental health issues (Kessler et al., 2005)036

have been a persistent concern for human beings.037

Recently, advancements in natural language pro-038

cessing (NLP) technology (Vaswani et al., 2017;039

Ouyang et al., 2022; Ni et al., 2022) have led to the040

emergence of neural-based conversational AI ap-041

plied in various domains, including mental health042

Feeling lost after the third year of high school, terrified before the 
college entrance exam. Can you give me some advice?

You've recognized your problem. Don't worry, we'll solve it together. 
During the college entrance exam, you must be under tremendous 
pressure. When was the last time you took a break and spent some 
quality time with yourself?

Hey, I'm feeling lost after finishing high school and terrified before the 
college entrance exam. Any advice for me? …, … Thanks for reading 
this. I really want to do well in this exam and not let them down. Could 
you give me some advice after reading this? Thank you.

Hey, you've noticed your own issues. Don't worry, we'll tackle this 
together. I get it, the stress during the college entrance exam is 
massive. When was the last time you really took a moment to chill with 
yourself? Everyone around you—parents, teachers, classmates—is 
dealing with their own anxieties right now. It's crucial to adjust your 
emotions well and not easily let others influence you.
…
Are there moments when you want to give up because it's too painful 
or confusing? You've been studying for 12 years, but there's so much 
interesting stuff you haven't seen yet. Right now, studying is crucial, but 
don't forget there's more to life.

It's been a really long time since I took care of myself. At this stage, 
parents, teachers, and classmates around me are all dealing with their 
own anxieties. I feel really sad, like nothing matters.

No problem, I'll be with you through the college entrance exam. Believe 
in yourself; you can overcome difficulties and achieve good results. 
Keep it up!

Yeah, I'll try to find some positive things to give myself some 
motivation. I really appreciate your companionship and help.

…

Figure 1: Example of instructing ChatGPT to rewrite a
single-turn dialogue into a multi-turn one.

(Liu et al., 2022; Tu et al., 2022). Virtual coun- 043

selors powered by AI, as an innovative solution 044

for mental health, can effectively address accessi- 045

bility barriers, such as the high cost of treatment 046

and the shortage of trained professionals to meet 047

the demand. Furthermore, such a dialogue system 048

provides mental health support as an effective and 049

practical online counseling approach for those in 050

need, safeguarding user privacy and mitigating the 051

stigma that often accompanies help-seeking. How- 052

ever, the lack of publicly available, large-scale, 053

diverse, and high-quality multi-turn chat datasets 054

in the mental health support domain hinders the 055

development of specialized dialogue systems. 056

Conversations related to mental health support 057

often contain sensitive information and must be 058

kept confidential (Lu et al., 2021) to safeguard 059

the privacy of individuals seeking help. Making 060
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these conversations publicly available may discour-061

age individuals from seeking support or negatively062

impact their personal and professional lives once063

known to people they are acquainted with. To064

facilitate progress in the NLP community, some065

researchers have attempted to collect various dia-066

logue corpora (Liu et al., 2021; Sun et al., 2021;067

Zheng et al., 2022) through crowd-sourcing, data068

crawling, or data augmentation to build a dialogue069

agent capable of providing emotional and mental070

health support.071

To be more specific, crowd-sourcing conversa-072

tions (Liu et al., 2021) for emotional support has073

limitations due to the high cost and time required074

to train and manage annotators, as well as the diffi-075

culty in mimicking real-life interactions, that is,076

interlocutors may lack an understanding of the077

dilemma of living with mental disorders. An al-078

ternative is crawling QA (Sun et al., 2021) on a079

public mental health forum for training psychologi-080

cal support models. However, single-turn conver-081

sations may not be sufficient for resolving mental082

health issues, as multiple interaction exchanges083

are often needed. Multi-turn conversations, which084

can better simulate real-world conversations, are085

therefore more practical for training psychological086

support models. While the post-triggered machine-087

augmented method (Zheng et al., 2022) can address088

the limitations of scale and topic diversity, it does089

not take into account the responses of experienced090

supporters.091

To this end, we introduce SMILE, single-turn to092

multi-turn inclusive language expansion via Chat-093

GPT. Specifically, we instruct ChatGPT to trans-094

form publicly available question-answer pairs (pub-095

lic QA), which can also be considered as single-096

turn dialogues from the real world, into multi-turn097

conversations, as illustrated in Figure 1. With the098

proposed method, we build a large-scale, lifelike,099

diverse, and high-quality multi-turn conversation100

dataset for mental health support.101

Our paper is organized as follows:102

• We first present our method (§3), including103

preparations, task definition, and prompt de-104

sign, and then elaborate on the SMILE method105

and other baseline methods.106

• We then demonstrate the feasibility of the107

SMILE method through language transfor-108

mation (§4), showing that the dialogue con-109

structed by this method is lifelike.110

• Subsequently, we demonstrate the effective-111

ness of the SMILE method by utilizing three 112

diversity indicators (§5): lexical features, se- 113

mantic features, and dialogue topics. 114

• Following the validation of feasibility and ef- 115

fectiveness, we leverage the SMILE method 116

to generate a large-scale, lifelike, and diverse 117

multi-turn chat dataset, SMILECHAT (§6), for 118

mental health support. 119

• Finally, we propose training a dialogue sys- 120

tem to explore the quality of conversation (§7) 121

and collecting a set of 82 real-life counseling 122

dialogues to construct an authentic test set for 123

model evaluation. Both automatic and human 124

evaluations on the small-scale real-life test set 125

confirm that our proposed dataset is of very 126

high quality. 127

We make our data, code, and model publicly 128

available. We believe our work offers a new per- 129

spective on constructing a large-scale, lifelike, di- 130

verse, and high-quality multi-turn dialogue dataset 131

for mental health within the research community. 132

Our contributions can be summarized as follows: 133

• We introduce SMILE, which provides a novel 134

perspective for alleviating the scarcity of 135

multi-turn conversations in mental health. 136

• Through the analysis of language transfor- 137

mation and dialogue diversity, we verify the 138

feasibility and effectiveness of our proposed 139

method. This method can construct multi-turn 140

dialogues based on medical, financial, and 141

legal QAs, thereby alleviating the dialogue 142

scarcity in other application domains. 143

• To better assess the quality of SMILECHAT, 144

we collect small-scale real-life counseling 145

data with 82 counseling dialogues to build 146

an authentic test set, PSYTEST. Both auto- 147

matic and human evaluations demonstrate that 148

SMILECHAT improves the performance of the 149

dialogue system in mental health. 150

• We release SMILECHAT, which comprises 151

55,165 Chinese multi-turn dialogues with an 152

average of 10.4 turns. Additionally, we make 153

our dialogue model, MECHAT, and real-life 154

test set, PSYTEST, publicly available. 155

2 Related Work 156

Liu et al. (2021) first define the emotional support 157

conversation task and then, via crowd-sourcing, 158

construct ESConv, an emotional support conversa- 159

tion dataset containing 1053 dialogues with rich 160

support strategies. However, the collection of ES- 161
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Conv requires high cost and time yet leads to a162

small scale of dialogue dataset. To this end, Zheng163

et al. (2022) present an approach for augmenting164

data scale with informative dialogue posts and then165

constructing AugESC, a model-synthesized dataset166

with 102k dialogues. The previous two datasets167

are limited to English. To facilitate the research in168

Chinese, hence Sun et al. (2021) crawl QA posts in169

a public mental health support platform1 compiling170

PsyQA, a high-quality Chinese dataset related to171

psychological health counseling in the form of one172

question mapping to multiple answers.173

3 Method174

3.1 Preparations175

Considering the distinction between QA within176

PsyQA and multi-turn dialogues, along with the177

context window limitation of 4096 tokens in Chat-178

GPT, we recommend performing data preprocess-179

ing for PsyQA. This process involves data cleaning180

and length truncation.181

Data Cleaning This work aims to construct a182

large-scale, lifelike, diverse, and high-quality multi-183

turn conversation corpus based on PsyQA with the184

proposed SMILE method. Although QA can be185

deemed as a single-turn conversation between a186

real help-seeker and a supporter, there are some dif-187

ferences in wording compared to actual multi-turn188

conversations. For example, the word "楼主" (lit-189

erally thread starter) frequently appears in QA but190

rarely in conversation. Therefore, we suggest a two-191

stage data cleaning process for PsyQA to mitigate192

the linguistic discrepancies before rewriting QA193

to multi-turn conversations. This process involves194

both automatic and manual cleaning procedures.195

For detailed content, see Appendix A.196

Length Truncation After conducting a statisti-197

cal analysis of the PsyQA dataset released by Sun198

et al. (2021), we find that 757 QAs had a total199

length exceeding 1800 characters. Additionally, we200

identify 9 QAs in which the total discourse length201

exceeds 4000 characters. Furthermore, the model202

gpt-3.5-turbo2 has a maximum context length203

of 4096 tokens. To ensure reliable and smooth204

rewrites, we limit the length of the QA pairs, max-205

imizing the number of rewritten dialogue turns.206

Specifically, we truncate the length of the QA pairs207

at 1800 characters and truncate any excess text.208

1https://www.xinli001.com/qa
2The model we use is gpt-3.5-turbo-0613.

Generate a mental health support dialogue in Chinese with 10 exchanges 
or more between a help-seeker and a supporter, where "求助者：utterance
。 \n⽀持者：utterance。" represents an exchange.

You should adhere to these requirements:
1. First, you should select the topic of the dialogue about mental 
health problems./First, the topic of the dialogue about mental health 
problems is "{DialogueTopic}".
2. Each sentence must start with "求助者：" or "⽀持者：".
3. The dialogue should begin with "求助者：".
4. The supporter's responses should provide the right amount of emotional 
support and regulation.
5. Separate each exchange with "\n".
6. Ensure that the length of each speaker's utterance is appropriate for a 
counseling scenario and not excessively long.

The multi-turn dialogue is:

{Generated Dialogue}

Figure 2: The standard prompt and the standard prompt
with a dialogue topic. The key difference lies in whether
a dialogue topic is introduced. The content before the ‘/’
is used for the standard prompt, while the content after
the ‘/’ is for the standard prompt with a dialogue topic.

This control ensures that the generated text is lim- 209

ited to approximately 2,000 tokens. It is worth 210

noting that the PsyQA data used in this study un- 211

dergo a data preprocessing process. 212

3.2 Task Definition 213

Considering the remarkable capabilities of Chat- 214

GPT and its cost-effective, plug-and-play character- 215

istics, we consider ChatGPT to be a suitable choice 216

for this task compared to other alternative models. 217

Our study focuses on proving the feasibility and 218

effectiveness of our proposed SMILE method, de- 219

signed to prompt ChatGPT to rewrite a single-turn 220

dialogue into a multi-turn one. Generally, text gen- 221

eration can be formulated as follows: 222

PMθ
(Y |x) =

L∏
t=1

PMθ
(yt|Y<t, x) (1) 223

where M denotes a large language model with 224

parameters θ. Y represents the output of the model 225

generation, while L signifies the variable length 226

of the output. The symbol yt represents the t-th 227

token generated by the model, and x denotes the 228

conditional model input. 229

3.3 Prompt Design 230

To establish some conventions regarding specific 231

terms for prompt design, we define the "help- 232

seeker" and "supporter" as "求助者" and "支持 233

者" in Chinese, respectively. A single-turn dia- 234

logue is defined as "求助者：uH 支持者：uS", 235

where uH and uS represent the utterances of the 236
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I want you to act as both a psychologist and dialogue rewriter. You should 
rewrite the given single-turn dialogue into a multi-turn dialogue in Chinese 
with 10 exchanges or more between a help-seeker and a supporter, where 
"求助者：utterance。 \n⽀持者：utterance。" represents an exchange.

You should adhere to these requirements:
1. First, you should focus on the topic of the dialogue given.
2. Each sentence must start with "求助者：" or "⽀持者：".
3. The dialogue should begin with "求助者：".
4. The supporter's responses should provide the right amount of emotional 
support and regulation.
5. Separate each exchange with "\n".
6. Ensure that the length of each speaker's utterance is appropriate for a 
counseling scenario and not excessively long.

Single-turn dialogue: {QA}

Your rewritten multi-turn dialog is:

{Generated Dialogue}

Figure 3: The SMILE method used to generate dialogues
for mental health support.

help-seeker and supporter, respectively, and H and237

S refer to the help-seeker and supporter.238

In this section, we mainly focus on detailing our239

methodology. Furthermore, we are building two240

baseline methods for comparison.241

3.3.1 Standard Prompt242

As its name suggests, the standard prompt does not243

contain any single-turn dialogues and instead uses244

only the simplest prompt to generate multi-turn245

dialogues. The specifics of the standard prompt246

are illustrated in Figure 2. The conditional model247

input in Eq. 1 is x := (I), where I represents the248

standard prompt. We simplify the method name as249

standard and consider this method as our baseline.250

3.3.2 Standard Prompt with a Dialogue Topic251

Intuitively, feeding a single, fixed prompt into a252

large language model often results in the genera-253

tion of low diversity. To address this issue, we col-254

laborate with three professional counselors, refer to255

existing literature (Rickwood et al., 2007; Pedrelli256

et al., 2015), and ultimately compile a comprehen-257

sive set of dialogue topics. This set comprises 56258

distinct types, each accompanied by its correspond-259

ing explanation. For more details, please refer to260

Appendix F. The conditional model input in Eq. 1261

is x := (I, T ), where I represents the dialogue262

topic chosen in uniform sampling. We simplify the263

method name to stand.DT and adopt this method264

as our baseline.265

3.3.3 SMILE Method266

Our proposed method, referred to as the SMILE267

method, instructs the ChatGPT to rewrite single-268

turn dialogues into multi-turn ones. Figure 3 de-269

picts the specific prompt template. The conditional 270

model input in Eq. 1 is x := (I, T ,D), where T 271

and D represent the dialogue topics hidden in the 272

QA and single-turn dialogue, respectively. 273

4 Language Transformation 274

4.1 Experimental Setup 275

4.1.1 QA Sampling 276

To ensure a fair comparison and prevent dupli- 277

cate instances of the same question with differ- 278

ent answers, we first randomly select 500 non- 279

duplicate questions from the first 5,000 QAs in 280

PsyQA. We then randomly choose one answer 281

to serve as the corresponding question’s response. 282

The data samples obtained are employed as seed 283

dialogues, which are subsequently restructured into 284

multi-turn conversations via ChatGPT. We name 285

this 500 sampled data as PsyQA* to distinguish it 286

from the whole dataset. 287

4.1.2 Hyperparameters 288

On the whole, we present three prompt methods 289

in this paper. For each prompt method, we in- 290

struct ChatGPT to generate 500 dialogues to study 291

language transformation and dialogue diversity, 292

thereby validating the feasibility and effectiveness 293

of our proposed SMILE method, respectively. To en- 294

hance the diversity of the generated dialogues, we 295

set ChatGPT’s hyperparameters during text genera- 296

tion to the officially recommended default values, 297

with τ (temperature) = 1.0 and p (top_p) = 1.0. 298

4.1.3 Dialogue Filtering 299

During the text generation process, ChatGPT may 300

exhibit potential instability. Therefore, we employ 301

an automatic filtering mechanism to exclude dia- 302

logues that fail to meet our specified requirements, 303

which encompass dialogue format and dialogue 304

turns as detailed in Appendix B. When a dialogue 305

falls short of these criteria, we prompt ChatGPT 306

to generate the dialogue anew until it aligns with 307

our specified requirements only in the initial 500 308

dialogues. In the first round of text generation, we 309

observe that only SMILE, with 8 dialogues, do not 310

conform to the data format requirements out of a 311

total of 500 dialogues. Furthermore, concerning di- 312

alogue turns, there are instances of non-compliance 313

in the standard, stand.DT, and SMILE methods, 314

with 1, 3, and 20 cases, respectively, out of 500 315

dialogues. Obviously, as the task becomes more 316

complex, the output becomes more unstable. 317
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Single-turn dialogue Multi-turn dialogue

( standard, stand.DT )

( SMILE )

Attract
Repel

Figure 4: Mechanism for language transformation.

4.1.4 Text Representation and Embeddings318

Text representation is used for analyzing language319

transformation and semantic diversity. A dialogue320

between a help-seeker and a supporter is repre-321

sented as follows:322

d = {uH0 , uS1 , u
H
2 , ..., uXt , ..., uHn−1, u

S
n} (2)323

where uXt represents the utterance of the t-th turn324

spoken by either the help-seeker or supporter.325

A string of a dialogue can be denoted as follows:326

ds = [uH0 ;uS1 ;u
H
2 ; ...;uHn−1;u

S
n ] (3)327

where [; ] denotes the operation of textual concate-328

nation.329

To obtain the text embedding of a dialogue,330

we employ OpenAI’s model text-embedding-ada-331

0023, which accepts a maximum context length332

of 8191. Each dialogue is first preprocessed into333

a single string without any speaker tokens and is334

then mapped to a 1536-dimensional vector.335

4.2 Analysis336

We propose two hypotheses: (1) When a single-turn337

dialogue is rewritten into a multi-turn dialogue, the338

similarity between the two is high (Attract). (2)339

When ChatGPT generates a multi-turn dialogue340

without introducing a single-turn dialogue, the sim-341

ilarity between the generated dialogue and a ran-342

domly selected single-turn dialogue is low (Repel).343

The mechanism of our proposed hypotheses is pre-344

sented in Figure 4.345

To assess the transformation feasibility of our346

SMILE method, we employ cosine similarity to347

calculate the transformation ratio. Specifically, a348

single-turn dialogue d is transformed into a multi-349

turn dialogue d̂ using the SMILE method. A multi-350

turn dialogue generated by standard or stand.DT351

is denoted as d̄. We can calculate cos(d, d̂) for the352

first hypothesis and cos(d, d̄) for the second hy-353

pothesis. We utilize the text embeddings obtained354

in §4.1.4.355

3https://platform.openai.com/docs/guides/embeddings
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Figure 5: Distribution of dialogue transformation among
three methods. The line x = 0.9312 represents the
boundary of µ− 3σ in the SMILE method.

Figure 5 presents the distribution of dialogue 356

transformation among three methods. According 357

to our analysis, we conclude that single-turn dia- 358

logues can be successfully rewritten into multi-turn 359

dialogues, ensuring that the dialogue generated by 360

the proposed method is lifelike. 361

5 Dialogue Diversity 362

To demonstrate the effectiveness of the SMILE 363

method, we primarily focus on three diversity as- 364

pects: lexical features, semantic features, and dia- 365

logue topics. 366

5.1 Lexical Features 367

For lexical analysis, we utilize the ChatGLM2-6B 368

tokenizer4 to tokenize the dialogue. To measure the 369

lexical features, we adopt distinct-n (n = 1, 2, 3) 370

metrics (Li et al., 2016), which are widely used for 371

measuring the diversity of dialogue datasets. Each 372

dialogue is first preprocessed into a single string 373

without any speaker tokens. We provide statis- 374

tics for 500 dialogues per prompt method, with 375

PsyQA* serving as the reference point, detailed in 376

Table 1. 377

Our proposed SMILE method results in rich vo- 378

cabularies, with a significantly higher number of 379

unique unigrams, bigrams and trigrams compared 380

to the baseline methods. Specifically, a simple and 381

fixed prompt tends to produce monotonous output. 382

When dialogue topics are incorporated into a sin- 383

gle, fixed prompt, the model’s output demonstrates 384

substantial diversification. Furthermore, the SMILE 385

method outperforms the baseline methods in terms 386

of Distinct-1, Distinct-2 and Distinct-3. 387

4https://huggingface.co/THUDM/chatglm2-6b
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Metrics # Unique
Unigrams

# Total
Unigrams

Distinct-1 (⇑)
# Unique
Bigrams

# Total
Bigrams

Distinct-2 (⇑) # Unique
Trigrams

# Total
Trigrams

Distinct-3 (⇑)

PsyQA* 11785 203306 0.058 120049 202806 0.592 182942 202306 0.904
standard 4174 153536 0.027 32281 153036 0.211 72340 152536 0.474
stand.DT 6032 175319 0.034 52141 174819 0.298 105921 174319 0.608

SMILE 10447 254585 0.041 111662 254085 0.439 196367 253585 0.774

Table 1: Statistics of 500 conversations in each prompt method, including PsyQA*.
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0.75

0.80

0.85

0.90

0.95

co
si

ne
 s

im
ila

rit
y

Figure 6: Pairwise dialogue cosine similarity among
four settings: our proposed three methods and a refer-
ence point using sampled data from PsyQA.

5.2 Semantic Features388

To measure the semantic diversity of a dialogue389

dataset, we propose computing the cosine similar-390

ity between every two different dialogues. For ex-391

ample, in the SMILE method setting, to compute the392

cosine similarity between two different dialogues,393

we can obtain394

cos(di, dj) =
Ei · Ej

∥Ei∥ ∥Ej∥
(4)395

where Ei and Ej denote the text embeddings from396

two distinct dialogues. We utilize the text embed-397

dings obtained in §4.1.4.398

To calculate the pairwise cosine similarity be-399

tween every two distinct dialogues, this produces400 (
500
2

)
pairs of dialogues and their corresponding401

cosine values in each prompt method, including the402

reference point of sampled data from PsyQA.403

We present the results in Figure 6, which demon-404

strates that the median of the SMILE method is sig-405

nificantly lower than those of the baseline methods.406

The SMILE method exhibits the most extensive se-407

mantic diversity, aligning closely with the sampled408

dialogue of PsyQA. However, it’s worth noting that409

the median of the SMILE method is larger than that410

of PsyQA*. The reason behind this may be the411

introduction of token distribution from ChatGPT.412

5.3 Dialogue Topics413

To measure the diversity of dialogue topics in a414

dialogue dataset, we utilize information entropy415

Setting standard stand.DT SMILE

Limited Topics 8.11 14.28 14.07
Unlimited Topics 8.40 14.76 15.02

Average 8.26 14.52 14.55

Table 2: Information entropy of dialogue topics. The
setting of limited topics indicates that the dialogue top-
ics in the statistics are confined to the 56 dialogue topics
we provide. The setting of unlimited topics denotes that
the dialogue topics not only belong to our provided 56
distinct topics but also include topics generated sponta-
neously by GPT-4.

Category Total Help-seeker Supporter
# Dialogues 55165 - -
# Utterances 1833856 693756 1140100

# Avg. turns per dialogue 10.4 - -
Avg. utterances per dialogue 33.2 12.6 20.7

Avg. length per utterance 27.9 26.1 28.9

Table 3: Statistics of the dialogue dataset, SMILECHAT.

to measure the diversity of topic distribution. The 416

higher the information entropy, the more uniform 417

the distribution, indicating greater diversity. The 418

formula for calculating information entropy (Rényi, 419

1961; Lin, 1991) is as follows: 420

H(X) = −
n∑

i=1

p(xi) log2 p(xi) (5) 421

where H(X) is the information entropy. p(xi) is 422

the probability of the occurrence of topic xi. 423

To obtain dialogue topics for each dialogue in 424

each prompt method, we design a prompt provided 425

with 56 distinct dialogue topics, as illustrated in 426

Appendix F and Figure 10, to automatically label 427

dialogue topics for each dialogue with GPT-4. The 428

model we use is gpt-4-0613. We present the infor- 429

mation entropy for each prompt method in Table 2, 430

demonstrating that the dialogues generated using 431

the SMILE method are substantially more diverse 432

than those generated using the standard method 433

and are compatible with the stand.DT method, 434

which uniformly samples dialogue topics. 435

6 SMILECHAT Dataset 436

Through the analysis of language transformation 437

and dialogue diversity, we conclude that the pro- 438
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posed method can generate a lifelike and diverse439

chat dataset. Therefore, we utilize the SMILE440

method to guide ChatGPT in generating all multi-441

turn conversations based on PsyQA one round,442

leading to a large-scale dialogue dataset.443

6.1 Data Statistics444

To ensure data quality, we impose stricter require-445

ments on dialogue turns, retaining only dialogues446

with at least 5 turns. Thus, we compile a collec-447

tion of 55,165 conversations, SMILECHAT. Table 3448

presents the statistics of the collected corpus.449

6.2 Dialogue Exemplars450

Multi-turn dialogue examples generated with the451

standard and stand.DT methods are illustrated452

in Figure 13 and 15. Further, a dialogue generated453

by the SMILE method is shown in Figure 17.454

7 Dialogue Quality455

We aim to build a high-quality multi-turn chat456

dataset for mental health. Therefore, we analyze457

the dialogue quality based on the performance of458

the dialogue model trained with SMILECHAT.459

7.1 Dialogue System460

7.1.1 Task Formulation461

Our collected dataset can be represented as D =462

{d1, d2, ..., dn}, where each dj represents a single463

multi-turn dialogue.464

To train a dialogue system for mental health, we465

need to split each dialogue into several training466

sessions. Specifically, a sampled t-turn dialogue467

session can be represented as follows:468

dt =
{
uH0 , uS1 , u

H
2 , ..., uHt−1, u

S
t

}
∼ D (6)469

We build a dialogue model that can predict the470

supporter’s utterance uSt based on the dialogue his-471

tory ht =
{
uH0 , uS1 , u

H
2 , ..., uHt−1

}
. Our objective472

is to maximize the likelihood probability as fol-473

lows:474

maximize
θ

F(θ;ht, u
S
t ) := Edt∼D

L∏
i=1

P(uSt |θ, ht)

(7)475

where L is the sequence length of uSt .476

7.1.2 Experimental Setup477

Baseline Model. To validate the dialogue quality478

of our collected dataset, we conduct a fine-tuning479

experiment on ChatGLM2-6B (Zeng et al., 2023).480

Parameter-efficient Fine-tuning. To preserve 481

the original capabilities of the model while adapt- 482

ing to downstream dialogue tasks and reducing 483

computational costs, we employ Low-Rank Adapta- 484

tion (LoRA, (Hu et al., 2021)) on all linear layers in 485

the ChatGLM2-6B model for efficient fine-tuning. 486

Hyperparameters. We present the hyperparame- 487

ters for constructing a dialogue model for mental 488

health in Table 6. For additional details on the 489

training and generation processes, please refer to 490

Appendix D. 491

7.2 Evaluation 492

To better understand and assess the dialogue qual- 493

ity of SMILECHAT dataset, we propose to utilize 494

real-life multi-turn counseling conversations. We 495

develop an online mental health support platform 496

that enables professional counselors to offer each 497

client a free text-based counseling service, lasting 498

approximately 50 minutes each time. This duration 499

is widely recognized as a standard time setting in 500

psychological counseling. Therefore, we compile 501

a collection of 82 high-quality real-life counsel- 502

ing dialogues with data desensitization for model 503

evaluation. We name this test set PSYTEST. 504

7.2.1 Automatic Evaluation 505

Metrics. To conduct automatic evaluation, the 506

evaluation metrics we use consist of Perplexity 507

(PPL) (Jelinek et al., 1977), METEOR (Banerjee 508

and Lavie, 2005), BLEU-1/2/3 (Papineni et al., 509

2002), Rouge-L (Lin, 2004), and Distinct-1/2/3 510

(D-1/2/3) (Li et al., 2016). 511

Results. The results of the automatic evaluation, 512

including 9 metrics, are presented in Table 4. No- 513

tably, the evaluated dialogues are based on real- 514

world counseling data rather than generated dia- 515

logues, which excludes the influence stemming 516

from ChatGPT. All automatic evaluation metrics 517

we use indicate improved performance. Our results 518

show that the model trained with SMILECHAT is ef- 519

fective and practical. Consequently, the automatic 520

evaluation demonstrates that our collected dataset 521

is of high quality. 522

7.2.2 Human Evaluation 523

Metrics. We conduct a pairwise human evalua- 524

tion to study the model performance trained with 525

our proposed dialogue corpus. Initially, we ran- 526

domly sample 100 multi-turn dialogue sessions, 527

each comprising a minimum of 9 turns selected 528

7



PPL (⇓) METEOR (⇑) BLEU-1 (⇑) BLEU-2 (⇑) BLEU-3 (⇑) Rouge-L (⇑) D-1 (⇑) D-2 (⇑) D-3 (⇑)

Baseline 3.99 8.87†/16.17‡ 5.92†/8.66‡ 1.10†/3.80‡ 0.24†/1.32‡ 8.29†/12.12‡ 75.79†/62.12‡ 94.83†/87.78‡ 97.71†/94.76‡

Fine-tuned 1.50 13.31†/17.40‡ 12.07†/14.60‡ 3.85†/6.51‡ 1.63†/2.46‡ 14.81†/16.45‡ 90.26†/86.59‡ 98.89†/97.21‡ 99.55†/98.76‡

Table 4: Results of automatic evaluation in our compiled real-life test set. † denotes the tokenizer we use is
THUDM/chatglm2-6b, while ‡ denotes the tokenizer we use is hfl/chinese-roberta-wwm-ext-large.

Category Total Help-seeker Supporter
# Dialogues 82 - -
# Utterances 7672 3627 4045

# Avg. turns per dialogue 74.8 - -
Avg. utterances per dialogue 93.6 44.2 49.3

Avg. length per utterance 24.6 29.7 20.1

Table 5: Statistics of test set, PSYTEST.

0% 25% 50% 75% 100%

Ground Truth

Baseline

Fine-tuned Wins

24%

Fine-tuned Loses

76%

36% 64%

Figure 7: Pairwise human evaluation results, comparing
the fine-tuned model to the baseline and ground truth,
are reported. We present the win and lose rates of each
compared pair in 100 randomly sampled real-life dia-
logue sessions. Fleiss’ kappa (Fleiss et al., 1981) is used
to measure the inter-rater agreement, and all values fall
within moderate agreement with 0.5 ≤ κ ≤ 0.6.

from PSYTEST. Each dialogue session concludes529

with the utterance spoken by the counselor (also re-530

ferred to as the supporter). Subsequently, we obtain531

100 generated responses from the MECHAT model.532

Three professional counselors are then presented533

with a dialogue history and three randomly shuf-534

fled responses (baseline, fine-tuned, ground truth).535

They are tasked with selecting the optimal response536

for the dialogue history, considering aspects such537

as naturalness, human-like qualities, correctness,538

and appropriateness. The evaluation is conducted539

based on the ethical principles of psychologists and540

the code of conduct (Association et al., 2016).541

Results. We employ majority voting to reach542

final decisions among three professional coun-543

selors. As depicted in Figure 7, the model trained544

with SMILECHAT demonstrates a significant per-545

formance improvement compared to the baseline546

model. Moreover, the responses generated by547

MECHAT surpass the golden response to some ex-548

tent in 36% of all dialogue sessions.549

Help-seeker: I just went through a breakup, and it hurts so much.
Supporter:

Response 1 [Fine-tuned]: Breakups are very painful experiences, and 
I can understand your feelings. (Affirmation and Reassurance) Can you 
tell me more about the situation surrounding your breakup? (Inquiring 
Subjective Information)
Response 2 [Baseline]: I'm really sorry to hear that. Breakups can be 
incredibly painful. (Affirmation and Reassurance) I understand that it 
can bring about feelings of disappointment, sadness, loneliness, and 
loss. (Reflection of Feelings) The end of a relationship may make us 
feel like we've invested a lot, only to get an ending in return, which can 
leave us feeling even more lost and helpless. (Interpretation)

If you're willing, we can discuss the impact of the end of this 
relationship on you and explore your current emotions. We can also 
talk about how to cope with these emotions and find some constructive 
solutions. (Invite to Explore New Actions)

✓

Figure 8: Case study. Counseling strategies used in the
two responses are presented in parentheses. Strategies in
green are supporting, while those in red are challenging.

Case Study. We present a case study, as shown 550

in Figure 8. First, during counseling conversations, 551

the text should not be too long for the help-seeker 552

to understand. Second, at the beginning of a con- 553

versation, a supporter generally will not challenge 554

the help-seeker; instead, they will provide support. 555

Third, response 1 is more human-like and natu- 556

ral. Therefore, response 1 is better than response 2 557

overall. 558

8 Conclusion 559

This paper introduces SMILE, a simple yet effective 560

solution for addressing the scarcity of multi-turn 561

conversations in mental health. Through language 562

transformation and diversity analysis, we confirm 563

the feasibility and effectiveness of our approach, 564

demonstrating that our method is transferable. The 565

proposed method enables the automatic creation of 566

a large-scale, lifelike, diverse, and high-quality di- 567

alogue corpus, SMILECHAT, consisting of 55,165 568

dialogues with an average of 10.4 turns. Both auto- 569

matic and human evaluations using the PSYTEST 570

dataset, consisting of 82 real-life counseling dia- 571

logues, demonstrate that SMILECHAT significantly 572

improves dialogue system performance in mental 573

health. With the release of multi-turn dialogues 574

(SMILECHAT), our dialogue model (MECHAT), 575

and an authentic test set (PSYTEST), we contribute 576

valuable resources to the research community. 577
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Limitations578

We release a large-scale, lifelike, diverse, and high-579

quality multi-turn conversational dataset for mental580

health support, generated by rewriting single-turn581

conversations into multi-turn conversations using582

ChatGPT. Consequently, the dataset unavoidably583

incorporates ChatGPT’s model knowledge. Fur-584

thermore, we discuss how ChatGPT does not fully585

utilize the rich vocabulary and content of single-586

turn conversations, as reflected in the distinct-n587

metric. Additionally, there is inevitably a gap588

in counseling practicality between models trained589

on this synthetic dataset and those trained on 50-590

minute counseling conversations, which will be our591

future work.592

Ethical Considerations593

Following the data copyright formulated by Sun594

et al. (2021), we release the multi-turn dialogue cor-595

pus publicly available for research purposes only.596

Because of the complexity of the natural world, any597

suggestions generated by the neural models may598

exist inappropriately for anyone seeking help. The599

corpus is rewritten under the context of QA from600

an online mental health support forum, so we be-601

lieve there are more advantages than disadvantages602

in the quality and practicality of answers from on-603

line supporters. Suppose the help-seeker does not604

gain any improvement after interacting with the605

dialogue system trained with multi-turn conversa-606

tions, SMILECHAT. In that case, we recommend607

that the help-seeker should seek help from a pro-608

fessional counselor or psychiatrist promptly. After609

all, a virtual dialogue agent may not be a substitute610

for real-world therapy.611
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A Details of Data Cleaning729

A.1 Automatic Cleaning730

We employ a sequential data cleaning pipeline to731

swiftly replace words that are unsuitable to the732

conversation scenario. For example, both "楼主你"733

(literally thread starter you) and "楼主" (literally 734

thread starter) should be replaced with "你" (you). 735

However, it is necessary to perform the former 736

replacement to avoid the repetition of "你" and the 737

resulting "你你" (you-you). 738

A.1.1 Word List for Data Cleaning 739

To avoid the repetition of "你" (you) and the re- 740

sulting "你你" (you-you) , we suggest to conduct a 741

sequential word replacing pipeline. Figure 9 shows 742

the word list for data cleaning and corresponding 743

order for automatic cleaning. 744

Old String
(ZH)

Old String
(EN)

New String
(ZH)

New String
(EN)

'嗨，' Hi, '' /

'楼主你' thread starter you '你' you

'题主你' thread starter you '你' you

'楼楼你' thread starter you '你' you

'楼主' thread starter '你' you

'题主' thread starter '你' you

'楼楼' thread starter '你' you

'阿凉' A Liang (a name) '我' me

'答主' respondent '人' others

Figure 9: Word list for automatic cleaning.

A.2 Manual Cleaning 745

Due to the specificity and complexity of language, 746

manual cleaning remains an essential part of the 747

process. To prevent virtual dialogue systems from 748

exhibiting overly frequent anthropomorphic behav- 749

ior, we identify instances of the Chinese word for 750

"hug" (抱抱) and manually delete sentence snip- 751

pets containing this term. 752

B Requirements for Dialogue Filtering 753

Here are two main requirements for dialogue filter- 754

ing: data format and dialogue turns. 755

B.1 Data Format 756

We provide the requirements for data format as 757

follows: 758

1. The generated conversations do not start with 759

"求助者：" or "支持者：". 760

2. The generated dialogue does not contain any 761

"\n", which is used for splitting the utterance 762

from the help-seeker or supporter. 763

3. Each utterance in generated conversations 764

does not start with "求助者：", "求助者:", 765

"支持者：" or "支持者:". 766
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4. The last utterance in generated conversations767

contains an English sentence.768

B.2 Dialogue Turns769

Conversations comprising fewer than 5 turns will770

be discarded.771

C Dialogue Topics Annotation772

In this paper, to label the dialogue topics of gener-773

ated dialogues, the hyperparameters of ChatGPT774

API during generation we used are set to the offi-775

cially recommended default values, where temper-776

ature τ = 1.0 and p = 1.0. Figure 10 shows the777

pipeline of dialogue topics annotation.778

The dialogue topics include {the list of dialogue topics}. 
Please select dialogue topics that are as relevant as 
possible to the given dialogue. Your output format should 
be exactly as follows: "Dialogue topics are: {topic 1}, {topic 
2}, {topic 3}, ..., {topic n}. "

Given dialogue: {dialogue}

Dialogue topics are:

Figure 10: Pipeline of Dialogue Topics Annotation,
where the content in bold is a placeholder.

D Implementation Details779

Model Training. We implement ChatGLM2-6B780

with the Transformers library. Table 6 shows the781

parameters of parameter-efficient fine-tuning.782

Epoch
Learning
Rate

Batch
Size

LoRA
Rank

LoRA
Dropout

LoRA
α

Seed

2 1e-4 1 16 0.1 64 1234

Table 6: Parameters of parameter-efficient fine-tuning.

Dialogue Generation We use ChatGLM2-6B as783

the baseline model, and all hyperparameters during784

generation are set to their default values from the785

official repository5. After tuning ChatGLM2-6B786

with LoRA, we set the maximum generation length787

to 2040, temperature to 0.8, and adopt nucleus788

sampling with p = 0.8.789

5https://huggingface.co/THUDM/chatglm2-6b

E Instructions for Human Evaluation 790

The three professional counselors are willing to 791

help and are interested in this research. Further- 792

more, their average age is 30 years old, with two 793

females and one male among them. We present our 794

instructions for human evaluation in Figure 11. 795

To maintain the fairness of model evaluation, 796

three responses randomly appear in a different or- 797

der every time. Furthermore, three professional 798

psychologists are willing to evaluate the response 799

quality, ensuring the quality of human evaluation. 800

Pairwise human evaluation results, comparing 801

the baseline model to ground truth, are reported, 802

as illustrated in Figure 12. Results show that the 803

baseline model, without training with SMILECHAT, 804

lags significantly behind compared to the ground 805

truth. 806
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Labeling Instructions

This study aims to evaluate the dialogue generation system. Specifically, for each dialogue history, the dialogue 
generation will generate a response.

During human evaluation, you will be provided with a dialogue history, and three responses will randomly appear in each 
evaluation. You need to compare them pairwise in terms of naturalness, human-like qualities, correctness, and 
appropriateness, and select the optimal response for the dialogue history, providing a preference.

Examples

Dialogue 
History

Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx
…
Help-seeker: xxx
Supporter: 

Response A {Response A}

Response B {Response B}

Response C {Response C}

A B A C B C

Figure 11: Labeling instruction.

0% 25% 50% 75% 100%

Baseline

Ground Truth Wins

15%

Ground Truth Loses

85%

Figure 12: Pairwise human evaluation results, compar-
ing the baseline model to ground truth, are reported. We
present the win and lose rates of each compared pair
in 100 randomly sampled real-life dialogue sessions.
Fleiss’ kappa (Fleiss et al., 1981) is used to measure the
inter-rater agreement, and the value falls within moder-
ate agreement with 0.5 ≤ κ ≤ 0.6.
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F Definitions of Dialogue Topics807

1. Mate Selection: Do not know how to enter into808

an intimate relationship, have fear or aversion to-809

wards intimate relationships, are unwilling to date,810

or encounter some difficulties in choosing a spouse.811

2. Love Issues: Problems encountered by individu-812

als in a romantic state during the process of love,813

including both long-distance and non-long-distance814

relationships.815

3. Post-love Issues: Interpersonal relationship man-816

agement with ex-partners after the end of an inti-817

mate relationship.818

4. Marriage Issues: Limit to relationship problems819

between spouses. Marriage issues refer to a series820

of problems that arise between a husband and wife821

after marriage. They generally include extramari-822

tal affairs, emotional infidelity, domestic violence,823

personality defects, personality disorders, mother-824

in-law and daughter-in-law relationships, dull mar-825

riage, interpersonal communication, cultural dif-826

ferences, sexual life, and problems in marriages827

caused by practices like polygamy or polyandry.828

5. Concepts of Sex Distress: Sexual concept dis-829

tress refers to the distress present in understanding830

and views regarding sexual physiology, psychology,831

behavior, morality, and civilization.832

6. Sexual Preference Distress: Sexual prefer-833

ence distress refers to the psychological distress834

caused by paraphilias such as fetishism, transves-835

tic fetishism, exhibitionism, friction fetishism,836

voyeurism, zoophilia, pedophilia, sadomasochism,837

and necrophilia.838

7. Gender Identity/Cognition: It refers to the deeply839

felt gender within a person, based on personal expe-840

rience, which may align with the gender assigned841

at birth (i.e., cisgender) or differ from it (i.e., trans-842

gender).843

8. Sexual Orientation: Refers to the gender(s) a844

person is attracted to (including the opposite sex,845

same-sex, no specific sex, both sexes).846

9. Family Conflict: Conflicts, disputes, and com-847

munication issues among family members, includ-848

ing those originating from both the nuclear family849

and the extended family.850

10. Child Education: Literally meaning the educa-851

tion of children.852

11. Domestic Violence: Physically, mentally, or853

otherwise harmful actions carried out between fam-854

ily members, including acts such as physical as-855

sault, binding, harming, and restricting personal856

freedom, as well as consistent verbal abuse, intimi-857

dation, and similar behaviors. 858

12. Sexual Harassment: Sexual harassment refers 859

to using sexually suggestive language or actions to- 860

wards the target of harassment, coercing the victim 861

to comply and making them uncomfortable. 862

13. Sexual Assault: Sexual assault involves vari- 863

ous forms of unwanted sexual contact and coerced 864

sexual activities, including rape, forced kissing, 865

sexual harassment, sexual abuse, exhibitionism, 866

voyeurism, and such actions might also be con- 867

sidered sexual assault in legal precedents. 868

14. Bullying: Typically refers to the harassment 869

and oppression between individuals with unequal 870

power, which has long existed in society. This in- 871

cludes physical or verbal attacks, resistance and 872

exclusion in interpersonal interactions. It can 873

also involve talking about someone in a sexual 874

harassment-like manner or mocking and making 875

comments about their body parts, or it could be 876

insults and sarcasm driven by personal reasons like 877

jealousy. 878

15. Loss: The loss of significant others or pets. 879

16. Setbacks: Inevitable emotional reactions result- 880

ing from the obstruction of purposeful actions by 881

individuals. It can cause substantial harm and man- 882

ifest as disappointment, pain, distress, and unease. 883

17. Political Violence: Rooted in class domina- 884

tion and relying on the state as its entity, political 885

coercion is the force exerted by the state, relying 886

on various means of coercion such as the military, 887

police, courts, and prisons. 888

18. Secondary Trauma: After witnessing a large 889

number of cruel and destructive scenes, the degree 890

of psychological and emotional distress exceeds 891

the tolerance limit of some individuals, leading to 892

various abnormal psychological phenomena. These 893

phenomena are often a result of sympathy and em- 894

pathy for survivors and their trauma, causing severe 895

mental and emotional distress and even psycholog- 896

ical breakdown. The main symptoms of secondary 897

trauma include loss of appetite, easy fatigue, de- 898

creased physical energy, sleep disturbances (diffi- 899

culty falling asleep, easy awakening), nightmares, 900

irritability or anger, easy startle response, lack of 901

concentration, feeling numb, fearful, and hope- 902

less about one’s own experiences, accompanied 903

by trauma reactions and interpersonal conflicts. 904

19. Trauma from Major Life Events: Psychological 905

shadows caused by significant life events other than 906

loss. 907

20. Psychological Counseling Trauma: Harm 908
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caused by therapists during psychological coun-909

seling.910

21. Health Issues: Life and psychological distress911

caused by diseases such as heart disease, thyroid912

nodules, polycystic ovary syndrome, et al.913

22. Psychosomatic Symptoms: Including pal-914

pitations (a subjective feeling of discomfort915

with heartbeats), sleep problems (such as insom-916

nia/nightmares), which, if caused by sleep is-917

sues leading to other problems, are categorized918

as sleep problems; eating issues (such as loss of ap-919

petite/emotional eating); memory problems; stom-920

ach pain; dizziness; fainting; difficulty breathing;921

physical weakness/tiredness without apparent rea-922

son; unexplained bodily pains et al.923

23. School/Workplace Adaptation: Literal mean-924

ing.925

24. Role Transition Adaptation: For example, new926

mothers/fathers, new wives/husbands, retirees.927

25. Cultural Adaptation: Adaptive issues encoun-928

tered during the ongoing direct contact between929

individuals from different cultural groups in the930

process of changes occurring in one or both parties931

due to their original cultural backgrounds.932

26. Self-exploration and Growth: Self-exploration933

and growth in the course of life development (ado-934

lescence, early adulthood, middle age, late adult-935

hood).936

27. Personality Trait Exploration: Traits, forma-937

tion, origins, influences, et al., of personality and938

character.939

28. Exploration of Negative Self-evaluation: Not940

knowing how to love oneself, feelings of inferior-941

ity, low self-esteem, self-denial, self-doubt, internal942

conflicts, self-contradictions, fearing being differ-943

ent, sensitivity, lack of security, feeling inadequate,944

et al.945

29. Exploration of Life Meaning: Sense of mean-946

inglessness, existential emptiness.947

30. Emotion Regulation/Control Methods Consul-948

tation: Literal meaning.949

31. Depression: An emotion characterized by "low950

mood, slow thinking, reduced speech and move-951

ment."952

32. Anxiety: A restless emotion arising from ex-953

cessive worry about the safety of loved ones, one’s954

own life, future, destiny, et al.955

33. Stress: Stress is a cognitive and behavioral956

experiential process formed by stressors and stress957

responses, namely psychological stress.958

34. Obsession: Marked by an excessive pursuit of959

perfection, precision, and a tendency to rationalize 960

conflicts. It involves strong self-control tenden- 961

cies and self-regulatory behavior to the point of 962

entanglement and nitpicking. Behaviorally, it ad- 963

heres excessively to rules, regulations, and orders, 964

to the extent that even life details are sought to be 965

procedural and ritualistic, demanding step-by-step 966

compliance. 967

35. Fear: A strong and repressed emotional state 968

felt deeply by an individual or group in the face 969

of real or imagined danger. Manifestations in- 970

clude heightened nervousness, overwhelming in- 971

ner fear, inability to concentrate, mental blankness, 972

impaired judgment or self-control, and increased 973

impulsiveness. 974

36. Dilemma/Decision-Making Difficulty: Faced 975

with numerous choices and concerns, dealing with 976

dilemmas or even multiple predicaments, strug- 977

gling to make decisions. 978

37. Impulsiveness/Loss of Control: Often refers 979

to acting recklessly without considering conse- 980

quences. It involves intense emotions and weak 981

rational control. 982

38. Interpersonal Communication Skills/Methods 983

Consultation: Inquire about handling interpersonal 984

relationships and more. 985

39. Interpersonal Conflicts/Disputes: Conflicts, 986

disagreements, dissatisfaction, or communication 987

issues arise during interpersonal interactions. If 988

there are other issues caused by interpersonal rela- 989

tionships, they are also categorized as interpersonal 990

interactions. 991

40. Social Difficulties/Fears: Characterized by in- 992

voluntarily feeling nervous and frightened when in- 993

teracting with others (especially in public settings), 994

leading to confusion, incoherent speech, and even 995

severe fear of social encounters. 996

41. Learning Efficiency/Methods: Literal meaning. 997

42. Work Efficiency/Methods: Literal meaning. 998

43. Job Dissatisfaction: Includes dissatisfaction 999

with salary, benefits, environment, systems, person- 1000

nel, et al. in a work setting. 1001

44. Learning Dissatisfaction: Includes dissatisfac- 1002

tion with interpersonal relationships, environment, 1003

systems, et al. in an educational setting. 1004

45. Occupational Burnout: Refers to the state of 1005

physical and mental fatigue and exhaustion experi- 1006

enced by individuals under heavy work pressure. 1007

46. Learning Fatigue: Refers to a phenomenon 1008

where students hold a negative attitude towards 1009

school courses and academics, accompanied by the 1010
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following behavioral manifestations: loss of enthu-1011

siasm for academic tasks and school activities, dis-1012

playing a negative state, and showing indifference1013

and estrangement towards classmates and friends.1014

47. Occupational Stress/Challenges: Various pres-1015

sures/challenges that arise or form in the work-1016

place, including stress/challenges caused by fac-1017

tors such as heavy workload, difficulties in interper-1018

sonal communication, and the impact of changes1019

in the work environment.1020

48. Academic Pressure: Refers to the mental bur-1021

den that individuals bear during learning activities.1022

This includes various tense stimuli from the envi-1023

ronment experienced during the learning process,1024

as well as measurable and assessable abnormal re-1025

actions in the physiological, psychological, and1026

social behavior of students.1027

49. Dropping Out: Stopping attending school mid-1028

way or losing the opportunity to attend school.1029

50. Underemployment/Unemployment: Underem-1030

ployment refers to the behavior of not finding a job1031

and waiting for job opportunities. Unemployment1032

refers to the situation of a person within a certain1033

age range who is willing and capable of working1034

for remuneration but has yet to find a job.1035

51. Career Planning: Refers to the ongoing system-1036

atic process of planning for one’s career and even1037

life. It includes three elements: career orientation,1038

goal setting, and pathway design.1039

52. Professional/Career/Occupational1040

Choices/Changes: Literal meaning.1041

53. Suspected Neuroses and Mental Disorders:1042

Highly suspected of having neuroses and mental1043

disorders, recommended type of consultation.1044

54. Neuroses and Mental Disorders: It is a gen-1045

eral term for a group of mental disorders, including1046

neurasthenia, obsessive-compulsive disorder, anx-1047

iety disorder, phobia, somatic symptom disorder,1048

et al. Patients experience significant distress and1049

impairment in psychological or social functioning,1050

but there is no confirmed organic pathological ba-1051

sis. The course of the illness is mostly prolonged1052

or episodic. Mid- to long-term consultations are1053

needed. Mental disorders refer to a range of con-1054

ditions that meet the diagnostic criteria of DSM-51055

(substance addiction or dependence also included)1056

and require hospital consultation.1057

55. Self-harm/Suicidal Tendencies: De-1058

scribing incidents of suicide/self-harm/self-1059

mutilation/contemplating suicide. Triggers crisis1060

alerts and referrals.1061

56. Harming Others/Killing: Describing incidents 1062

of harming others/killing/thinking of killing. 1063

G Dialogue Examplars 1064

Multi-turn dialogue examples generated with the 1065

standard and stand.DT methods are illustrated 1066

in Figure 13 and 15. Further, a dialogue generated 1067

by the SMILE method is shown in Figure 17. 1068
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求助者：我最近总是感到焦虑和压⼒很⼤，⽆法⼊睡。我不知道怎么办才好。
⽀持者：听起来你正⾯临着⼀些困扰。⾸先，你要知道你并不孤单，很多⼈都经历过类似的情况。要不要先尝试⼀些放松的
⽅法，⽐如深呼吸或者听⼀些舒缓的⾳乐来帮助你缓解压⼒？
求助者：可能我太过紧张，我试过做深呼吸和听⾳乐，但只能短暂缓解，然后焦虑⼜回来了。
⽀持者：那可能是因为你需要找到更有效的应对⽅式。你可以试试通过⾝体活动来释放压⼒，⽐如散步、跑步或者瑜伽。运
动不仅可以疏导你的负⾯情绪，还能帮助你保持⾝⼼健康。
求助者：或许我确实需要开始运动了。除了运动，你有没有其他的建议来帮我减轻焦虑？
⽀持者：当然，除了⾝体活动，均衡的饮⻝和良好的睡眠也⾮常重要。你可以尝试每天保持规律的作息时间，避免摄⼊刺激
性⻝物和饮料，如咖啡和巧克⼒。同时，也可以试试冥想和深层放松练习，它们对缓解焦虑有帮助。
求助者：听起来这些⽅法都很有效。我会试试看的。但有时候我觉得⾃⼰控制不住焦虑情绪，它总是在困扰我。
⽀持者：明⽩你的感受。焦虑情绪确实让⼈不安。但我们要记住，我们可以通过⼀些技巧来调节⾃⼰的情绪。⽐如，当你感
到焦虑时，可以尝试⽤⽬光聚焦来分散注意⼒，或者快速数数来制⽌负⾯思绪。这样可以帮助你重新获得情绪的平衡。
求助者：这主意不错，下次我会试试。谢谢你的建议和⽀持。
⽀持者：不客⽓，我很⾼兴能够为你提供帮助。除了这些⽅法，如果你觉得焦虑情绪依然⽆法控制，不妨考虑寻求专业的⼼
理辅导，专家会给你更专业的意⻅和指导。
求助者：如果情况再次恶化，我会考虑去找专业帮助。谢谢你的⿎励和⽀持，我觉得好多了。
⽀持者：很⾼兴听到你感觉好多了。记住，⽆论何时，我都在这⾥⽀持你。不要犹豫，随时都可以来找我倾诉。你不是⼀个
⼈在战⽃，我们⼀起度过这段困难时期。

Figure 13: A dialogue example generated with the standard method. (Chinese Version)

Help-seeker: I've been feeling very anxious and stressed lately, and I can't sleep. I don't know what to do.
Supporter: It sounds like you're facing some challenges. First, you need to know that you're not alone; many people have experienced 
similar situations. Would you like to try some relaxation techniques, such as deep breathing or listening to soothing music, to help alleviate 
your stress?
Help-seeker: Maybe I'm too tense. I've tried deep breathing and listening to music, but it only provides temporary relief, and then the anxiety 
comes back.
Supporter: That might be because you need to find more effective coping mechanisms. You could try releasing stress through physical 
activity, such as walking, running, or yoga. Exercise not only helps channel negative emotions but also contributes to maintaining your 
overall well-being.
Help-seeker: Perhaps I do need to start exercising. Besides physical activity, do you have any other suggestions to help reduce my anxiety?
Supporter: Certainly. In addition to physical activity, a balanced diet and good sleep are also crucial. Try maintaining a regular sleep 
schedule, avoiding stimulants like coffee and chocolate. Additionally, consider trying meditation and deep relaxation exercises; they can be 
helpful in relieving anxiety.
Help-seeker: It sounds like these methods are effective. I'll give them a try. But sometimes I feel like I can't control my anxiety; it keeps 
bothering me.
Supporter: I understand your feelings. Anxiety can indeed be unsettling. But remember, we can use techniques to regulate our emotions. For 
instance, when you feel anxious, try using focused gaze to distract your attention, or count quickly to interrupt negative thoughts. This can 
help you regain emotional balance.
Help-seeker: That's a good idea; I'll try it next time. Thank you for your advice and support.
Supporter: You're welcome. I'm glad I could help. In addition to these methods, if you find that your anxiety remains uncontrollable, consider 
seeking professional psychological counseling. Experts can provide more specialized advice and guidance.
Help-seeker: If the situation worsens, I'll consider seeking professional help. Thank you for your encouragement and support; I feel much 
better now.
Supporter: I'm glad to hear that you're feeling better. Remember, I'm here to support you anytime. Don't hesitate to reach out. You're not 
alone in this battle; we'll get through this challenging period together.

Figure 14: A dialogue example generated with the standard method. (English Version)

求助者：最近我有点困扰。我不知道怎样进⼊⼀段亲密的关系，对亲密关系有些恐惧和厌恶，不愿意约会，或者在选择伴侣
⽅⾯遇到了⼀些困难。
⽀持者：听起来你对进⼊⼀段亲密的关系有些困惑和困扰。可以告诉我你具体是如何感受的吗？
求助者：我感到很害怕和不舒服，⼀想到要和别⼈建⽴深⼊的感情联系就感到⽆法忍受。
⽀持者：这种感受可以是⾮常困扰的。或许你可以试着了解⼀下⾃⼰内⼼的原因，或者是过去的经历对你产⽣了什么影响。
求助者：我曾经经历过⼀段情感上的创伤，可能是导致我对亲密关系和约会感到害怕的原因。
⽀持者：了解，经历过情感创伤可以对我们产⽣深远的影响。你曾经尝试过寻求专业帮助吗？
求助者：没有，我⼀直都觉得这是我⾃⼰的问题，不知道该找谁帮助。
⽀持者：你不必独⾃承受这个问题。专业⼼理咨询师可以给予你更具体的帮助和指导，帮助你应对这个挑战。我可以为你提
供⼀些相关的资源和建议。
求助者：谢谢你的帮助，我会考虑尝试寻找专业帮助的。
⽀持者：⾮常好，这是⼀个积极的决定。⽆论你在这个过程中遇到什么困难，都记得你不是⼀个⼈在⾯对这个问题。
求助者：我会记住的。但我现在还是感到有些害怕去谈论和处理这个问题。
⽀持者：害怕是正常的，但要相信⾃⼰的内在⼒量和能⼒。专业咨询师会帮助你逐渐⾯对和处理这个问题，你也可以通过与
亲密的朋友和家⼈分享来减轻压⼒。
求助者：嗯，我会试试这些⽅法。谢谢你的⿎励和⽀持。
⽀持者：我相信你能够克服这个困难，你并不孤单。记得，你可以随时来找我聊天，我会⼀直⽀持你的。

Figure 15: A dialogue example generated with the stand.DT method. (Chinese Version)
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Help-seeker: Recently, I've been feeling a bit troubled. I don't know how to enter into an intimate relationship, and I have some fear and 
aversion towards intimacy. I'm unwilling to date, and I'm facing difficulties in choosing a partner.
Supporter: It sounds like you're confused and troubled about entering an intimate relationship. Can you tell me more about how you 
specifically feel?
Help-seeker: I feel very scared and uncomfortable. The thought of establishing deep emotional connections with others feels unbearable to 
me.
Supporter: This feeling can be very distressing. Perhaps you can try to understand the reasons within yourself or explore how past 
experiences may have influenced you.
Help-seeker: I have experienced emotional trauma before, which may be the reason I feel scared about intimate relationships and dating.
Supporter: I see. Experiencing emotional trauma can have a profound impact on us. Have you ever tried seeking professional help?
Help-seeker: No, I've always felt it's my own problem and didn't know who to turn to for help.
Supporter: You don't have to face this problem alone. Professional psychologists can provide you with more specific assistance and 
guidance to help you cope with this challenge. I can offer you some relevant resources and suggestions.
Help-seeker: Thank you for your help. I will consider trying to seek professional help.
Supporter: That's very positive. Whatever difficulties you encounter in this process, remember that you are not alone in facing this issue.
Help-seeker: I will remember that. But right now, I still feel a bit afraid to talk about and deal with this problem.
Supporter: Fear is normal, but trust in your inner strength and abilities. Professional counselors can help you gradually face and address this 
issue, and you can also alleviate the pressure by sharing with close friends and family.
Help-seeker: Yes, I will try these methods. Thank you for your encouragement and support.
Supporter: I believe you can overcome this challenge. You're not alone. Remember, you can always come to talk to me, and I'll be here to 
support you.

Figure 16: A dialogue example generated with the stand.DT method. (English Version)

求助者：⾼三后的迷茫，⾼考前的恐惧，能给我⼀些建议么？
⽀持者：你看到你的问题了。别担⼼，我们⼀起慢慢解决。⾼考期间的你应该正在⾯临巨⼤的压⼒，有多久没有静下⼼来好
好和⾃⼰相处了。
求助者：确实很⻓时间没有好好照顾⾃⼰了。在这个阶段的⽗⺟，⽼师，⾝边的同学都在承担着各⾃的焦虑。我真的感觉好
难过，好像⼀切都不需要我。
⽀持者：我理解你的感受。在这个年纪，我们都有时候会觉得⾃⼰被否认，被忽视，甚⾄觉得⾃⼰多余。但是请相信，你对
这个世界和他⼈都是有价值的。
求助者：是的，我需要找回对⾃⼰的价值感。我现在总是过着⾮常累的⽣活，⼏乎没有朋友，只能⼀个⼈独处。我不知道该
怎么⾯对⾼考。
⽀持者：⾼考的确是个很⼤的挑战，但我们不能让它完全定义我们的价值。我们要学会调整好⾃⼰的情绪，不被别⼈轻易影
响，不要盲⽬去证明⾃⼰。我们需要冷静下来，好好思考怎样更好地改善⾃⼰。
求助者：你说的对，⾼考只是⼀个阶段。但是我感觉我不知道该怎么学习，每次考试都给我打击。我真的很迷茫。
⽀持者：学习是个具体的技巧，我们可以⼀起学习如何安排时间、休息，甚⾄在休息的时候做些什么。⽽且，我们也可以通
过和同学、⽼师交流来不断提⾼⾃⼰的学习⽅法。只要我们保持积极的⼼态，相信会有进步的。
求助者：谢谢你的⿎励和建议。我觉得我需要更多的⽀持和理解，不再觉得孤独和⽆助。你有什么其他建议吗？
⽀持者：当你感到难过和迷茫的时候，可以寻找⼀些积极向上的事物来激励⾃⼰，⽐如读⼀些励志书籍，观看⼀些⿎舞⼈⼼
的视频。还有，记得不要忘记和朋友⼀起交流，他们的⽀持和⿎励也会帮助你度过难关。
求助者：嗯，我会尝试去找⼀些正能量的事情来给⾃⼰⼀些动⼒。我现在真的很感激你的陪伴和帮助。
⽀持者：没关系，我会⼀直陪你度过⾼考的。相信⾃⼰，你⼀定能够克服困难，取得好成绩。加油！
求助者：谢谢你的信任和⿎励。我会努⼒的！

Figure 17: An example of multi-turn dialogue generated by SMILE method. (Chinese Version)
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Help-seeker: I'm feeling lost after finishing high school, and I'm scared about the college entrance exam. Can you give me 
some advice?
Supporter: You've identified your concerns. Don't worry; we'll work through this together. You're likely under immense 
pressure during the college entrance exam period. When was the last time you took a moment to be with yourself and 
relax?
Help-seeker: It's been a long time since I took care of myself properly. At this stage, parents, teachers, and classmates 
around me are all dealing with their anxieties. I feel really sad, like nothing matters.
Supporter: I understand how you feel. At this age, we sometimes feel denied, ignored, or even redundant. But please 
believe that you have value to the world and others.
Help-seeker: Yes, I need to rediscover my sense of self-worth. I'm living a very tiring life now, almost no friends, always 
alone. I don't know how to face the college entrance exam.
Supporter: The college entrance exam is indeed a significant challenge, but we shouldn't let it completely define our value. 
We need to learn to adjust our emotions, not be easily influenced by others, and not blindly prove ourselves. Let's calm 
down and think about how to improve ourselves.
Help-seeker: What you're saying is right; the college entrance exam is just a phase. But I feel lost; I don't know how to 
study, and every exam is a setback for me.
Supporter: Learning is a specific skill, and we can learn together how to manage time, rest, and even what to do during 
breaks. Moreover, we can continuously improve our study methods through communication with classmates and teachers. 
As long as we maintain a positive mindset, progress is possible.
Help-seeker: Thank you for your encouragement and advice. I feel like I need more support and understanding, not to feel 
lonely and helpless anymore. Do you have any other suggestions?
Supporter: When you feel sad and lost, look for positive things to motivate yourself, like reading inspirational books or 
watching uplifting videos. Also, don't forget to communicate with friends; their support and encouragement will help you 
get through tough times.
Help-seeker: Yeah, I'll try to find some positive things to give myself motivation. I'm really grateful for your companionship 
and help.
Supporter: It's okay; I'll be with you throughout the college entrance exams. Believe in yourself; you can overcome 
difficulties and achieve good results. Keep going!
Help-seeker: Thank you for your trust and encouragement. I'll do my best!

Figure 18: An example of multi-turn dialogue generated by SMILE method. (English Version)
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