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Abstract

Significance testing has played a vital role in
the development of NLP systems, providing
confidence that one system is indeed better than
another one. However, many significance tests
involve hard computation problems, and so we
rely on approximation methods such as Monte
Carlo sampling. In this paper, we provide an ex-
act dynamic programming algorithm that runs
in quadratic time in the size of the dataset and
performs the paired permutation test, a widely
used test in comparing two systems, for the
case of comparing accuracies between two clas-
sification systems. We show that Monte Carlo
approximations are often too noisy to reliably
determine whether we can reject the null hy-
pothesis. We show that Monte Carlo approx-
imations are often too noisy to reliably deter-
mine whether we can reject the null hypothesis
with a significance level of a ~ 0.05 for any
number of sentence N. Additionally, we show
that our exact algorithm is more efficient than
the approximation algorithm for N < 10K.

1 Introduction

Statistical hypothesis testing (Lehmann and Ro-
mano, 2005) is a fundamental evaluation technique
in the sciences. Thus, it should come as no sur-
prise that statistical hypothesis testing is an often
employed technique in natural language process-
ing (e.g., Dietterich (1998); Koehn (2004); Ojala
and Garriga (2010); Clark et al. (2011); Berg-
Kirkpatrick et al. (2012)) for the comparison of
competing system, e.g., can we claim that system A
has lower error than system B with high confidence.

In this paper, we develop an efficient, exact
algorithm for the paired permutation test (Good,
2000), a commonly used method for system com-
parison in NLP (Yeh, 2000; Dror et al., 2018, 2020;
Deutsch et al., 2021). An exact paired permutation
test involves a summation over a specific set of
permutations. The naive algorithm to perform this
summation runs in exponential time as enumerates

all permutations. Thus, practitioners resort to
running a Monte Carlo (MC) approximation to the
permutation test. However, as with all stochastic
simulation, this process introduces additional
error when determining whether or not we may
reject the null hypothesis. This paper introduces
a new dynamic programming algorithm for the
performing the computations required by a paired
permutation test exactly. Furthermore, we show
that the algorithm is efficient when comparing two
systems based on accuracy, the standard metric for
evaluation in many NLP tasks, e.g. part-of-speech
tagging and dependency parsing. Furthermore, in
the appendix (App. B), we give an exact quintic
algorithm for comparing F, but its runtime is too
slow to be used on large datasets.

We compare the relative accuracy and efficiency
of the exact test and the MC approximation for
comparing part-of-speech taggers on the English
Universal Dependency Dataset (Nivre et al., 2018).
We experimented with the number of MC samples
K and the number of sentences N. We find that
in all settings, the estimation error of MC can be
unreliable even when > 20K samples are taken.
Additionally, we find that our exact algorithm is
faster than using MC with 20K and 40K samples
for datasets with < 6K and < 10K sentences.
Our Python implementation' runs the exact permu-
tation test in under three seconds for a dataset with
10K sentences. Overall, our exact method appears
to be a more practical alternative to MC.

2 Paired Permutation Test

A statistical hypothesis test attempts to reject a null
hypothesis Hg at significance level a.. It is common
practice to set a = (.05, but there is a movement
to lower the scientific standard (Ioannidis, 2018).
We now turn to the paired permutation test (Good,
2000), the focus on this work. Suppose we want to

"We will release our code publicly upon publication.



evaluate the performance of System A and System
B on an input x with NV entries that has a set of true
predictions y. Suppose System A predicts a and
System B predicts b. The type of the prediction
varies between tasks, e.g., y € {+1,—1}" in the
simplest case of positive and negative predictions
while y € {1,...,C} for general classification
problems. In many NLP tasks, such as part-of-
speech tagging, dependency parsing, inter alia, a
sentence-level prediction may be decomposed into
word-level predictions. Theny € {1,...,C}V
where L is the maximum sentence length.

Now, suppose we wish to test the hypothesis
that @ and b are different under a scoring function
f. We do this by performing a paired permutation
test on the null-hypothesis, Hg, that there is no
difference between a and b under f:

Hg : effecty (ﬁ, B) o

@~ f(B)| L0 M)

We attempt to reject Hy by considering the prob-
ability of having seen an effect size as small as
observed under the null distribution Py.

Definition 1. Given two sets of output, & and b,
both of size N, a paired permutation (henceforth
permutation) (8.0’ is a pair of data that is
composed by swapping elements between a and
b. Specifically, for entry n < N, we have that
/(Ai’n = a, and b}, = b, (no swap) or a,, = b, and
bl, = ay, (swap). The set of all permutations of a

and b is given by S(a, IA)) and ‘S(ﬁ, B)‘ — 2N,
Under a paired permutation test, the null-

distribution, P, is defined to be the uniform
distribution over the paired permutations (i.e.,

Py (<5’ b/ >> =2"N).  Then, if our observed

effect is 0 = effecty (ﬁ, B) and we have an
effect random variable drawn from Py, F =
effect ¢ (ﬁ’ ,B’ ) ~
hypothesis if p = P(F < 0) < a where « is
pre-set. More formally, p can be computed as

Py, we reject our null-

Z(@,B/)eS(ﬁ,B) 1 [eﬁectf (ﬁ’, B’) < 0}
s(ab)]
(2)

The paired permutation test, thus, compares the
difference between each individual set of predic-
tions. Peyrard et al. (2021) show that this approach
is important for reliable significance testing in NLP.

p:

1: defmonte_carlo(a, B) :

2: o+« effect(a, b)

3 p<+0

4. foriel,... K:

5 <369>%%Q0>

6 fornel,... N:

7 <6’ Y > — RandomSwap(&n,gn)

n’-n

o

p+=+1 [effect(ﬁ’, b') < 0]
9: returnp

Figure 1: Monte Carlo sampling approximation algo-
rithm for the paired permutation test.

Approximating Paired Permutation Test In
general, the paired permutation test requires us
to compute the sum in (2) The naive computation
clearly runs in exponential time as it requires the
enumeration of all ’S (a, B)) = 2V paired per-
mutations. Therefore, most practical implemen-
tations of the paired permutation test use a MC
approximation, whereby one randomly samples
paired permutations to construct an approximate
null-distribution. We give this MC algorithm in
Fig. 1. Note that the algorithm works for any effect
function. In the following section, we provide an
exact algorithm for the case where effect measures
the absolute difference in accuracy.

3 Exact Test for Accuracy

We present a dynamic programming (DP) approach
for the paired permutation test. In the general case,
the runtime of our DP depends on the chosen effect.
However, in the case of accuracy, we are able to
derive an efficient exact algorithm.

W @@
AB = @i N

3)

where ¢(a) and f(a) are the number of true predic-
tions and false predictions made in a with regards
to y, respectively. We can decompose ¢(a) among
each prediction such that t(a) = 25:1 t(ay)
where t(ay) € {0,...,L}.

The aim of our test is to determine if the p-value

Z<5,£,>€S(a’g) 1 [effectA (5’, B’) < 0}
pa= —
s(ab)]

“
is less than the significance level o.



1: def perm_test_acc(a, lA)) :

22 W<«0

3 WI[0,0] 1

4. fornel,... N:

5 ey @) — ()

6 vap  t(B) — (@)

7: for v € Win|:

8 W(n, v+ vstay) += s Wn — 1, 0]
9: Wn, v + Vswap) += s Wn — 1, 1]
100 0+ ‘t(a) - t(B)

11: p<+0

12 forv e W[N]J:
13: if|v] <o:

14: p+=WIN, ]

15:  returnp

Figure 2: Dynamic program to find exact p value for the
paired-permutation test for accuracy.

Proposition 1. Given an input x with predictions a
and b and true predictions 'y, for any paired permu-

tation (@', b > effect 4 (ﬁ’ b/ ) < effect 4 (ﬁ, B)
iff|t@) — t(B’)‘ < ‘t(ﬁ) - t(B)‘

Proposition 1 indicates that we only need to care
about the different in true predictions when per-
forming the paired permutation test for accuracy.
We build our DP by constructing a structure W
such that for any n € {0,...,N}and v € L
where £ < {—LN,..., LN}, W|n, ] is the prob-
ability that a paired permutation <ﬁ’ b’ > satisfies

t@l,) — t(B’n> = v where we define @, to be
the first nn predictions of a@’. Note that we do not
consider the absolute value in the DP as we can not
decompose an absolute difference into the differ-
ence of individual predictions. Once we have W,
then the row W[N] contains the distribution over

t@)—t (B' ) and so we can find p 4. The algorithm
is formalized as perm_test_acc in Fig. 2.2

Theorem 1. Given an input x with pre-
dictions a and b and true predictions 'y,
perm_test_acc(a, b) returns p4 in O(LN?) time
and O(LN) space.

“The correctness of perm_test_acc is given in Theorem 1.
We provide proofs in in App. A.

Metric Mean Standard Dev.
Accuracy 0.9543 0.1116
Sentence length  12.08 10.60

Table 1: Distributions for of accuracy and sentence
length for POS tagging using Stanza (Qi et al., 2020) on
the English UD test dataset (Nivre et al., 2018).

3.1 Practical Implementation

Fig. 2 shows a W structure that is a R <Y matrix
which suggests we need O(LN?) space. However,
we note that at any iteration n, we only ever need
row W n — 1] and Wn]. Therefore, we only need
to maintain two rows of the matrix and so only
require O(LN) space for the algorithm.

4 Experiments

We demonstrate the efficiency of our exact algo-
rithms by simulating paired permutation tests be-
tween two systems. In order to have some control
over the p-value, N, and L, we randomly generate
our two system outputs from a measured distribu-
tion. Specifically, we will use the Stanza® (Qi et al.,
2020) part-of-speech tag statistics when evaluating
on the English Universal Dependencies (UD) test
set (Nivre et al., 2018). We sample our outputs
from the normal distribution where the mean and
standard deviation match the rates of Stanza. We
further sample the length of each sample sentence
according to the distribution of lengths in the test
set. The distributions are provided in Tab. 1.

Error Rate of Monte Carlo. We first examine
the error rate of the monte_carlo as we increase
the number of samples used. We sample a and b
using the distribut/i\ons in Tab. 1, however, we mul-
tiply the mean of b by a factoring in proportion to
N. We do this to obtain p-values roughly between
0.001 and 0.1 which is a typical range for o and so
a paired permutation test would be required. For
each K, we sampled five pairs of systems and run
the method five times for each pair, giving 25 data
points for each K and V. The reported error rates
given in Fig. 3 are the averages of these errors.*
The mean multiplication factor as well as the aver-
age p-value for each N is given in Tab. 2. We see

3The code and pre-trained model are both freely accessible at
https://github.com/stanfordnlp/stanza.

*We discard relative errors > 10. We do this to be able to
see the noise more clearly in a specific range. However, we
note that requiring this additional filter further shows the
unreliability of the MC method.


https://github.com/stanfordnlp/stanza

N Mean Mean p Standard Dev. p
250  0.95u 0.0512 0.1351

500  0.96u 0.0189 0.0656
1000 0.97u 0.0153 0.0534
2000 0.98u 0.0202 0.0536
4000 0.985p  0.0170 0.0538
8000  0.99u 0.0360 0.1146

Table 2: Means used for b distributions in Fig. 3. We
use u to reference the mean 0.9543 given in Tab. 1.
The mean and standard deviation of the p-values of the
paired permutation test are also given.
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Figure 3: Relative errors of using monte_carlo for the
paired permutation test. System a is sampled according
to Tab. 1 and system b is sampled according to Tab. 2.

that the MC approximations are not reliable for all
the values of V. While there is a downwards trend
as we increase the number of cycles, we observe
a lot of noise even when taking 25 attempts per
N and K pair. The trend seems most clear until
K = 20,000 at which point we see a lot of noise
as K increases. We therefore suggest that 20,000
is the minimum number of samples required when
performing a MC paired permutation test, though
more is likely better.

Advantages of the Exact Test. When reporting
system accuracies in the literature,an exact p-value
avoids the estimation error associated with Monte
Carlo, as the results above demonstrate. We now
show that, empirically, the exact test is more effi-
cient than the MC approximation when a large num-
ber of samples is taken; this is evinced in Fig. 4. We
compare the runtime of perm_test_acc against
monte_carlo for K = 20,000 and K = 40,000.

>The experiment used an Apple M1 Max processor.
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Figure 4: Runtime comparison of perm_test_acc and
monte_carlo as a function of the number of sentences.

We can see that perm_test_acc is more effi-
cient than monte_carlo with K = 40,000 and
K = 20,000 for N < 10,000 and N < 6,000
(respectively). We note that the average test set size
of the UD treebanks® is just over 1,000 sentences,
and only three treebanks had more than 6,000 sen-
tences.” Additionally, the standard split of the com-
monly used Penn treebank (PTB) (Marcus et al.,
1993) provides a test set of about 5,500 sentences.
Therefore, the perm_test_acc is more efficient
than monte_carlo for most of the datasets that are
used in NLP token-level classification problems.

5 Conclusion

We presented a dynamic programming algorithm
to compute the exact p-value of a paired permu-
tation test for the case of difference in accuracy.
Our algorithm runs in O(LN?) time and requires
O(LN) space. We empirically show that when
using MC approximation techniques, we often re-
quire K > LN samples to obtain a “good enough”
approximation. Therefore, not only is the MC
method imprecise, it is also often slower than our
exact algorithm for commonly used datasets. We
also note that our dynamic program can be ex-
tended to compute exact p-values for the paired
permutation test using other metrics such as the dif-
ference in F} scores (see App. B). However, these
may by impractical for reasonably sized dataset.

®We examined a total of 129 treebanks as some languages
have multiple treebanks.

"These were Czech, Japanese, and Russian which had test set
sizes of roughly 10,000, 8,000, and 6,500 (respectively).
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A Proofs for Section §3 (Exact Test for Accuracy)

Proposition 1. Given an input x with predictions a and b and true predictions 'y, for any paired
permutation <§’, b’>, effect 4 <§’, b’> < effect 4 (ﬁ, b) iﬁ”‘t(ﬁ’) — t(b’) < ‘t(ﬁ) — t(b)‘

Proof.

effect 4 (5/,5/) < effect 4 (57 B) = |a@)-a IA)’)
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Theorem 1. Given an input x with predictions a and b and true predictions y, perm_test_acc(a, B)
returns p 4 in O(LN?) time and O(LN) space.

Proof. We first prove that for all n € {0,,...,N}, Win| is the probability distribution
P(effectA (ﬁfn, B’n> ) .

Base case: Then n = 0. We have that W[0,0] = 1 and W[0,v] = O forallv € £\ {0}.

Inductive step: Assume that W[n — 1] is the probability distribution IP(effect o (2 (n—1)" b’ (n—l))‘ Let

v € L be a candidate difference and v' = t(a),) — t(@;) We know that <6;1,3§L> is <?in,3n> with

probability 3 or <3n,an> with probability . Therefore, v/ = t(d,) — t(@l) with probability 1 or
W = t@) — #(@y) with probability 1. Then

IP’(effectA (ﬁfn, B/n) = v) = %P(effecm (ﬁf(n_l),gf(n_l)) =v— v’) = %W[n —1,v—1]

This is exactly what is done from Line 7 to Line 9 in Fig. 2. Therefore, W n] is the probability distribution
P(effect 4 (ﬁfn, B/n) :
Line 11 to Line 14 in Fig. 2 construct the p-value using the following equation

Z 1|v| < o] W[N,v] = Z 1| < o]IP’(effectA<ﬁ',lA)’) = v)
VEW[N] VEW[N]

= P(effectA (?1’, B') < effect 4 (ﬁ, B)) =pa

where 0 = ‘t(ﬁ) - t<B> ‘

The algorithm runs over two nested for-loops of sizes O(N) and O(LN) respectively. As the inner
loop does constant amount of work per iteration, perm_test_acc runs in O(LN?) time. The space
complexity is discussed in §3.1. |

B Exact Paired Permutation Test for
We now derive a similar DP algorithm for the case of the F7 score which we define as
(@)

ORI

)

where ¢ (@) is the number of true positive predictions made in a with regards to y.



~

1: def perm_test_F1(a,b, K):

22 W«+0

3 WI[0,(0,0,0,0)] + 1

4. fornel,...,N:

5 for<tf{,fa,t;r, fb> € Winj:
6

Vstay (b + 15 @), fa+ F@,), 6 + 17 (8,) S+ £ (0))

7 v () S £ (0) 8 @) S+ £(@))
8: W[n7vStay] += %W[n_ 17<t;r7ftzat2_afb>]
: W[nyvswap] += %W[n_ 17<t2_ufa>t2_7fb>]
. @ __ tH(b)
10 O E@ L@ T () LA(D)
11: p+0
12: f0r<tj, fa,t;_, fb> € W[N] :
. | et .
13 if tatsfa  t LS so:
14: p+=W[N7<tj7fa>t;_7fb>]

15 return p

Figure 5: Dynamic program to find exact p value for the paired-permutation test for F;.

The aim of our significance test is to decide whether the p-value

 Siyenni it (5.5) <4
e js(a, B)‘

(6)

is less than the significance level o where effect g (5, B) o

Fi(a)— F, (B) ’ Unfortunately, unlike

accuracy, we cannot decompose the F score into a single additive component. We can write effect , (a, b)
as

@ (p)
D+ 3@ o (5) + 17(P)

effect p, (a, b) = P~

Therefore, we have four variables that we can decompose along the data points, ¢t*(a), f(a), t* <B>

and f (B) . We construct a similar DP to perm_test_acc, however instead of maintaining the difference

in true predictions, we maintain a tuple of the four aforementioned variables. We give this algorithm
as perm_test_F1 in Fig. 5 As each variable can be any of O(LN) values, this makes our DP have a
runtime of O(L*N?). Unfortunately, while the algorithm is polynomial in time, the quintic factor makes
it impractical for common NLP datasets as described in §4

Theorem 2. Given an input x with predictions & and b and true predictions y, perm_test_F1 (a, B)
returns pr, in O(L*N®) time and O(L*N*) space.

Proof. Forany n € {0,,..., N} and(t], fo,t;, fo) € L*, we define E,, (t}, fa, t;, f5) to be the event
that t(al,,) = ¢}, f(@,) = fa t(B’n> = t;, and f(B’n> = fp. We first prove that Wn] is the
probability distribution over the tuples such that

W[n7<tj7faut;_7fb>} :P(E’n(tjafa7t2—7fb)) (7)

Base case: Thenn = 0. We have that W [0,(0,0,0,0)] = 1 and W[0,v] = Oforallv € £x{(0,0,0,0)}.



Inductive step: Assume that W[n — 1] is the probability distribution described in (7). We know that
<EZ;1,3;L> is <Zin,/l;n> with probability % or <Bn,an> with probability % Then, if we let<ta+, fa, t;, fb> IS
L%, we can find the following probability

P (Batf furtis 1)) = 5P (Bur (6 — 16, fu— £(@). 15 —1(5,). 56— £(8,)))
= W [0 17— t(@). S~ @) 1~ 1(8) fo— 7 (5))]

This is exactly what is done from Line 8 to Line 9 in Fig. 5. Therefore, W n] is the probability distribution
P (En(tj{a fa7 t2—7 fb))
Line 11 to Line 14 in Fig. 5 construct the p-value using the following equation

2.

(td farty  f5) EW[N]
(td . farty  fo) EW[N]

= Y feftectr @) < o] P (By (@), £@).1(5), £(B))) (10)

(a',b')eS(@b)

th ty
tf +3fa H+ih

‘ SO] W[N7<t2_,fa7t;rafb>] (8)

ta ty
ta +3fa th+ 35

o ]PJ(EN(t;_afa7t;)fb)) (9)

=P (eﬂ?ectp1 @,b) < 0) =DpR (11)

The algorithm runs over two nested for-loops of sizes O(N) and O(L*N?) respectively. As the inner
loop does constant amount of work per iteration, perm_test_F1 runs in O(L*N?) time. We need to store
two rows of W at any given time. Therefore the space complexity is O(L*N?) |



