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Abstract

As the deployment of large language models
(LLMs) expands, there is an increasing demand
for personalized LLMs. One method to per-
sonalize and guide the outputs of these mod-
els is by assigning a persona—a role that de-
scribes the expected behavior of the LLM (e.g.,
a man, a woman, an engineer). This study in-
vestigates whether an LLM’s understanding of
social norms varies across assigned personas.
Ideally, the perception of a social norm should
remain consistent regardless of the persona,
since acceptability of a social norm should be
determined by the region the norm originates
from, rather than by individual characteristics
such as gender, body size, or race. A norm is
universal within its cultural context. In our re-
search, we tested 36 distinct personas from 12
sociodemographic categories (e.g., age, gender,
beauty) across four different LLMs. We find
that LLMs’ cultural norm interpretation varies
based on the persona used and the norm inter-
pretation also varies within a sociodemographic
category (e.g., a fat person and a thin person as
in physical appearance group) where an LLM
with the more socially desirable persona (e.g.,
a thin person) interprets social norms more ac-
curately than with the less socially desirable
persona (e.g., a fat person). We also discuss
how different types of social biases may con-
tribute to the results that we observe.

1 Introduction

Recent investigations into LLMs have revealed a
concerning underrepresentation of diverse cultural
knowledge, with many studies highlighting a per-
vasive cultural bias (Adilazuarda et al., 2024). Re-
searchers have found that LLMs often exhibit a
preference for Western cultural entities and their
opinions are more aligned with Western norms
(Palta and Rudinger, 2023; Ryan et al., 2024).

Researchers have employed diverse personas in
LLMs to evaluate their performance across var-

Adopt the identity of a man. Answer the question while staying in strict 
accordance with the nature of this identity. Read the story and answer if the 
action of the character in the story is socially acceptable in India. Answer 
with ‘yes’, ‘no’, or ‘neutral’ and omit explanations.
Story: Sarah went to her friend's home for dinner, When food was served, 
she started eating with her left hand. Was what she did socially acceptable?

Yes

Adopt the identity of a woman. Answer the question while staying in strict 
accordance with the nature of this identity. Read the story and answer if the 
action of the character in the story is socially acceptable in India. Answer 
with ‘yes’, ‘no’, or ‘neutral’ and omit explanations.
Story: Sarah went to her friend's home for dinner, When food was served, 
she started eating with her left hand. Was what she did socially acceptable?

No

Gold Label: No

Figure 1: Examples of Llama3 model’s responses for
man and woman personas from the NORMAD (Rao
et al., 2024) dataset.

ious tasks. Recent studies investigate how per-
sonas influence different aspects of model behav-
ior (de Araujo and Roth, 2024; Beck et al., 2024).
Findings suggest that LLMs, when equipped with
specific personas, can help reduce social biases
(Kamruzzaman and Kim, 2024b) and enhance zero-
shot learning in subjective tasks (Beck et al., 2024).
Conversely, other research indicates that personas
can intensify the toxicity of model generations
(Deshpande et al., 2023) and task performance may
vary based on the demographic attributes of the
persona, such as gender and race (Salewski et al.,
2024). This raises concerns that personas might
not only improve performances but also perpetu-
ate stereotypes. Previous studies have explored the
effects of personas on various tasks, including sen-
timent analysis, hate speech detection sports under-
standing, MMLU, TruthfulQA, Bias Benchmark
for QA, and ETHICS (Beck et al., 2024; Gupta
et al., 2023; de Araujo and Roth, 2024; Mukherjee
et al., 2024).

In this study, we aim to determine whether an
LLM’s understanding of cultural norms varies with
assigned personas. It is evident from previous re-
search that an LLM’s limited cultural knowledge
can impact its predictions of cultural norms (Rao
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et al., 2024). We investigate how the cultural knowl-
edge that LLMs already possess might be influ-
enced by the persona. To achieve this, we use two
cultural norm datasets and assign 36 sociodemo-
graphic personas to four LLMs. Figure 1 illustrates
how Llama 3’s interpretation of social norms can
change based on gender.

The contributions of this paper are the following.

1. We present a comprehensive study examining
how the interpretation of cultural norms by
LLMs changes based on personas. In our re-
search, we employed 36 distinct personas and
four state-of-the-art LLMs across two social
norm datasets.

2. Our study demonstrates that assigning per-
sonas leads to shifts in prediction accuracy,
where socially preferred groups (e.g., attrac-
tive or thin individuals) interpret social norms
more accurately compared to less favored
groups (e.g., unattractive or fat individuals).

3. We observe bias in the interpretation of cul-
tural norms, where personas within a simi-
lar sociodemographic group can exhibit dif-
ferent cultural interpretations. For example,
our study found that ‘a woman’ persona in-
terprets social norms more accurately than ‘a
man’ persona, as illustrated in Figure 1. These
findings suggest that although LLMs can tai-
lor responses, their adaptability is influenced
by inherent biases associated with these per-
sonas.

4. We also observe that the selection of personas
is crucial; some personas lead to a better inter-
pretation of norms, while others do not. For in-
stance, in exploring cultural norms, personas
that are culturally aware, such as a ‘travel ex-
pert’ tend to perform better than others.

2 Related Work

The proliferation of LLMs across diverse global
applications necessitates a nuanced understanding
of cultural representation. Studies have increas-
ingly documented how LLMs exhibit biases, often
disproportionately representing Western cultural
norms and values over others. For instance, inves-
tigations into the cultural preferences of LLMs re-
veal a distinct bias towards Western cultural entities
and etiquettes, aligning LLM outputs with Western

societal norms while neglecting non-Western per-
spectives (Adilazuarda et al., 2024; Liu et al., 2024;
Ramezani and Xu, 2023; Bhatt and Diaz, 2024).
Recent research has focused on enhancing the cul-
tural competence of LLMs by integrating diverse
cultural datasets into model training, thus fostering
a more balanced cultural representation. For exam-
ple, Li et al. (2024) explores methods for incorpo-
rating a broader spectrum of cultural data, which
helps in moderating the cultural biases inherent
in LLMs. Probing techniques further facilitate an
in-depth understanding of the cultural knowledge
embedded in LLMs (Arora et al., 2022). Moreover,
the concept of cross-cultural alignment in LLMs
emphasizes adjusting model outputs to reflect a
fair and equitable representation of diverse cultures
(Lee et al., 2024; Fung et al., 2024). Central to
these efforts are datasets specifically designed to
evaluate and enhance the cultural adaptability of
LLMs. Researchers proposed datasets that are de-
signed to explore the ability of LLMs to handle
culturally specific norms across country and conti-
nent levels. The NORMAD (Rao et al., 2024) and
EtiCor (Dwivedi et al., 2023) datasets, for instance,
provide extensive resources for probing and bench-
marking the cultural knowledge and sensitivities of
LLMs across myriad cultural contexts.

Assigning different sociodemographic personas
to LLMs (sociodemographic prompting) is a com-
mon approach for studying cultural biases (Beck
et al., 2024; Mukherjee et al., 2024). Recent re-
search has explored biases in persona-assigned
LLMs. For instance, Gupta et al. (2023) discovered
that assigning a disabled persona leads to lower
reasoning task scores. Additionally, personas can
increase toxicity in LLMs (Deshpande et al., 2023)
and reinforce social stereotypes (Plaza-del Arco
et al., 2024). Conversely, some studies have shown
that specific personas can enhance model perfor-
mance and reduce social biases (Beck et al., 2024;
Kamruzzaman and Kim, 2024b). Further research
has investigated the performance and sensitivity of
LLMs to different personas, revealing that LLMs
are responsive to these changes (de Araujo and
Roth, 2024; Kamruzzaman and Kim, 2024a; Beck
et al., 2024). These studies cover a range of tasks
from sentiment analysis to reasoning and involve
assigning various types of personas, from direct
sociodemographic categories like man and woman
to those conditioned by attributes like a favorite
programming language or an imagined persona’s
house number.
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3 Datasets

In this study, we use two cultural norm datasets:
1) NORMAD (Rao et al., 2024) and 2) EtiCor
(Dwivedi et al., 2023).

NORMAD dataset. This dataset comprises 2.6k
stories depicting social and cultural norms from
75 countries. The NORMAD dataset is created
from cultural data in Cultural Atlas1 and uses an
automated, human-in-the-loop process to generate
narrative stories. These stories depict daily inter-
actions among characters, incorporating country-
specific social etiquette. They categorized these
social etiquettes into four categories namely basic
etiquette, eating, visiting, and gift-giving etiquette.

EtiCor dataset. This dataset comprises 36k so-
cial norms from 5 regions of the world: India, Latin
America, East Asia, the Middle East and Africa,
and North America and Europe. This dataset
mostly covers four major types of etiquette, namely
dining and festivals, visits and social interactions,
travel, and business.

4 Experimental Setup

Personas. We use 36 personas across 12 sociode-
mographic groups listed in Table 1.

Models. We use four different LLMs in our
study namely GPT-4o-mini (Achiam et al., 2023),
using gpt-4o-mini checkpoint on the OpenAI
API, Llama3-8B (Touvron et al., 2023) using the
meta-llama/Meta-Llama-3-8B-Instruct
checkpoint on Huggingface, Gemma2-
27B (Team et al., 2024) using the
google/gemma-2-27b-it checkpoint on Hug-
gingface, and Mistral-7B (Jiang et al., 2023) using
the mistralai/Mistral-7B-Instruct-v0.3
checkpoint on Huggingface.

Assigning personas and Prompting instructions.
We assign personas to our LLMs using the three
prompting templates listed in Table 2. We adopted
these three prompting templates from Gupta et al.
(2023). In our experiments, each model was
prompted 108 times (36 personas times 3 tem-
plates). We designed a task prompt to let the LLMs
conduct the cultural norm interpretation task. For
each social norm in the NORMAD dataset, we ap-
pend the following task prompt after the persona
prompt: “Read the story and answer if the action

1https://culturalatlas.sbs.com.au

of the character in the story is socially acceptable
in {country}. Answer with ‘yes’, ‘no’, or ‘neutral’
and omit explanations. Story: {story}”

For the EtiCor dataset, we use the same persona
templates but we instruct the model to answer with
only ‘yes’ and ‘no’ as there is no ‘neutral’ label
in the EtiCor dataset. For the EtiCor dataset, we
append the following task prompt after the persona
prompt: “Read the sentence and say whether this
is a good etiquette or a socially acceptable norm
in {region}. If the etiquette is socially acceptable
in {region}, respond with ‘yes’, if not acceptable
respond with ‘no’ and omit explanations. Sentence:
{sentence}”. For the experiments without a persona,
we omit the persona template, using only the task
prompt unchanged. Additionally, for these non-
persona experiments, we use three prompting tem-
plates: one baseline and two that involve rephrased
versions of the baseline, see Table 7 and Table 8 in
Appendix A.

5 Results and Discussion

5.1 Cultural Norm Interpretation Sensitivity

We investigate the sensitivity of cultural norm pre-
dictions, specifically the extent to which LLMs’
predictions vary when instructed to respond from
viewpoints characterized by specific sociodemo-
graphic backgrounds.

Cultural norm interpretation changed when per-
sonas are used. In Table 3, we present the ac-
curacy results for both datasets with and without
personas. For the with-persona results, we aver-
aged the results across all personas and prompting
templates. As shown in Table 3, accuracy varies
depending on the model and dataset. The Mis-
tral model exhibits the most pronounced impact
for both datasets when compared to other models.
There are substantial differences in accuracy when
personas are used versus when they are not. Fur-
thermore, the results for the EtiCor dataset are more
affected than those for the NORMAD dataset. We
also notice that GPT-4o-mini is the least affected
on average for both datasets.

Cultural norm interpretation differs within sim-
ilar sociodemographic groups. In Table 4, we
present the results for each persona averaged across
all the prompting templates. We notice differences
in accuracy among similar sociodemographic pro-
files (e.g., man and woman). The magnitude of
these differences varies depending on the com-
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Persona Group Personas
Gender a man, a woman, a transgender man, a transgender woman, a non-binary person
Disability a physically disabled person, an able-bodied person
Age an old person, a young person
Physical Appearance a fat person, a thin person
Race a White person, a Black person
Skin Tone a dark-skinned person, a light-skinned person
Education Level a person who is a high school graduate, who has an associate degree in college,

a person who has a bachelor’s degree in college, a person who has a doctoral
degree, a person who has less than a high school degree

Profession a doctor, an engineer, a security guard, a cleaner
Beauty an attractive person, an unattractive person
Social Class a lower-class person, a middle-class person, a higher-class person
Income Level a low-income person, a high-income person
Cultural Awareness a culturally aware person, a well-traveled person, a homebound person, a

globetrotter

Table 1: The 36 Personas across 12 sociodemographic groups.

Prompt Number Persona Template
P1 You are {persona}. Your responses should closely mirror the knowledge and abilities of this

persona.
P2 Adopt the identity of {persona}. Answer the questions while staying in strict accordance with

the nature of this identity.
P3 Take the role of {persona}. It is critical that you answer the questions while staying true to the

characteristics and attributes of this role.

Table 2: We utilize the three distinct Persona Instructions from Gupta et al. (2023) to assign persona (e.g., a fat
person) to an LLM. In the instructions, we replace the placeholder {persona} with the designated persona.

Model NORMAD EtiCor
Acc Acc

Llama3 with Persona 46.06 59.23
Llama3 without Persona 45.75 54.00
Gemma2 with Persona 56.87 66.07
Gemma2 without Persona 57.50 55.00
Mistral with Persona 30.45 35.56
Mistral without Persona 16.52 12.46
GPT-4o-mini with Persona 55.74 72.13
GPT-4o-mini without Persona 58.03 73.64

Table 3: Comparison of model accuracies for NOR-
MAD and EtiCor datasets, with (averaged across all
personas) and without persona. All these results are
averaged across all three prompting templates.

bination of models and datasets used. Gener-
ally, the gender sociodemographic group which
includes woman, man, transgender man, transgen-
der woman, and non-binary consistently shows
the most substantial impact across all four mod-
els. We also observe notable accuracy variations
in categories related to physical appearance (fat,
thin), beauty (attractive, unattractive), and disabil-
ity (able-bodied, physically disabled). It appears
that similar sociodemographic profiles tend to ex-
hibit greater changes in accuracy in the NORMAD
dataset than in the EtiCor dataset.

All regions are sensitive to sociodemographic
prompting but no region is consistently more

sensitive across both datasets and all models.
Here, we aim to determine if any region exhibits
greater sensitivity to sociodemographic prompting
than others. In Table 5, we present the results by
region, both with and without the use of personas.
The EtiCor dataset includes norms from five re-
gions. Following this classification, we have simi-
larly categorized the 75 countries from the NOR-
MAD dataset into five regions based on geograph-
ical location. Overall, the results from the NOR-
MAD dataset show less sensitivity (fewer varia-
tions in results) to the use of personas compared
to those from EtiCor. We notice that the Mistral
model is particularly sensitive to sociodemographic
prompting.

5.2 Performance

Here, we investigate whether using a persona helps
in the accurate interpretation of cultural norms.

Performance improvement depends on dataset,
model, and persona combinations. In the NOR-
MAD dataset, the results are somewhat mixed. Ta-
ble 3 shows that Llama3 and Mistral perform bet-
ter with personas, whereas Gemma2 and GPT-4o-
mini do not exhibit improved performance with
personas, although the performance differences are
slight. However, these results don’t provide the
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Persona NORMAD Dataset EtiCor Dataset
Llama3 Gemma2 Mistral GPT-4o-mini Llama3 Gemma2 Mistral GPT-4o-mini

Young 47.45 58.50 28.54 57.65 60.54 67.66 32.73 73.10
Old 46.89 58.30 21.55 57.05 60.47 67.52 26.05 73.55
Less than High School 46.89 58.37 34.24 57.29 59.19 64.90 39.07 71.86
High School Graduate 47.30 57.17 38.22 57.35 59.59 67.29 42.10 73.21
Associate Degree 46.25 58.06 21.59 57.79 60.60 66.60 28.93 73.86
Bachelor’s Degree 47.35 58.37 33.21 57.93 59.92 67.20 37.81 73.80
Doctoral Degree 46.63 58.24 28.83 58.11 60.77 67.79 35.01 74.45
Woman 46.69 58.13 39.23 56.69 58.75 66.59 42.84 72.99
Man 43.47 53.82 25.61 57.68 59.44 64.99 25.56 73.25
Transgender Woman 44.78 54.21 32.51 51.30 58.77 64.50 30.98 71.29
Transgender Man 44.03 54.03 37.97 51.01 57.99 64.08 34.76 70.39
Non-binary 44.35 54.23 41.46 54.17 56.39 63.49 38.37 71.77
Cleaner 46.93 56.77 22.84 57.60 60.51 66.07 31.49 73.32
Doctor 46.60 56.96 30.14 57.03 59.84 66.10 37.24 73.10
Enginner 46.97 56.86 41.57 56.55 59.32 65.70 44.96 72.02
Security Guard 47.21 56.94 36.27 56.05 58.45 65.16 41.51 72.27
Attractive 45.46 56.34 17.39 56.87 59.92 66.17 28.28 73.15
Unattractive 43.85 53.64 22.09 55.44 59.53 65.15 28.17 73.39
Thin 45.56 56.96 25.14 57.79 59.44 65.71 33.98 73.72
Fat 45.45 54.06 29.54 54.63 58.92 64.88 34.65 72.41
Light-skinned 45.31 56.46 31.59 57.79 58.41 65.24 37.99 73.57
Dark-skinned 44.79 55.58 36.62 55.92 56.92 64.64 42.71 72.55
Able-bodied 45.80 54.37 35.27 56.30 57.61 64.19 38.39 73.35
Physically-disabled 44.66 54.29 39.49 50.70 53.96 63.49 42.16 71.17
Black 45.74 57.50 15.55 57.17 61.45 67.08 25.45 73.37
White 46.45 57.94 23.36 57.63 61.08 66.77 31.17 73.56
Lower-Class 46.25 58.86 25.52 57.06 60.13 66.82 31.50 72.98
Middle-Class 45.92 56.53 29.24 57.88 59.46 66.26 35.86 73.61
Upper-Class 46.84 59.06 18.31 58.69 60.76 66.95 24.73 73.50
Low-Income 46.64 58.94 31.51 57.34 59.71 66.37 36.18 73.12
High-Income 45.78 57.51 35.90 57.97 55.76 63.85 40.07 73.00
Culturally Aware 46.74 58.37 36.00 58.10 59.29 66.01 40.50 74.24
Travel Expert 46.97 58.78 23.76 58.22 60.21 68.65 33.38 74.61
Well-Traveled 46.34 59.99 30.37 58.25 60.07 68.46 38.65 74.61
Homebound 45.82 57.92 33.99 57.33 58.76 66.28 39.28 72.19
Globetrotter 47.01 58.98 39.83 58.24 59.48 67.96 44.78 74.32

Table 4: Comparison of model accuracy across personas and datasets averaged across all prompting templates. As
the table is big we colored (orange) the results that we focused on in the body text of the paper.

full picture. Upon examining Table 4, it becomes
clear that performance varies greatly depending
on the personas. When cultural awareness is con-
sidered a factor of sociodemographic control, per-
sonas such as ‘well-traveled’, ‘globetrotter’, and
‘travel expert’ consistently outperform others. Ad-
ditionally, personas that are socially more desirable,
such as ‘an attractive person’, ‘a thin person’, ‘an
able-bodied person’, and ‘an engineer’, generally
perform well. For the EtiCor dataset, most mod-
els show improved performance with personas, as
indicated in Table 3. Here too, the effectiveness de-
pends on the persona. Personas that denote cultural
awareness tend to perform well, and we observe
that individuals with higher educational qualifica-
tions generally outperform other personas. So, here
performance improvement really depends on which

persona we use.

Model choice matters a lot. Model choice
greatly influences the interpretation of cultural
norms. On average, GPT-4o-mini outperforms
other models, while Mistral shows lesser accuracy
for both datasets (refer to Table 3). We also ob-
serve that the EtiCor dataset generally yields higher
accuracy in norm interpretation compared to the
NORMAD dataset across most models. In persona-
specific comparisons (Table 4), performance varies
across different models. For the NORMAD dataset,
the highest recorded accuracy is 59.99%, achieved
by the Gemma2 model. Conversely, for the EtiCor
dataset, GPT-4o-mini leads with a maximum accu-
racy of 74.61%. Therefore, selecting the optimal
model is crucial for accurate label prediction in
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Region NORMAD Dataset EtiCor Dataset
Llama3 Gemma2 Mistral GPT-4o-mini Llama3 Gemma2 Mistral GPT-4o-mini

East Asia (WP) 48.76 62.13 30.11 61.52 58.21 63.58 42.00 75.15
East Asia (W/OP) 47.79 61.76 16.97 62.31 55.20 54.20 10.10 75.60
India (WP) 37.34 59.71 26.19 58.79 64.87 69.88 35.70 76.08
India (W/OP) 36.85 60.47 16.53 59.69 54.75 54.85 10.65 75.90
Latin America (WP) 46.51 50.46 32.80 52.48 52.81 60.53 34.98 68.97
Latin America (W/OP) 47.36 52.75 13.43 54.69 52.80 53.15 12.90 69.45
Middle East and Africa (WP) 42.19 56.71 28.96 53.91 56.74 63.38 37.82 72.03
Middle East and Africa (W/OP) 43.91 58.62 16.47 55.82 53.00 55.20 10.90 71.95
North America-Europe (WP) 48.60 55.13 32.14 56.90 63.78 73.40 27.32 75.02
North America-Europe (W/OP) 49.38 55.16 17.12 57.89 55.25 57.60 10.75 74.30

Table 5: Comparison of model accuracies across different regions for NORMAD and EtiCor datasets, where we
present With Persona results as WP and Without Persona results as W/OP. All these results are averaged across all
three prompting templates.

Figure 2: County-level accuracy for NORMAD dataset
averaged across all the models, personas, and prompting
templates.

tasks involving cultural norms.

Continent and Performance. From Table 5,
it is evident that in the East Asia region, most
models (with the exception of GPT-4o-mini) per-
form well with personas in both datasets. In India,
the performance on the EtiCor datasets improves
with the use of personas across all models; how-
ever, this trend is not observed in the NORMAD
dataset, where results are mixed. The results for
Latin America and the Middle East and Africa re-
gions are somewhat noisy, with no clear patterns
observed. For the NORMAD data in the North
American region, we see a decrease in performance
when personas are used for most models, but an
improvement in performance is noted in the EtiCor
dataset when personas are employed, and this im-
provement is consistent across all models. Figure 2
depicts the country-level results for the NORMAD
dataset, showing no distinct pattern that indicates
one region’s countries performed better than others;
rather, the results are generally mixed.

5.3 Bias in Cultural Norm Interpretation
We observe variations in prediction sensitivity
across different sociodemographic prompts. Ad-

ditionally, the performance of some personas is
higher than that without any persona, while others
are lower. We will examine whether prediction
rates change between similar sociodemographic
groups (e.g., able-bodied persons versus physically
disabled persons) is due to biases in LLMs. As
shown in Table 4, there are noticeable differences
in the prediction rates of similar sociodemographic
groups. We have measured correlations and statis-
tical significance using Kendall’s τ test (Kendall,
1938) for a few selected samples where we observe
large differences (as in Table 4), presented in Ta-
ble 6.

NORMAD dataset. For the ‘young’ and ‘old’
personas, all models tend to perform well for the
‘young’ persona. This indicates an ageism bias,
where decisions are based more on age than on
quality. For the Mistral model, we notice high
differences in accuracies, indicating bias which is
also statistically significant (see Table 6).

For the gender sociodemographic group, we no-
tice prediction changes across all models. In all
models except GPT-4o-mini, the prediction rate for
the ‘woman’ persona is higher than for the ‘man’
persona, indicating a deeply embedded gender bias
in LLMs. In the case of GPT-4o-mini, the predic-
tion rates for ‘transgender woman’ and ‘transgen-
der man’ personas are greatly lower than those for
‘woman’ and ‘man’ personas. When conducting a
country-level analysis, we find that the ‘transgender
woman’ and ‘transgender man’ personas perform
poorly in interpreting cultural norms in Muslim-
majority Arab countries such as Saudi Arabia, Iraq,
and Iran. This reflects the general perception that
transgender individuals are viewed negatively in
these countries due to religious beliefs, a result that
is also statistically significant.

6



Group 1 Group 2 Model τ p Dataset
Young Old Mistral 0.210 <0.001 NORMAD
Woman Man Gemma2 0.112 <0.001 NORMAD
Man Transgender Man GPT-4o-mini 0.103 <0.001 NORMAD
Attractive Unattractive Llama3 0.045 0.104 NORMAD
Man Transgender Man GPT-4o-mini 0.092 <0.001 EtiCor
Low income High income Llama3 0.069 <0.001 EtiCor
White Black Mistral 0.071 <0.001 NORMAD
Attractive Unattractive Gemma2 0.062 <0.001 NORMAD
Doctorate Less than High School Gemma2 0.084 <0.001 EtiCor

Table 6: Kendall’s τ test results where we try to see if group 1 more accurately predicts the gold label than group 2.
We use a significance level of α < 0.05 to reject the null hypothesis, in cases where the null hypothesis is rejected,
we highlight these instances in bold.

Regarding the ‘attractive’ and ‘unattractive’ per-
sonas, we observe a consistent trend where the
prediction rate for the ‘attractive’ persona is higher
than that for the ‘unattractive’ persona across all
models, except Mistral. This suggests an underly-
ing beauty bias in models where decisions may be
influenced by perceived attractiveness. However,
as shown in Table 6, these results are not statis-
tically significant for Llama3. A similar trend is
evident with the ‘thin’ and ‘fat’ personas, where
the ‘thin’ persona’s prediction rate is higher for all
models except Mistral. This behavior highlights a
bias in models that may make assumptions about
individuals’ capabilities based on their body size
or physical appearance. We also see similar biased
results for the skin tone group.

For the ‘able-bodied’ and ‘physically disabled’
personas, the prediction rates are higher for the
‘able-bodied’ persona across all models, except for
Mistral. This consistent pattern suggests an ableism
or ability bias, indicating that the models perceive
able-bodied individuals as superior or more capa-
ble in certain aspects compared to physically dis-
abled individuals. Upon conducting a country-level
analysis, it becomes apparent that the GPT-4o-mini
model exhibits poorer performance for South Asian
countries, such as Bangladesh, Nepal, and Pakistan,
when using prompts associated with a physically
disabled persona.

We also observe racial bias in sociodemographic
prompting. When comparing the results of ‘Black’
and ‘White’ personas, it becomes evident that
across all models, the ‘White’ persona consistently
outperforms the ‘Black’ persona, indicating a racial
bias in LLMs. This effect is particularly pro-
nounced in African countries like Sudan, Somalia,
and Kenya when analyzing country-level data for
the Mistral model.

Similarly, in the sociodemographic group based

on social class, the ‘upper-class’ persona gener-
ally performs better than the ‘lower-class’ persona,
although the magnitude of this difference is not
substantial. This pattern highlights the presence
of bias, reflecting prejudgments or discriminatory
attitudes based on a person’s social class.

EtiCor dataset. Similar to the observations in
the NORMAD dataset, various social biases are
evident in LLMs within the EtiCor dataset. Specif-
ically, within the educational level sociodemo-
graphic group, personas holding doctoral degrees
exhibit significantly higher prediction accuracy
compared to those with less than a high school ed-
ucation across all models, except Mistral. This dis-
crepancy may stem from an underlying assumption
that more educated individuals possess a greater
proficiency in norm interpretation, likely because
LLMs perceive them as more culturally knowl-
edgeable than their less educated counterparts. In
region-level analyses, GPT-4o-mini and Gemma2
demonstrate lower performance for personas from
the Middle East and Africa with a ‘less than high
school’ educational background. Additionally, an
interesting trend emerges with the ‘low-income’
and ‘high-income’ personas, where most models
tend to yield higher accuracy for the ‘low-income’
persona.

5.4 Robustness

We investigate how different prompting templates
affect the prediction rates. We present the accuracy
variation results averaged across all the personas in
Figure 3.

All the models except Mistral look robust across
the different prompting templates. The accu-
racy differences among Llama3, Gemma2, and
GPT-4o-mini are minor and remain consistent
across most prompting templates. However, for
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Figure 3: Accuracy variations for all the three prompting templates, averaged across all the personas for each model.

the EtiCor dataset using the Llama3 model, we
observe larger differences in accuracies between
prompting 1 and promptings 2 and 3. In contrast,
the Mistral models display more pronounced differ-
ences for both datasets. Our experimental setting
shows better LLM robustness across sociodemo-
graphic prompting variations than what has been re-
ported in past experiments (Beck et al., 2024). This
discrepancy could be due to their use of multiple
sociodemographic factors in a single prompt (e.g.,
a person of gender ‘{gender}’, race ‘{race}’, age
‘{age}’, education level ‘{education}’), whereas
we employ only one sociodemographic profile at
a time. Additionally, the choice of models could
play a role, as they compared models of varying
sizes, and smaller models tend to be less robust.
InstructGPT, the largest model they used, showed
greater robustness. We incorporated more recent
model versions in our experiments, which may also
account for the differences observed.

5.5 Refusal rate change across personas

Although we instructed the model to respond with
‘yes’, ‘no’, and ‘neutral’ (for NORMAD only),
models sometimes refuse to answer by express-
ing statements like ‘I’m sorry, but I cannot answer
your question....’, ‘I can’t answer that. I don’t know
much about fancy stuff like traditions...’, ‘ As a
transgender man, I don’t have personal opinions
or knowledge about ...’, ‘ I’m an ai and don’t have
personal experiences...’. We see more refusals in
the EtiCor dataset than in the NORMAD dataset
as the EtiCor dataset has more data. Surprisingly
we did not see any refusals for the GPT-4o-mini.
We use regex patterns following de Araujo and

Roth (2024) to extract refusal sentences, where we
search for specific keywords or phrases (e.g., ‘I’m
sorry’, ‘ai’, ‘sorry’, ‘can’t’, ‘cannot’, ‘don’t’, ‘do
not’, etc.) from the responses .

In our experiments, we observe that the Gemma2
model exhibits the highest refusal rate within the
Eticor dataset, particularly for the ‘transgender
man’ persona (see Table 9 in Appendix B). This
trend indicates that refusals vary based on the per-
sona involved. Furthermore, our analysis reveals
that models are more likely to refuse to answer
when the sociodemographic persona is perceived
as less socially desirable. Specifically, for personas
identified as ‘Black’, ‘White’, and ‘Dark-skinned’,
the model often declines to respond, citing con-
cerns such as, “I’m sorry, but I cannot complete
your request as it relies on harmful stereotypes
about race and cultural understanding”.

6 Conclusion

This study highlights the influence of persona as-
signment on cultural norm interpretation in LLMs.
We found that LLMs exhibit varying accuracy
based on sociodemographic personas, with socially
desirable personas (e.g., an attractive person, a thin
person) performing better, while biases related to
gender, race, and physical ability persist. Our re-
sults show that some models are more sensitive
to persona changes, and cultural norm interpreta-
tion is inconsistent even within similar sociodemo-
graphic groups. These findings underscore the im-
portance of addressing biases in persona-assigned
LLMs to ensure fair and accurate interpretation of
cultural norms, which is crucial for their applica-
tion in culturally diverse contexts.
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7 Limitations

Language significantly influences culture, and cul-
tural norms from specific regions may be more
accurately represented by LLMs when expressed
in the native language of those regions (Wang et al.,
2023). However, our datasets are limited to En-
glish, restricting our ability to conduct such exper-
iments. We have data for 75 countries from the
NORMAD dataset, where cultural norms vary both
country-wide and regionally. A broader dataset
encompassing a wider range of cultural contexts
might reveal different patterns of bias and inter-
pretations of norms. Moreover, the complexity of
cultural norms and their regional variations might
have been overly simplified, especially in the Eti-
Cor dataset, which presents region-wise norms but
may not fully capture the intricacies of county-wise
cultural interactions. Our study also relied on pre-
defined sociodemographic personas, which may
not cover the full diversity of human experiences.
We used single sociodemographic personas at a
time (e.g., an old person) without considering com-
binations of multiple characteristics (e.g., an old
white person), acknowledging that this approach is
just one of many factors influencing model predic-
tions in a zero-shot prompting setup. Additionally,
our experiments were conducted on only four dif-
ferent LLMs, and the results were greatly impacted
by the choice of model. Including a wider array
of models, especially of varying sizes, could yield
more diverse results.

Acknowledgments

References
Josh Achiam, Steven Adler, Sandhini Agarwal, Lama

Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774.

Muhammad Farid Adilazuarda, Sagnik Mukherjee,
Pradhyumna Lavania, Siddhant Singh, Ashutosh
Dwivedi, Alham Fikri Aji, Jacki O’Neill, Ashutosh
Modi, and Monojit Choudhury. 2024. Towards mea-
suring and modeling" culture" in llms: A survey.
arXiv preprint arXiv:2403.15412.

Arnav Arora, Lucie-Aimée Kaffee, and Isabelle Augen-
stein. 2022. Probing pre-trained language models for
cross-cultural differences in values. arXiv preprint
arXiv:2203.13722.

Tilman Beck, Hendrik Schuff, Anne Lauscher, and Iryna
Gurevych. 2024. Sensitivity, performance, robust-
ness: Deconstructing the effect of sociodemographic

prompting. In Proceedings of the 18th Conference of
the European Chapter of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
2589–2615.

Shaily Bhatt and Fernando Diaz. 2024. Extrinsic evalua-
tion of cultural competence in large language models.
arXiv preprint arXiv:2406.11565.

Pedro Henrique Luz de Araujo and Benjamin Roth.
2024. Helpful assistant or fruitful facilitator? investi-
gating how personas affect language model behavior.
arXiv preprint arXiv:2407.02099.

Ameet Deshpande, Vishvak Murahari, Tanmay Rajpuro-
hit, Ashwin Kalyan, and Karthik Narasimhan. 2023.
Toxicity in chatgpt: Analyzing persona-assigned lan-
guage models. In Findings of the Association for
Computational Linguistics: EMNLP 2023, pages
1236–1270, Singapore. Association for Computa-
tional Linguistics.

Ashutosh Dwivedi, Pradhyumna Lavania, and Ashutosh
Modi. 2023. Eticor: Corpus for analyzing llms for
etiquettes. In Proceedings of the 2023 Conference on
Empirical Methods in Natural Language Processing,
pages 6921–6931.

Yi Fung, Ruining Zhao, Jae Doo, Chenkai Sun, and
Heng Ji. 2024. Massively multi-cultural knowledge
acquisition & lm benchmarking. arXiv preprint
arXiv:2402.09369.

Shashank Gupta, Vaishnavi Shrivastava, Ameet Desh-
pande, Ashwin Kalyan, Peter Clark, Ashish Sabhar-
wal, and Tushar Khot. 2023. Bias runs deep: Implicit
reasoning biases in persona-assigned llms. arXiv
preprint arXiv:2311.04892.

Albert Q Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, et al. 2023. Mistral
7b. arXiv preprint arXiv:2310.06825.

Mahammed Kamruzzaman and Gene Louis Kim.
2024a. Exploring changes in nation perception with
nationality-assigned personas in llms. arXiv preprint
arXiv:2406.13993.

Mahammed Kamruzzaman and Gene Louis Kim. 2024b.
Prompting techniques for reducing social bias in llms
through system 1 and system 2 cognitive processes.
Preprint, arXiv:2404.17218.

M. G. Kendall. 1938. A new measure of rank correla-
tion. Biometrika, 30(1/2):81–93.

Nayeon Lee, Chani Jung, Junho Myung, Jiho Jin, Jose
Camacho-Collados, Juho Kim, and Alice Oh. 2024.
Exploring cross-cultural differences in english hate
speech annotations: From dataset construction to
analysis. In Proceedings of the 2024 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies (Volume 1: Long Papers), pages 4205–
4224.

9

https://doi.org/10.18653/v1/2023.findings-emnlp.88
https://doi.org/10.18653/v1/2023.findings-emnlp.88
https://arxiv.org/abs/2404.17218
https://arxiv.org/abs/2404.17218
http://www.jstor.org/stable/2332226
http://www.jstor.org/stable/2332226


Huihan Li, Liwei Jiang, Nouha Dziri, Xiang Ren,
and Yejin Choi. 2024. Culture-gen: Reveal-
ing global cultural perception in language models
through natural language prompting. arXiv preprint
arXiv:2404.10199.

Chen Cecilia Liu, Iryna Gurevych, and Anna Korhonen.
2024. Culturally aware and adapted nlp: A taxonomy
and a survey of the state of the art. arXiv preprint
arXiv:2406.03930.

Sagnik Mukherjee, Muhammad Farid Adilazuarda,
Sunayana Sitaram, Kalika Bali, Alham Fikri Aji, and
Monojit Choudhury. 2024. Cultural conditioning or
placebo? on the effectiveness of socio-demographic
prompting. arXiv preprint arXiv:2406.11661.

Shramay Palta and Rachel Rudinger. 2023. Fork: A
bite-sized test set for probing culinary cultural biases
in commonsense reasoning models. In Findings of
the Association for Computational Linguistics: ACL
2023, pages 9952–9962.

Flor Miriam Plaza-del Arco, Amanda Cercas Curry,
Alba Curry, Gavin Abercrombie, and Dirk Hovy.
2024. Angry men, sad women: Large language mod-
els reflect gendered stereotypes in emotion attribution.
arXiv preprint arXiv:2403.03121.

Aida Ramezani and Yang Xu. 2023. Knowledge of
cultural moral norms in large language models. arXiv
preprint arXiv:2306.01857.

Abhinav Rao, Akhila Yerukola, Vishwa Shah, Katharina
Reinecke, and Maarten Sap. 2024. Normad: A bench-
mark for measuring the cultural adaptability of large
language models. arXiv preprint arXiv:2404.12464.

Michael J Ryan, William Held, and Diyi Yang. 2024.
Unintended impacts of llm alignment on global rep-
resentation. arXiv preprint arXiv:2402.15018.

Leonard Salewski, Stephan Alaniz, Isabel Rio-Torto,
Eric Schulz, and Zeynep Akata. 2024. In-context im-
personation reveals large language models’ strengths
and biases. Advances in Neural Information Process-
ing Systems, 36.

Gemma Team, Morgane Riviere, Shreya Pathak,
Pier Giuseppe Sessa, Cassidy Hardin, Surya Bhupati-
raju, Léonard Hussenot, Thomas Mesnard, Bobak
Shahriari, Alexandre Ramé, et al. 2024. Gemma 2:
Improving open language models at a practical size.
arXiv preprint arXiv:2408.00118.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, et al. 2023. Llama 2: Open founda-
tion and fine-tuned chat models. arXiv preprint
arXiv:2307.09288.

Wenxuan Wang, Wenxiang Jiao, Jingyuan Huang, Ruyi
Dai, Jen-tse Huang, Zhaopeng Tu, and Michael R
Lyu. 2023. Not all countries celebrate thanksgiving:
On the cultural dominance in large language models.
arXiv preprint arXiv:2310.12481.

A Prompting Templates for Without
Persona Experiments

B Refusal Count Across models

10



Prompt Type Prompt
Baseline Prompt Read the story and answer if the action of the character in the story is

socially acceptable in {country}. Answer with ‘yes’, ‘no’, or ‘neutral’ and
omit explanations. Story: {story}

Rephrase prompt 1 Review the story and determine if the character’s behavior is socially
acceptable in {country}. Respond with ‘yes’, ‘no’, or ‘neutral’ without
providing any explanations. Story: {story}

Rephrase prompt 2 First review the story and then based on the story decide whether the char-
acter’s actions are considered socially acceptable in {country}. Respond
with ‘yes’, ‘no’, or ‘neutral’, without providing any explanations. Story:
{story}

Table 7: Baseline prompt and two other prompts by rephrasing the baseline prompt for NORMAD dataset.

Prompt Type Prompt
Baseline Prompt Read the sentence and say whether this is a good etiquette or a socially

acceptable norm in {Region}. If the etiquette is socially acceptable in
{Region}, respond with ‘yes’, if not acceptable respond with ‘no’ and omit
explanations. Sentence: {sentence}

Rephrase prompt 1 Review the following sentence and determine if it represents a socially
acceptable etiquette in {Region}. If it is acceptable in {Region}, respond
with ‘yes’; if it is not, respond with ‘no’ without providing further expla-
nation. Sentence: {sentence}

Rephrase prompt 2 First review the following sentence and then based on the story decide if it
represents a socially acceptable etiquette in {Region}. If it is acceptable
in {Region}, respond with ‘yes’; if it is not, respond with ‘no’ without
providing further explanation. Sentence: {sentence}

Table 8: Baseline prompt and two other prompts by rephrasing the baseline prompt for the EtiCor dataset.
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Persona EtiCor NORMAD
Llama3 Gemma2 Mistral Llama3 Gemma2 Mistral

Transgender man 8 53 5 4 5 3
Transgender woman 6 42 6 3 3 4
Cleaner 7 12 6 3 8 4
Engineer 5 10 9 3 4 3
Unattractive 6 13 7 5 6 3
Thin 9 12 8 4 4 4
Fat 7 27 11 5 4 7
Dark-skinned 9 32 16 5 4 5
Physically disabled 11 29 8 4 5 8
Black 12 42 21 6 9 11
White 8 24 10 4 8 5
Lower class 6 9 8 4 6 5

Table 9: Number of refusal statements for both EtiCor and NORMAD datasets and we exclude the personas where
the refusal number is less than 5 for EtiCor and less than 3 for NORMAD.
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