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Abstract

Software Vulnerability (SV) assessment is a
crucial process of determining different aspects
of SVs (e.g., attack vectors and scope) for devel-
opers to effectively prioritize efforts in vulnera-
bility mitigation. It presents a challenging and
laborious process due to the complexity of SVs
and the scarcity of labeled data. To mitigate
the above challenges, we introduce EvalSVA,
a multi-agent evaluators team to autonomously
deliberate and evaluate various aspects of SV
assessment. Specifically, we propose a multi-
agent-based framework to simulate vulnerabil-
ity assessment strategies in real-world scenar-
ios, which employs multiple Large Language
Models (LLMs) into an integrated group to en-
hance the effectiveness of SV assessment in
the limited data. We also design diverse com-
munication strategies to autonomously discuss
and assess different aspects of SV. Furthermore,
we construct a multi-lingual SV assessment
dataset based on the new standard of CVSS,
comprising 699, 888, and 1,310 vulnerability-
related commits in C++, Python, and Java, re-
spectively. Our experimental results demon-
strate that EvalSVA averagely outperforms the
44.12% accuracy and 43.29% F1 for SV assess-
ment compared with the previous methods. It
shows that EvalSVA offers a human-like pro-
cess and generates both reason and answer for
SV assessment. EvalSVA can also aid human
experts in SV assessment, which provides more
explanation and details for SV assessment.

1 Introduction

Software Vulnerabilities (SVs) are mostly caused
by insecure code that can be exploited to attack
software systems (Dissanayake et al., 2022; Khan
and Parkinson, 2018), and further cause security
issues such as systems susceptible to cyber-attacks,
and data leakage problems (Le et al., 2023). Over
the past decade, the number of SVs has been in-
creasing rapidly (Smyth, 2017), rising from 5,697

in 2013 to 29,065 in 2023 (Statista, 2024). There-
fore, SV assessment is a crucial yet challenging
problem in security.

The expert-based Common Vulnerability Scor-
ing System (CVSS) (CVS, 2024a) is a widely
adopted framework for assessing SVs, which pro-
vides metrics to quantify the exploitability, impact,
and severity metrics of SVs (CVS, 2024c; Fore-
man., 2019). Such procedures are labor-intensive
and suffer from inefficiencies due to the complex-
ity of vulnerabilities (Bilge and Dumitras, 2012;
Feutrill et al., 2018). Traditional automated ap-
proaches for SV assessment, primarily reliant on
user-submitted reports, are hampered by substantial
delays—over 82% of reports are filed more than
30 days post initial detection (Thung et al., 2012).
Recent studies aim to automate assess SV via com-
mits (Le et al., 2021; Zhou et al., 2021), greatly
reducing reliance on manual expert evaluations and
accelerating the assessment process.

However, the existing methods still pose sev-
eral major challenges that need to be addressed:
Firstly, the existing methods depend on extensive
labeled data, which is difficult to evolve in practice.
Specifically, the CVSS framework updates rapidly,
evolving from CVSS v2 to v3, and subsequently to
v3.1 (CVS, 2024d,b,c). It is time-consuming for
experts to furnish high-quality assessments in new
standards. For instance, the National Vulnerability
Database (NVD) (NIST, 2024) and the Common
Vulnerabilities and Exposures (CVE) (CVE, 2024)
lists maintained by Mend (WhiteSource, 2023)
only contains 699 complete vulnerability entries
for C++ from 2013 to 2023. Consequently, the
labeled data presents difficulties in industry and
limits practical value in real-world scenarios, po-
tentially leading to unreliable performance. Second,
the previous commit-level SV assessment studies
have not started to use the new standards (CVS,
2024c), which incorporate additional metrics (e.g.,
Scope and User Interaction) to enhance the com-



plexity of vulnerability and become the current
standard in industry. Additionally, most of the ex-
isting techniques solely predict SV scores of CVSS.
They provide no idea about how the vulnerability
assessment is derived from the input, making the
results difficult to interpret and verify.

To mitigate the above challenges, we propose a
multi-agent EVALuators team to autonomously de-
liberate and evaluate various aspects for Software
Vulnerability Assessment, called EvalSVA. Specif-
ically, we propose a multi-agent-based frame-
work to simulate vulnerability assessment strate-
gies in real-world scenarios, which employs mul-
tiple Large Language Models (LLMs) into an in-
tegrated group to enhance the effectiveness of SV
assessment in limited data. We also design diverse
communication strategies to autonomously discuss,
which conduct comprehensive processes and as-
sess different aspects of SV. Moreover, to verify
our multi-agent framework in the real-world sce-
nario, we construct the first multi-lingual vulner-
ability assessment dataset based on the new stan-
dard of CVSS, comprising 699, 888, and 1,310
vulnerability-related commits in C++, Python, and
Java, respectively. Our case study also shows that
EvalSVA offers a human-like process and generates
both reason and answer for SV assessment.

We summarize our major contributions as:

* We are the first to propose the multi-agent eval-
uators with autonomously deliberating for next-
gen software vulnerability assessment. Our ex-
perimental results demonstrate that EvalSVA av-
eragely outperforms the 44.12% accuracy and
43.29% F1 compared with the single agent.

* We construct the first multi-lingual vulnerabil-
ity assessment dataset based on the new stan-
dard of CVSS, comprising 699, 888, and 1,310
vulnerability-related commits in C++, Python, and
Java, respectively.

* We explore the performance of different communi-
cation strategies. The results show that EvalSVA
can aid human experts in many aspects of SV
assessment.

2 Methodology

In this section, we elaborate on the overview of
EvalSVA by first introducing SV assessment task
formulation and then explaining our evaluators.

2.1 Software Vulnerability Assessment
Formulation

Common vulnerability scoring system. The
CVSS has emerged as the definitive framework
for evaluating the severity of SVs. In this paper, we
first employ CVSS v3.1 for the commit-level SV as-
sessment. In this paper, we focus on the prediction
of Base Metrics due to their broader applicability.
These metrics encapsulate the intrinsic attributes of
a vulnerability that remain constant over time and
across different user environments;

SV assessment task formulation. As shown in
Figure 1(a), a vulnerability-related commit can be
denoted by the input X (the template of input X’
are shown in Appendix) and SV tasks can be per-
formed in all metrics simultaneously. The goal
of EvalSVA is to learn a mapping F : X — )
from input X to the output signals Y. Specifically,
the output signals for SV assessment tasks can be
broadly classified into three aspects: Exploitabil-
ity, Scope, and Impact. As shown in Figure 1(b),
the output signals consists of the security of Attack
Vector (AV) yav, Attack Complexity (AC) yac, Priv-
ileges Required (PR) ypr and User Interaction (UI)
yur for exploitability aspect, the security of Scope
Change (S) ys for scope aspect, and the security
of Confidentiality (C) yc, Integrity (I) y; and Avail-
ability (A) ya for impact aspect. We then briefly
introduce each task of the SV assessment in the
CVSS v3.1 as follows:

(1) Exploitability: The exploitability reflects the
properties of the vulnerability that lead to a success-
ful attack. In this paper, we use the four metrics
to represent the exploitability, including AV, AC,
PR, and UI. Specifically, the AV metric reflects the
attack path by which vulnerability exploitation is
possible. AC metric describes the difficulty of con-
ditions beyond the attacker’s control to exploit the
vulnerability. PR metric assesses the level of au-
thority or access rights that an attacker must acquire
to successfully exploit the vulnerability. Ul metric
distinguishes between vulnerabilities that can be
exploited solely by attackers and those requiring in-
volvement from a separate user process. For exam-
ple, Figure 1(a)’s original code (shaded in red) con-
tains a Cross-Site Scripting (XSS) (CWE, 2024b)
vulnerability which generally requires “Low” priv-
ileges, such as a standard user account and “Re-
quired” user interaction with a potentially victim
triggering the malicious script. This vulnerabil-
ity can be exploited through the “Network™ attack
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(a) Vulnerability-Related Commit

| @@-14,7+14,7 @@
from blog.models import Article, Category, Tag, Links,
SideBar, LinkShowType

1
1
1 .
| from comments.models import Comment
1

: - from djangoblog.utils import CommonMarkdown I
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+ from djangoblog.utils import CommonMarkdown,
sanitize_html|

from djangoblog.utils import cache
from djangoblog.utils import get_current_site
from oauth.models import OAuthUser
@@ -55,6 +55,13 @@ def get_markdown_toc(content):
return mark_safe(toc)
+ @register.filter()
+ @stringfilter
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Figure 1: Figure (a) presents the vulnerability commit of CVE-2023-2954 (Detail, 2024a). The code shaded in red
and green denote the vulnerability code and corresponding fixed code from commit, respectively. Figure (b) presents
the three aspects and eight tasks of SV assessment. Figure (c) presents the three types of SV assessment method.
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Figure 2: Communication strategy for SV assessment.

path with “Low” complexity via user inputs. (2)
Scope: It indicates whether exploiting a vulnera-
bility impacts resources beyond its security scope
(e.g., application and operating system). S deter-
mines whether exploiting a vulnerability within a
component’s scope provides the ability to access
or impact the scopes of other components. (3) Im-
pact: It captures the consequences of a successfully
exploited vulnerability, which can cause losses in
Confidentiality, Integrity, and Availability. Confi-
dentiality refers to limiting information access and
disclosure while preventing unauthorized individ-
uals from gaining access. [Infegrity refers to the
trustworthiness and accuracy of information, ensur-
ing that data remains reliable. Availability presents
the accessibility of information resources, such as
processor cycles or disk space.

2.2 Multi Agent Evaluators

2.2.1 Multi Agents and Software Vulnerability

Assessment

Various studies (Gao et al., 2023; Peng et al., 2023;
Deng et al., 2024) have shown that LLM-based
methods are utilized to boost interpretability and
practical values behind the classical supervised-

Table 1: Statistics of the dataset in C++, Java and
Python.

Language  # Types of Vul  # Projects ~ # Commits  # Files
C++ 105 169 689 1,506
Java 129 307 888 2,925

Python 159 366 1,310 2,760

based method. Despite the capability of a single
LLM to handle a wide range of tasks across multi-
ple domains (Zheng et al., 2023; Imran et al., 2023),
it continues to encounter significant challenges in
SV assessment. This is primarily due to assessing
the severity of vulnerabilities entails a complex and
consequential process (Croft et al., 2021), which
typically requires collaboration among multiple
experts rather than relying solely on individual as-
sessments. These complex situations make it dif-
ficult for an existing single LLLM to perform well
in SV assessment. Inspired by the recent advance
in multi-agent methods has demonstrated its effec-
tiveness (Li et al., 2023a; Liang et al., 2023; Huang
et al., 2024), we design the first multi-agent-based
framework for effectively SV assessment, where
the agents interact and communicate within a col-
laborative environment, aiming to emulate the in-
teraction and collaboration strategies in real-world
scenarios (Karpinska et al., 2021). We elaborate on
the two components in EvalSVA including vulnera-
bility expert agents and communication strategy.

2.2.2 Component

We provide the details of each component’s role
and functionality in this section.



1. Vulnerability Expert Agents. Vulnerabil-
ity expert agents for evaluators constitute a criti-
cal component in EvalSVA, where each individ-
uval LLM is regarded as an expert agent for SV
assessment tasks. For each task related to SV as-
sessment, we meticulously craft unique prompts
tailored to the specific requirements of the task.
Each LLM is tasked with evaluating the severity
of a vulnerability-related commit and subsequently
providing a detailed explanation. The responses
generated by all agents are preserved within the
chat history. This archive of interactions enables
subsequent evaluators in future rounds of assess-
ment from prior communications, which mirrors
the real-world interactions for SV assessment. It
is worth mentioning that each agent evaluates all
aspects of the same commit, employing different
prompts tailored to specific tasks.

2. Communication Strategy. Another pivotal
challenge involves leveraging references from pre-
vious expert analyses to construct new prompts that
facilitate further exploration by agents. As previ-
ously discussed, assessing the multifaceted aspects
of vulnerabilities is an intricate and critical process,
we are more concerned with how to refer to other
expert responses and interpretations for further SV
assessment. As shown in Figure 2, we explore four
distinct communication strategies to emulate the
processes in the real-world scenarios.

(1) Referencing the preceding one expert. Each
expert agent constructs its response based on the
input from the immediately preceding expert, ex-
cept the initial agent. We incorporate only the prior
agent’s response into the current agent’s conversa-
tional history. It prevents excessive past interac-
tions from influencing present results.

(2) Referencing the previous communication.
The expert agents sequentially generate their re-
sponses in a predetermined order. This procedure
involves concatenating all previous responses into
the chat history to construct the assistant’s prompt
for the next agents. This approach simulates the
written communication for SV assessment in the
real world, where experts access all prior informa-
tion and make their judgments accordingly.

(3) Simultaneous assessment. Every expert agent
cannot reference the responses of other experts
from the current round but may consider the re-
sponses from all experts in the previous round. This
method minimizes the dependency of an agent on
the responses of other experts and mitigates the
influences that could arise from sequential order.

(4) Summarizer assessment. Building on the
strategy (3), each round additionally augments a
summarizer, which synthesizes the responses of
all experts within the current round and makes a
final judgment. This approach emulates real-world
scenarios where conflicting opinions on SV assess-
ments, and introduces an expert specifically desig-
nated for decision-making purposes.

3. Adaptive Environment. In EvalSVA, each
LLM is treated as an agent that interacts with the
adaptive environment. The environment presents
two aspects: integration of knowledge from the
CVSS standard and coordination with multiple
agents from the chat history. The CVSS standard,
which can be either predefined or user-modified, is
designed to facilitate the rapid integration of new
domain knowledge and adapt to evolving standards
in SV assessment. The chat history is dynamically
produced by each agent. The responses generated
by different agents collaboratively contribute to up-
dates in the prompt, enhancing the collaborative
process.

3 Experiments

3.1 Data Preparation

Securing high-quality datasets comprising
vulnerability-related commits for SV assessment is
a formidable challenge, necessitating the demand
for qualified expertise.

Data Collection: Our initial step involved
acquiring open-source vulnerabilities from
Mend (WhiteSource, 2023), which provides
extensive vulnerability entries contributed by
a community of experts. For each identified
vulnerability entry, we extracted security-related
commits (i.e., patches) from platforms such as
GitHub, Android, and Chrome, recording their
associated project and commit messages.

Data Filter: To ensure the relevance and accu-
racy of our dataset, we employed a filtering method-
ology to select commits based on two essential
criteria: (1) All SV assessment labels must be com-
plete, and (2) The labels for SV assessments must
conform to the evaluation standards established by
CVSS V3.1. Additionally, we utilized time-based
splits for testing the EvalSVA, aiming to closely
mimic real-world scenarios where future unseen
data is not available.

As presented in Table 1, we have gathered 699,
888, and 1,310 vulnerability-related commits in
C++, Python, and Java, respectively. They are col-



Table 2: Dataset evaluation in C++, Java and Python.

Datasets Language Accuracy
Big-Vul (Fan et al., 2020) C/C++ 54.3
D2A (Zheng et al., 2021) C/C++ 28.6

C++ 90.0

EvalSVA Python 65.0

Java 70.0

lected according to the CVSS v3.1 standard and en-
compass 105, 129, and 159 types of vulnerabilities
across the 160, 307, and 366 projects, respectively.

3.2 Dataset Evaluation

The previous study (Croft et al., 2023) has demon-
strated that vulnerability datasets often exhibit qual-
ity problems. Therefore, we conducted an evalu-
ation of our dataset in comparison with existing
datasets, despite the absence of specific datasets
dedicated to vulnerability assessment. Specifically,
we randomly select 20 examples from each pro-
gramming language and manually analyze the vul-
nerability. The manual analysis is independently
carried out by two developers, each possessing over
five years of experience in software security. As
presented in Table 2, our dataset demonstrates a
higher accuracy compared to previous datasets, un-
derscoring the effectiveness of our data collection
and filtration processes.

3.3 Baselines

We primarily focus on few-shot-based methods for
SV assessment. This is due to the insufficiency of
labeled data for CVSS v3.1 available in program-
ming languages such as C++, Java, and Python.
Despite the limited data, these languages pose sig-
nificant vulnerability threats.

We use the Yin et al. (Yin et al., 2024a) method
as baseline, which directly involves a single LLM
to generate a response for the given commit (i.e.,
Single). This approach tests the LLM’s ability for
SV assessment. For the LLMs utilized in EvalSVA,
we have selected ChatGPT (ChatGPT, 2022) and
GPT-4 (OpenAl, 2023), given their robust capabili-
ties in handling code-related tasks.

3.4 Evaluation Metrics

In this paper, we employ the evaluation framework
delineated by the CVSS v3.1 for SV assessment
results derived from various methods. Specifically,
we compute the Accuracy (i.e., Acc), which quan-
tifies the ratio of accurately classified instances to
the total number of instances, and calculate the F1

score (i.e., F1) to evaluate issues of class imbalance
situation.

3.5 EvalSVA Results

As illustrated in Table 3, these LLM-based ap-
proach tasks are to achieve consistency with the
SV assessment results of human experts in the
CVSS v3.1 framework. Our findings reveal that:
(1) SV assessment is an arduous task for a sin-
gle agent. Existing single-based LLMs perform
poorly across all metrics SV assessment with com-
mit input, with average performances as low as
48.50% and 34.73% on the accuracy and F1 met-
rics, respectively. This underscores the complex-
ity and difficulty of SV assessment for the sin-
gle LLM. (2) Superior performance of EvalSVA.
EvalSVA significantly enhances the performance of
the SV assessment process, achieving higher align-
ment with human preference compared to single-
agent-based methods. Specifically, the multi-agent-
based method improves the F1 by 53.71% for Chat-
GPT and 32.88% for GPT-4. This demonstrates
EvalSVA'’s advanced ability to evaluate the differ-
ent aspects of SV assessment. (3) GPT-4 can aid
human experts in SV assessment. The ChatGPT
method shows more substantial improvements in
the exploitability aspect, with average increases of
72.35% and 49.35%, respectively. In contrast, the
GPT-4 shows more significant improvements on
the impact metric, with an absolute improvement
of 5.64% and 12.64% on the accuracy and F1 Score,
respectively. Overall, GPT-4 performs well on the
AV, PR, and UI metrics, significantly aiding human
experts in SV assessment. (4) SV assessment in
Python and Java presents the greatest challenge.
Language-specific results reveal that C++ tasks typ-
ically exhibit higher accuracy than Python and Java
across all multi-agent methods. This discrepancy
may be attributed to C++ providing features like
manual memory management and extensive use of
pointers. However, these same complexities might
make it easier for EvalSVA because they follow
certain patterns typical to C++ programming.

We also study the different types of vulnerabil-
ities misreported by EvalSVA. Despite achieving
optimal results in various scenarios, we find that
EvalSVA still exhibits an error rate with certain
types of vulnerabilities, notably those related to
XML. For instance, EvalSVA incorrectly reported
seven instances of CWE-79 (CWE, 2024b) vulner-
abilities in Python, and the single agent reported
23 false positives showing a more severe error rate.



Exploitability Metrics Attack Vector Access Complexity Privileges Required User Interaction Average
Lang Baselines Acc F1 Acc Acc F1 Acc F1 Acce F1
ChatGPT Single 0.4778 0.4075 0.4000 0.3132 0.2889 0.2425 0.3667 0.3532 0.3834 0.3291
Java E_valSVA 0.4889 0.4564 0.4444 0.2167 0.5778 0.3613 0.5000 0.4994 0.5028 0.3835
GPT4 Single 0.8111 0.6052 0.5222 0.2338 0.6444 0.4633 0.7111 0.6928 0.6722 0.4988
EvalSVA 0.8667 0.6296 0.5556 0.3189 0.8333 0.6671 0.7333 0.7091 0.7472 0.5812
T é h;lél;lj " Single 03206 0.1909 02137 0.1318 03359 03004 03282 02984  0.2996  0.2304
Python EyalSVA 0.3282 0.2014 0.4351 0.2510 0.5954 0.4761 0.4504 0.4496 0.4523 0.3445
GPT4 Single 0.8168 0.3905 0.1985 0.1311 0.6870 0.5516 0.6718 0.6480 0.5935 0.4303
EvalSVA 0.8931 0.3656 0.5573 0.3251 0.7176 0.6089 0.7557 0.7292 0.7309 0.5072
T (; h;lél;; T Single 03333 03088 02754  0.1873  0.1449  0.0921 05072 04569 03152 02613
Cit EyalSVA 0.4203 0.3611 0.4928 0.2686 0.6957 0.3058 0.5652 0.5629 0.5435 0.3746
GPT4 Single 0.7971 0.5907 0.2174 0.1970 0.8551 0.3073 0.5652 0.5492 0.6087 0.4111
EvalSVA 0.8551 0.6025 0.6667 0.4705 0.9420 0.4851 0.5942 0.5741 0.7645 0.5331
Scope and Impact Metrics Scope Confidentiality Integrity Availability Average
Lang Baselines Ace F1 Acc Acc F1 Acc F1 Ace F1
ChatGPT Single 0.1444 0.1392 0.5111 0.2591 0.4556 0.2406 0.4556 0.2427 0.3917 0.2204
Java E_valSVA 0.4000 0.3619 0.5333 0.3572 0.4889 0.2729 0.4667 0.2390 0.4722 0.3078
GPT4 Single 0.4778 0.4173 0.6222 0.4305 0.5333 0.3158 0.5667 0.3579 0.5500 0.3804
EvalSVA 0.5556 0.4591 0.7222 0.6458 0.6556 0.5261 0.5667 0.4153 0.6250 0.5116
T é hgtél;; " Single 02443 02133 05038 03379 04504 03424 03511 02471 03874 02852
Python EyalSVA 0.4504 0.4386 0.5115 0.4151 0.4733 0.3914 0.4580 0.3432 0.4733 0.3971
GPT4 Single 0.5878 0.5326 0.6412 0.5843 0.5191 0.4082 0.5802 0.4328 0.5821 0.4895
EvalSVA 0.6742 0.5416 0.6718 0.6483 0.5496 0.4981 0.7176 0.4997 0.6533 0.5469
T (; h;lé;,; " Single  0.1449  0.1384 04638 02622 04928 03192 05072 02509 04022 02427
Cit EvalSVA 0.5217 0.3907 0.5507 0.4029 0.5217 0.3436 0.6812 0.4059 0.5688 0.3858
GPT-4 Single 0.6087 0.3784 0.6087 0.4230 0.6087 0.3739 0.7101 0.3778 0.6341 0.3883
EvalSVA 0.7246 0.5043 0.6087 0.5163 0.6812 0.5935 0.7246 0.4825 0.6848 0.5242

Table 3: Experimental results across Java, Python and C++. We bold the best-performing method for each metric.

This count is the highest among all types of vulner-
abilities misreported in terms of the AC. Further-
more, both single agent and EvalSVA record 15
false positives in the confidentiality metric, which
underscores the ongoing need for EvalSVA to en-
hance its detection capabilities for XML vulnera-
bilities.

These findings suggest the potential benefits
of incorporating related code snippets for expert
agents to better assess language-specific vulnerabil-
ities, particularly for programming languages with
complex structures like Python and Java.

3.6 Communication Strategy

To answer Q2, we propose four different commu-
nication strategies termed as preceding one expert,
previous communication, simultaneous assessment,
and summarizer assessment for the SV assessment
task. We experiment with these strategies in Python
and the detailed results are described in Table 4.
The remaining experiment results of Java and C++
are presented in Appendix. Our observations indi-
cate that (1) Employing either communication
strategy proves advantageous for SV assessment.
Integrating a multi-agent strategy with ChatGPT
results in an improvement of 8.83% and 8.07% in
accuracy and F1 score, demonstrating the effective-
ness of the communication strategy methodology,
respectively. (2) The efficacy of distinct com-
munication strategies should be tailored to the
tasks. Communication strategies exhibit varying
performance depending on the task configuration,

which can be attributed to the inherent nature of
these tasks. For instance, the evaluation of attack
complexity and user interaction typically falls un-
der binary classification, whereas the impact aspect
(including confidentiality, integrity, and availabil-
ity) requires multi-classification. This underscores
the necessity of adopting task-specific communi-
cation strategies in the development of SV assess-
ment methods. (3) The superior performance
of preceding one expert strategy for most met-
rics. Preceding one expert strategy demonstrates
superior performance in four tasks, yielding signif-
icant F1 improvements of 1.32%, 14.54%, 14.31%,
and 10.64% in scope, confidentiality, integrity, and
availability, respectively. It suggests that excessive
reliance on the previous references may lead to
deviations in the understanding of expert agents.

3.7 Expert Numbers and Rounds

To answer Q3, we conduct the experiment to study
the influence of different expert numbers and com-
munication rounds for assessing vulnerability.
Expert Numbers. The number of experts should
be selected as medium (2-3). As illustrated in Fig-
ure 3 (a)-(b), the correlation between the number
of experts and performance demonstrates a pattern
of initial improvement followed by a subsequent
decrease, with the optimal performance occurring
when the number of experts is 2-3. This suggests
that diverse expert roles enhance the model’s com-
prehension of SV assessments, aligning with find-
ings reported by (Du et al., 2023; Chan et al., 2023).



Exploitability Metrics Attack Vector Access Complexity Privileges Required User Interaction Average
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.3206 0.1909 0.2137 0.1318 0.3359 0.3004 0.3282 0.2984 0.2996 0.2304
Previous Communication 0.2366 0.1509 0.4351 0.2510 0.5954 0.4761 0.3511 0.3487 0.4046 0.3067
Preceding One Expert 0.2137 0.1398 0.3893 0.2181 0.5496 0.4607 0.4504 0.4465 0.4008 0.3163
Simultaneous Assessment 0.2672 0.1697 0.4580 0.2494 0.5878 0.4710 0.4427 0.4426 0.4389 0.3332
Summarizer Assessment 0.3282 0.2014 0.4122 0.2310 0.5573 0.4552 0.4504 0.4496 0.4370 0.3343
Scope and Impact Metrics Scope Confidentiality Integrity Availability Average
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.2443 0.2133 0.5038 0.3379 0.4504 0.3424 0.3511 0.2471 0.3874 0.2852
Previous Communication 0.4198 0.4190 0.4656 0.3624 0.4275 0.3039 0.4351 0.2921 0.4370 0.3444
Preceding One Expert 0.4504 0.4386 0.5115 0.4151 0.4733 0.3914 0.4580 0.3432 0.4733 0.3971
Simultaneous Assessment 0.4351 0.4311 0.4733 0.3445 0.4122 0.2879 0.4351 0.3102 0.4389 0.3434
Summarizer Assessment 0.4504 0.4329 0.4122 0.2949 0.4198 0.3368 0.4122 0.2645 0.4237 0.3323

Table 4: Experimental results of different communication strategies of ChatGPT in Python. We bold the best-

performing communication strategy for each metric.
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Figure 3: The impact of expert numbers and communi-
cation rounds on EvalSVA in the Java dataset. The blue,
purple, , and green lines denote the accuracy,
precision, and F1 score metrics, respectively.

Furthermore, it indicates that an excessive number
of experts involved in the decision-making process
may misguide the LLM-based method decisions,
potentially due to the extended context length.

Communication Rounds. Multiple rounds
of communication are required to facilitate the
model’s understanding of vulnerability due to its
lack of domain-specific knowledge. However, com-
munication across numerous rounds does not nec-
essarily even result in a decline. This could be
attributed to the fact that excessively long contexts
are detrimental to the model’s ability to effectively
process the task of SV assessment. It is notewor-
thy that different tasks may necessitate varying
numbers of communication rounds. For instance,
the PR exhibits optimal performance after three
rounds, while AV reaches peak performance in the
first rounds. These findings underscore the need for
a more sophisticated appreciation of the balance
between the number of communication rounds and
the specific task to optimize performance.

4 Discussion

4.1 Case Study

Figure 4 is a vulnerability example from CVE-
2023-46502 (Detail, 2024b), which uses the
EvalSVA to evaluate the Attack Complexity. The
vulnerability arises from the improper configura-
tion of DocumentBuilderFactory (shaded in brown
in Figure 4), which allows XML external entity at-
tacks (i.e., CWE-611 (CWE, 2024a)). We observe
that there initially exists a discrepancy in opinions
between the different agents during the first round
of responses. Then, a consensus is reached in the
subsequent round. This case mirrors real-world
situations where multiple experts assess a single
vulnerability. Specifically, EvalSVA demonstrates
several human-like decision-making processes ob-
served in the industry. (1) Opinions diversity:
Initially, Expert 1 and Expert 2 present differing
judgments when assessing the same vulnerability
commit. This diversity broadens the perspective
and encompasses a more comprehensive range of
considerations in SV assessment. (2) Revision:
Upon considering the viewpoints of other experts,
Expert 1 learns from different aspects and revises
its previously erroneous judgment. This indicates
that EvalSVA, when informed by the perspectives
of multiple experts, possesses the capability to re-
vise. (3) Interpretability: Each expert provides
explanations for their assessments. This practice
aligns with industry standards set by FIRST (fir,
2024), which mandates that CVSS must adhere to
documented guidelines and include both the scor-
ing vector and a detailed rationale, enabling others
to understand the derivation of the scores. Previous
methods (Le et al., 2021; Li et al., 2023b) often pro-
vided scores without the explanations needed for
comprehensive SV assessment. (4) Evolutionary
adaptation: EvalSVA can be adapted to differ-



@ -221,16 +221,40 @@ protected String getCleanPath(

documentBuilderFactory = DocumentBuilderFactory.newlnstance();

documentBuilderFactory.setNamespaceAware(true);

try { documentBuilderFactory.setFeature("http://apache.org/xml/features/disallow-doctype-decl",
true); }

@

G Vulnerability-Triggering Statement
|documentBuilderFactory = DocumentBuilderFactory.newInstance(); |
. documentBuilder = documentBuilderFactory.newDocumentBuilder();

_________________________________________________ N
& Expert_1's answer in Round 1: 1
The Attack Complexity can be considered High (H). ... allowed for XML External Entity (XXE) |

injection, implying potentially low complexity for an attacker, the updated configuration requires now

1
e b !
some specific conditions to launch a successful attack. ... I

Expert_2's answer in Round 1:
...The Attack Complexity would be rated as Low (L) prior to changes implemented by the

i
i

1 commit.\n\nIn the original vulnerable state, an attacker could exploit the XML External Entity (XXE) :
: vulnerability without needing to meet any special conditions or complex configurations. Therefore, |
I theattack could be launched and !

! because an attacker could exploit the XML External Entity (XXE) vulnerability without needing any
1 specialized conditions...

& Expert_1's answer in Round 2: 1
...The Attack Complexity within the context of CVSS v3.1 is rated as Low (L) prior to the fix, 1

1

1

1

| Expert_2's answer in Round 2: B
1 ..The Attack Complexity can be rated as Low (L) in the CVSS v3.1 severity rating prior to any

: remediation efforts. The reason for this ification is that the ility, related to XML :

| External Entity (XXE) injection, ..., indicating a low complexity for the attacks. |

___________________________________________________

Figure 4: A EvalSVA example presents a discussion
process involving two expert agents. The text shaded
in red and green denote the wrong and right responses
from LLMs, respectively.

ent versions of SV assessment systems based on
the prompts. Unlike prior works, EvalSVA swiftly
integrates current version-specific domain knowl-
edge to conduct SV assessments without training,
demonstrating its agility and relevance in evolving
systems.

4.2 Limitation

Transferability on other types of SV assessment. In
this paper, we only focus on SV assessment with
commit input and CVSS v3.1 standard, excluding
SV and bug report-based methods. In the future, we
intend to explore the efficacy of EvalSVA regarding
the upgrade of the assessment system.

Constraints of domain knowledge in prompts.
For the context limited of LLMs, EvalSVA only
contains the prompt-based domain knowledge and
chat history to facilitate the SV assessment. In the
future, we will explore more expert-based exam-
ples as prompts for the LLM-based SV assessment.

5 Related Work

Public security databases, such as the NVD (NIST,
2024), and expert-based scoring systems, such as
the CVSS (CVS, 2023) have been pivotal in fur-
nishing detailed datasets for SV. In recent years,
the CVSS framework has witnessed significant en-
hancements (Feutrill et al., 2018), evolving from
v2 (CVS, 2024d) to v3.0 (CVS, 2024b), and subse-
quently to v3.1 (CVS, 2024c). Specifically, the ex-
isting methods can be broadly divided into two as-

pects: SV report-based and commit-based methods.
The majority of existing methods for automated SV
assessment depend on SV reports (i.e., SV reported-
based methods) (Han et al., 2017; Lamkanfi et al.,
2010; Le et al., 2019; Spanos and Angelis, 2018)
from the NVD. These methods typically focus on
predicting either a single metric (Fu et al., 2024;
Kudjo et al., 2019; Wang et al., 2019) or a set of
metrics associated with the CVSS (Le and Babar,
2022; Yamamoto et al., 2015; Ognawala et al.,
2018). For instance, Han et al. (Han et al., 2017)
introduced a Convolutional Neural Network-based
method to automate and predict the overall sever-
ity rating by analyzing SV descriptions. However,
these user-submitted SV reports often exhibit sig-
nificant delays (Thung et al., 2012; Sawadogo et al.,
2021; Bosu and Carver, 2012; Thongtanunam et al.,
2015), potentially exceeding 1000 days. To expe-
dite SV assessment and reduce the extensive labor
required by human experts for evaluations, In addi-
tion, the recent research also explored the potential
of commit-based methods (Le et al., 2021; Zhou
etal.,2022; Li et al., 2023b; Yin et al., 2024b). This
type of method involves utilizing commit changes
to assess all aspects of SVs. For instance, Le et
al. (Le et al., 2021) introduced DeepCVA, a model
that applies multi-task learning to perform commit-
based SV assessment. Li et al. (Li et al., 2023b)
proposed a neural framework dedicated to SV de-
tection and assessment simultaneously.

6 Conclusion

In this paper, we propose the first multi-agent-
based framework EvalSVA to simulate vulnera-
bility assessment strategies in real-world scenar-
ios. Furthermore, we construct the first multi-
lingual SV assessment dataset based on the new
standard of CVSS, comprising 699, 888, and 1,310
vulnerability-related commits in C++, Python, and
Java, respectively, which can serve as a founda-
tion dataset for future research. We emphasize the
necessity of developing multi-agent evaluators for
SV assessment due to the continuous evolution of
CVSS. Our experimental results confirm the effec-
tiveness of EvalSVA, especially in scenarios with
limited labeled data. We also find that EvalSVA of-
fers a human-like process, providing both rationale
and responses for SV assessment. This underscores
the effectiveness and possibility of EvalSVA for the
next generation of SV assessment.
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Appendix
A Prompt Template

The example of a prompt template is illustrated
in Figure 5. We incorporate numerous commit
details, such as commit information, CVE Descrip-
tion, Commit message, and domain knowledge of
CVSS. In this context, we substitute the highlighted
(red) square brackets with corresponding informa-
tion from each commit before querying the LLMs.

B Additional Communication Strategies
Results

In this appendix, we present the detailed experi-
ment results that focus on different communication
strategies for Java and C++. Our study is also con-
ducted in ChatGPT as Q2.

C Additional Experimental Setting

C.1 Implementation Details

For ChatGPT (“gpt-3.5-turbo-0125) and GPT-4
(“gpt-4-turbo’), we use the public APIs provided
by OpenAl. To mitigate the risk of data leakage and
effectively evaluate the methods’ ability for SV as-
sessment, we adopt a time-split setting based on the
“commit date” of vulnerability patches. Specifically,
the vulnerability-related commit after 2023-11-27
of Python, 2023-11-28 of Java, and 2023-12-02 of
C++ are designated for testing in this paper.

C.2 Additional Metrics

We also use the following two widely used perfor-
mance metrics for SV assessment:

Precision: It is the ratio of true positives (TP) to
the sum of true positives and false positives (FP),
calculated following: Precision = TP%FP.

Recall: It is the ratio of TP to the sum of TP
and false negatives (FN), calculated following:

_ TP
Recall = TPIEN-

D Algorithm of Communication
Strategies

In this appendix, we formally define the follow-
ing four different communication strategies, includ-
ing preceding one expert (Refer to Algorithm 1),
previous communication(Refer to Algorithm 2), si-
multaneous assessment(Refer to Algorithm 3), and
summariser assessment(Refer to Algorithm 4) for
the SV assessment task.

12

Algorithm 1 Referencing the preceding one expert

Require: Agents Number: N, Expert Agents:
FE1,Es,--- ,En, Communication Rounds: R,
Chat History List History, Vulnerability Assessment
Tasks T1,T2, s 7T’g

Ensure: Results for Vulnerability Assessment Task Answer

1: Initialize a vulnerability assessment task 75
2: forr < 0to Rdo

3: forn < Oto N do

4 if History # () then

5: hrole — En

6: hanswer < En(T;, History)
7: HiStOTy <~ {hrolm hanswcr}
8: else

9: hrole — En

10: hanswe'r — En (Tz)

11: History < {hrote, hanswer }
12: end if

13: Answer < Final hanswer

14: end for

15: end for

16: return Answer

Algorithm 2 Referencing the previous communi-

cation
Require: Agents Number: N, Expert Agents:
FE1,FEs,--- ,En, Communication Rounds: R,

Chat History List History, Vulnerability Assessment
Tasks 11,75, - ,Ts
Ensure: Results for Vulnerability Assessment Task Answer

1: Initialize a vulnerability assessment task 75
2: forr < Oto Rdo

3 for n < Oto N do

4 if History # () then

5: h'role — En

6: hanswer < En (T3, History)

7 History <« {hr0157 hanswer}

8: else

9: hrote < En
10: hanswer <~ En (Tl)
11: History < History + {hrote, hanswer }
12: end if
13: Answer < Final hopnswer
14: end for
15: end for

16: return Answer




|
Role Description I System Prompt

™ You are a [C++] vulnerability expert for [Attack Complexity].
I [This metric describes the conditions beyond the attacker’ s control that must exist in order to
| exploit the vulnerability. If a specific configuration is required for an attack to succeed, the
Base metrics should be scored assuming the vulnerable component is in that configuration. The Base
. I Score is greatest for the least complex attacks.]
Domain Knowledge I [Low (L): Specialized access conditions or extenuating circumstances do not exist. An attacker can
I expect repeatable success when attacking the vulnerable component.
High (H): A successful attack depends on conditions beyond the attacker's control. That is, a
I successful attack cannot be accomplished at will, but requires the attacker to invest in some
I measurable amount of effort in preparation or execution against the vulnerable component before a

Metric Description

V4 TS ST T T T T T T T T T T T T T T T T T T T T T T T T s T T s T T e T T N
User Prompt
Provide a qualitative CVSS v3.1 severity ratings of [Attack Complexity] for the vulnerable [C++]

Commit Information I code snippet.
\

Task Description

Project:
CVE Description [stellarium/stellarium]
Filename:
[src/scripting/StelScriptOutput.cpp]
CVE Description:
I [In Stellarium through 1.2, attackers can write to files that are typically unintended, such as
| ones with absolute pathnames or .. directory traversal.]
Commit Message:
B [Fix a possible security issue
| disallow overwriting config.ini ]
| Code:
i [ @@ -62,6 +62,12 @@ void StelScriptOutput::saveOutputAs(const QString &name)

Commit Message

Code Change

R T R e,

const bool okToSaveToAbsolutePath=StelApp::getInstance().getSettings()
1 ->value("scripts/flag_script_allow_write_absolute_path", false).toBool();
: + if (name.contains("config.ini"))
: : ¢ qWarning() << "SCRIPTING ERROR: You are trying to overwrite config.ini.
I Ignoring.";
I+ return;
1 o }
I+
1
1
i i e e K e i i i e e o S L e o S B S e L -
Figure 5: The prompt template for commit-based SV assessment.
Algorithm 3 Simultaneous Assessment Algorithm 4 Summarizer Assessment
Require: Agents Number: N, Expert Agents: Require: Agents Number: N, Expert Agents:
FEi,E5,--- ,En, Communication Rounds: R, FEr,Es,--- ,En—1, Summarizer Agent S, Com-
Chat History List History, Vulnerability Assessment munication Rounds: R, Chat History List History,
Tasks 11, 7%, --- , T3 Vulnerability Assessment Tasks 74,15, --- , T3
Ensure: Results for Vulnerability Assessment Task Answer Ensure: Results for Vulnerability Assessment Task Answer
1: Initialize a vulnerability assessment task 7; 1: Initialize a vulnerability assessment task 75
2: forr < 0to Rdo 2: forr < Oto Rdo
3: Initialize current round chat history History. 3 Initialize current round chat history History.
4: forn « 0to N do 4 forn < 0to N do
5: if History # () then 5: if n # N then
6: hrole — En 6: h'role — En
7: hanswer < En(T;, History) 7 hanswer < En (T3, History)
8: HiStO'r‘yc — {hr0167 hanswer} 8 HiStOTyc — {hral67 hanswer}
9: else 9: else
10: hmle ~— F, 10: Srole S
11: hanswer  En(T3) 11: Sanswer < S (T3, History + History.)
12: Historye < {hrote, Panswer } 12: Historye < {srole; Sanswer }
13: end if 13: end if
14: end for 14: end for
15: History <— History + History. 15: History < History + History.
16: Answer < Final hgnswer 16: Answer < Final sqnswer
17: end for 17: end for
18: return Answer 18: return Answer
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Exploitability Metrics AV AC PR Ul
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.4778 0.4075 0.4000 03132 0.2889 0.2425 0.3667 0.3532
Previous Communication 0.3222 0.3078 0.4444  0.2167 0.5778 0.3603 0.5000 0.4994
Preceding One Expert 0.3111 0.3056  0.3556  0.1943 0.5556 0.3492 0.4667 0.4643
Simultaneous Assessment 0.4444 0.3939 04111 0.2158 0.5778 0.3613 0.4222 0.4219
Summarizer Assessment 0.4889 0.4564 0.3222 0.1728 0.5333 0.3387 0.4000 0.4000
Scope and Impact Metrics S C I A
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.1444 0.1392  0.5111 0.2591 0.4556 0.2406 0.4556 0.2427
Previous Communication 0.3333 0.3168 0.5333 0.3457 0.5000  0.2496 0.4556 0.2169
Preceding One Expert 0.3778 0.3623 0.5333 0.3572  0.4889 0.2729 0.4222 0.2189
Simultaneous Assessment 0.3444 0.3202 0.5000 0.2582 0.5111 0.2495 0.4667 0.2390
Summarizer Assessment 0.4000 0.3619 0.5333 0.2819 0.4889 0.2731 0.4667 0.2317
Table 5: Evaluation of different communication strategies of ChatGPT in Java.

Exploitability Metrics AV AC PR Ul
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.3333 0.3088 0.2754  0.1873 0.1449 0.0921 0.5072 0.4569
Previous Communication 0.2319 0.2214 0.3333 0.1950 0.6087 0.2523 0.5507 0.5473
Preceding One Expert 0.4203 0.3611 0.4203 0.2372 0.5942 0.2485 0.5652 0.5629
Simultaneous Assessment 0.1884 0.1869 0.3913 0.2129 0.6812 0.2701 0.5072 0.5063
Summarizer Assessment 0.2899 0.2746 0.4928 0.2686 0.6957 0.3058 0.5072 0.5071
Scope and Impact Metrics S C I A
Communication Strategy Acc F1 Acc F1 Acc F1 Acc F1
Single Agent 0.1449 0.1384  0.4638 0.2622 0.4928 0.3192 0.5072 0.2509
Previous Communication 0.4203 0.3155 0.4928 0.3074  0.4348 0.2259 0.6812 0.4059
Preceding One Expert 0.4928 0.3538 0.5072  0.3616 0.4203 0.2920  0.5942 0.3459
Simultaneous Assessment 0.5217 0.3907 0.5507 0.4029 0.4783 0.3024 0.6522 0.3548
Summarizer Assessment 0.4928 0.3538 0.4493 0.2313 0.5217 0.3436 0.6232 0.3888

Table 6: Evaluation of different communication strategies of ChatGPT in C++.

E Task-related Prompt

In this appendix, we present the task-related prompt
by CVSS v3.1 and design several descriptions as
follows.

Attack Vector: You are a [Language] expert for
Attack Vector. This metric reflects the context in
which vulnerability exploitation is possible. This
metric value (and consequently the Base Score)
will be larger the more remote (logically, and phys-
ically) an attacker can be to exploit the vulnerable
component. Network (N): The vulnerable compo-
nent is bound to the network stack and the set of
possible attackers extends beyond the other options
listed below, up to and including the entire Internet.
Local (L): The vulnerable component is not bound
to the network stack and the attacker’s path is via
read/write/execute capabilities.

Attack Complexity: You are a [Language] ex-
pert for Attack Complexity. This metric describes
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the conditions beyond the attacker’s control that
must exist in order to exploit the vulnerability. If
a specific configuration is required for an attack
to succeed, the Base metrics should be scored as-
suming the vulnerable component is in that config-
uration. The Base Score is greatest for the least
complex attacks. Low (L): Specialized access con-
ditions or extenuating circumstances do not exist.
An attacker can expect repeatable success when
attacking the vulnerable component. High (H): A
successful attack depends on conditions beyond
the attacker’s control. That is, a successful attack
cannot be accomplished at will, but requires the
attacker to invest in some measurable amount of
effort in preparation or execution against the vul-
nerable component before a successful attack can
be expected.

Privileges Required: You are a [Language] ex-
pert for Privileges Required. This metric describes



the level of privileges an attacker must possess be-
fore successfully exploiting the vulnerability. The
Base Score is greatest if no privileges are required.
None (N): The attacker is unauthorized prior to
attack, and therefore does not require any access
to settings or files of the vulnerable system to carry
out an attack. Low (L): The attacker requires privi-
leges that provide basic user capabilities that could
normally affect only settings and files owned by a
user. High (H): The attacker requires privileges
that provide significant (e.g., administrative) con-
trol over the vulnerable component allowing access
to component-wide settings and files.

User Interaction: You are a [Language] ex-
pert for User Interaction. This metric captures the
requirement for a human user, other than the at-
tacker, to participate in the successful compromise
of the vulnerable component. This metric deter-
mines whether the vulnerability can be exploited
solely at the will of the attacker, or whether a sep-
arate user (or user-initiated process) must partic-
ipate in some manner. The Base Score is greatest
when no user interaction is required. None (N):
The vulnerable system can be exploited without in-
teraction from any user. Required (R): Successful
exploitation of this vulnerability requires a user to
take some action before the vulnerability can be
exploited.

Scope: You are a [Language] expert for Scope.
The Scope metric captures whether a vulnerability
in one vulnerable component impacts resources in
components beyond its security scope. The Base
Score is greatest when a scope change occurs. Un-
changed (U): An exploited vulnerability can only
affect resources managed by the same security au-
thority. Changed (C): An exploited vulnerability
can affect resources beyond the security scope man-
aged by the security authority of the vulnerable
component.

Confidentiality: You are a [Language] expert
for Confidentiality. This metric measures the im-
pact to the confidentiality of the information re-
sources managed by a software component due to
a successfully exploited vulnerability. The impact
can vary from none to complete disclosure of all
restricted information to the attacker. High (H):
There is a total loss of confidentiality, resulting in
all resources within the impacted component being
divulged to the attacker. Alternatively, access to
only some restricted information is obtained, but
the disclosed information presents a direct, serious
impact. Low (L): There is some loss of confiden-
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tiality. Access to some restricted information is
obtained, but the attacker does not have control
over what information is obtained, or the amount
or kind of loss is limited. None (N): There is no loss
of confidentiality within the impacted component.

Integrity: You are a [Language] expert for In-
tegrity. This metric measures the impact to the
integrity of a successfully exploited vulnerability.
Integrity refers to the trustworthiness and veracity
of information. The Base Score is greatest when the
consequence to the impacted component is highest.
High (H): There is a total loss of integrity, or a
complete loss of protection. For example, the at-
tacker is able to modify any/all files protected by
the impacted component. Low (L): Modification
of data is possible, but the attacker does not have
control over the consequence of a modification, or
the amount of modification is limited. None (N):
There is no loss of integrity within the impacted
component.

Availability: You are a [Language] expert for
Availability. This metric measures the impact to the
availability of the impacted component resulting
from a successfully exploited vulnerability. The
Base Score is greatest when the consequence to the
impacted component is highest. High (H): There
is a total loss of availability, resulting in the at-
tacker being able to fully deny access to resources
in the impacted component; this loss is either sus-
tained (while the attacker continues to deliver the
attack) or persistent (the condition persists even
after the attack has completed). Low (L): Perfor-
mance is reduced or there are interruptions in re-
source availability. Even if repeated exploitation
of the vulnerability is possible, the attacker does
not have the ability to completely deny service to
legitimate users. None (N): There is no impact to
availability within the impacted component.
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