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Abstract

The effectiveness of Large Language Models
(LLMs) in tackling diverse reasoning problems
is further improved by chain-of-thought (CoT)
prompting, which makes the intermediate rea-
soning steps apparent. In this work, we in-
troduce IAO (Input-Action-Output) prompting,
a straightforward template based prompting
method that allows the complex reasoning pro-
cess to be explicitly modelled in a structured
manner. IAO autonomously breaks down prob-
lems into a series of simpler reasoning steps
and then solves them in sequence, each with
explicit input information, action applied, and
intermediate output. The solved steps inform
the subsequent steps, facilitating progressive
reasoning. This explicit structure not only
improves reasoning performance but also in-
terpretability and transparency. Experiments
across various reasoning tasks demonstrate
TIAO’s strong zero-shot capabilities. Human
evaluation validates the transparency and inter-
pretability of IAO reasoning chains.

1 Introduction

The recent progress in natural language process-
ing (NLP) can be largely attributed to the success
of large language models (LLMs) (Vaswani et al.,
2017; Devlin et al., 2019; Raffel et al., 2020; Brown
et al., 2020; Chowdhery et al., 2023). Notably,
these models excel at many tasks, requiring mini-
mal or no explicit training data. This remarkable
ability, named few-shot or zero-shot learning, al-
lows LL.Ms to tackle challenges with none or just a
handful of examples. The technique enabling this
ability, prompting (Liu et al., 2023), has evolved
into a pivotal area of exploration in NLP research
garnering significant attention. The research has
focus on creating effective prompts, both manu-
ally (Schick and Schiitze, 2021; Reynolds and Mc-
Donell, 2021) and through automated approaches
(Gao et al., 2021; Shin et al., 2020).
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Figure 1: Illustration of IAO prompting with emphasis
on the problem decomposition into Input-Action-Output.
The intermediate output of each step is the input for
subsquent reasoning steps.

Subproblem 1

One key technique to enhance LLM performance
is Chain-of-Thought (CoT) prompting (Wei et al.,
2022; Wang et al., 2022), which makes interme-
diate reasoning steps explicit and for this reason
aids in complex decision-making processes. This
allows to guide LLM through a series of logical
steps, akin to human reasoning. Loosely speaking,
rather than simply presenting questions and expect-
ing direct answers, this method involves breaking
down complex tasks or problems into smaller, se-
quential steps. Each step builds upon the previous
one, leading the model through a coherent chain of
reasoning. This approach has opened a new wave
of prompting methods for zero shot reasoning al-
lowing to tackle complex and multi-step reasoning
problems. Such an approach shows impressive
performance improvements in reasoning tasks. No-
tably, in the zero-shot setting, it was shown that
a simple prompt such as “let’s think step
by step” could facilitate the step-by-step think-
ing process before answering the original question
(Kojima et al., 2022). Such a task-agnostic method
has unveiled that LLMs can be good zero-shot rea-



soners.

Despite these advancements, a significant chal-
lenge remains: ensuring the free-text reasoning
chains of LLMs are interpretable and transparent.
According to Singh et al. (2024), the interpretation
of relevant knowledge from an LLM involves ex-
tracting useful knowledge concerning relationships
either contained in the data or learned by the model.
Relevant knowledge is knowledge that is useful for
a particular problem and audience. Interpretabil-
ity and transparency of the explanations are not
just theoretical concerns but come from practical
necessities.

Current methods, including CoT, improve rea-
soning performance but often fall short of provid-
ing a clear, structured mapping of how an output is
derived from the given input. In fact, while mak-
ing some intermediate steps explicit, CoT does not
always offer a detailed breakdown of the entire
reasoning process, leaving gaps in traceability.

This opacity in the model’s decision-making pro-
cess can hinder efforts to recognize errors, provide
targeted feedback for improvement, or ensure the
model behaves in a manner consistent with ethical
or safety considerations. Addressing this challenge
requires exploring techniques to enhance the trans-
parency and interpretability of language models in
critical domains (Chen et al., 2024).

This work introduces IAO (Input-Action-Output)
prompting, a simple yet powerful prompt template
that explicitly models the reasoning process in a
structured manner, analogous to dissecting a com-
plex problem into a series of well-defined, sequen-
tial subproblems. Each step towards the final an-
swer meticulously outlines the information used,
the action planned, and the intermediate output
generated. This transparent breakdown not only
maintains or improves the LLM’s reasoning abili-
ties but IAO facilitates clearer problem decomposi-
tion, guiding the LLM to tackle complex tasks with
greater accuracy and efficiency.

Despite the simplicity, IAO prompt successfully
generates a plausible reasoning path in a zero-shot
manner and reaches the correct answer in problems
where the standard zero-shot-CoT approach fails
or is not explicit enough.

We summarize our main contributions in this
work as follows:

* We propose a new approach, IAO prompt,
(input-action-output) that employs a straight-
forward template to explicitly structure and

model the LLLM reasoning process step-by-
step, while applying this structured format
within a "chain-of-thought" paradigm.

* We perform extensive experiments across var-
ious reasoning tasks and human evaluation of
the reasoning chains to assess the validity of
IAO.

2 Related Work

Prompting Chain-of-thought (CoT) prompting
provides intermediate rationales in the reasoning
chain for solving problems, leading to improved ac-
curacy and interpretability in tasks requiring multi-
step reasoning. The common instance of CoT is
0-shot CoT (Kojima et al., 2022) and few-shot
CoT (Wei et al., 2022). The first one is the most
relevant to our work. On the other hand, few-
shot prompting requires manually constructed task-
specific demonstrations, so it is more costly. Zhang
et al. (2022) proposed an approach to automatically
construct few-shot demonstrations based on zero-
shot prompting to save the manual cost. Another
categorization for prompting methods is based on
whether they involve a single step or multiple steps.
An example of multi-step prompting is the work
by Zhou et al. (2022) which is discussed in the
next paragraph. There are several CoT prompts
with structured reasoning chains in the form of
programs (Chen et al., 2023), graphs (Besta et al.,
2024) or tables (Ziqi and Lu, 2023). In this work
we focus on free-text reasoning chains.

Problem Decomposition and Subquestioning
Breaking down complex reasoning into sub-
questions enhances problem-solving, as supported
by research illustrating the efficiency of smaller,
focused LLMs (Shridhar et al., 2022). Zhou et al.
(2022) introduced Least-to-Most prompting, which
sequentially solves a problem by structurally de-
composing it into manageable sub-questions, pro-
viding clearer reasoning steps compared to other
methods like zero-shot CoT. This approach, albeit
requiring precise prompt design, enhances LLM
performance. Another similar method, Tab-CoT
(Ziqi and Lu, 2023), utilizes a tabular format to
organize reasoning steps, offering clear advantages
in transparency and understanding, despite some-
times necessitating specific domain knowledge for
prompt design. These methods contrast with TAO
prompting, which autonomously decomposes prob-
lems and explicitly outlines intermediate steps.



LLM Input ~ (—| LLM Output I ~
Question: The total charge is the sum of the visit charge, the labor charge, and the
Patty’s Plumbing charges $4@ to visit a house to ?:zt\sii;z:rﬁﬁérge is $40
Tke a repair, plus $35 per-.hour-, or part thereof, The labor charge is $35 per hour, or part thereof. Since the job took 2.25

or labor, plus parts. One job took 2.25 hours and hours, the labor charge is $35 * 2.25 - $78.75
used $6@ in parts. How much did Patty charge? The p;rts charge is $ce : s
Therefore, the total charge is $40 + $78.75 + $60 = $178.75.
CoT Prompt: rerore, charge is $ $ $ $178.75
Therefore, the answer is 178.75
Let’s think step by step. GT : 205.00 x
. J\ J
f‘iLLM Input A (‘IOutput i A
- Step 1:
Question: - Subquestion: How much did Patty charge for labor?
- Input: Patty charges $35 per hour, or part thereof, for labor. The
Patty’s Plumbing charges $40 to visit a house to job took 2.25 hours.
make a repair, plus $35 per hour, or part thereof, - Action: Round up the number of hours to the nearest whole number.
for labor, plus parts. One job took 2.25 hours and Multiply the number of hours by the hourly rate.
used $6@ in parts. How much did Patty charge? - Output: 3 hours * $35 per hour = $185
- Step 2:
- Subquestion: How much did Patty charge for parts?
- Input: The job used $6@ in parts.
1AO Prompt: - Action: Add the cost of the parts to the cost of labor.
- Output: $165 + $60 = $165
- Step [number]: - Step 3:
- Subquestion: [subquestion] - Subquestion: How much did Patty charge for the visit?
- Input: [input, facts] - Input: Patty charges $4@ to visit a house to make a repair.
- Action: [action written as a function] - Action: Add the cost of the visit to the cost of labor and parts.
- Output: [output obtained from applying action - Output: 3165 + $40 = $205
to input] Therefore, the answer is 205. P
GT : 2085.00 v
. VAN J

Figure 2: Example of IAO prompting compared to 0-shot CoT. This example is taken from GSM8k using PALM-2.

CoT fails to find the correct answer due to overlooking

3 TAO prompting

We introduce IAO, a new prompting technique that
forces the LLLM to decompose the problem into
smaller ones, which it solves sequentially provid-
ing at each step the input, the action, and the inter-
mediate output. This is inspired by procedural rea-
soning, the cognitive process of problem-solving
and decision-making following a step-by-step pro-
cedure that involves breaking down a problem into
smaller, manageable steps and executing a series of
predefined operations or rules to reach a solution.
This type of reasoning relies on explicit knowl-
edge of procedures, rules, and algorithms rather
than on implicit or intuitive understanding. The
main motivation comes from the observation that
often 0-shot CoT reasoning chains are incomplete
or some intermediate steps are merged, which may
lead to a wrong final answer. As shown in Fig-
ure 2, the LLM started reasoning directly on the
question and missed an important aspect of the
question, namely "or part thereof". By forcing the
model to reason step by step within a structured
framework, the reasoning chain and overall per-
formance improves. Additionally, this prompting
approach has the benefit of increased interpretabil-
ity as it is clearer which input and action led to
the intermediate result, and this improves the abil-

some part of the input information.

ity to understand eventual mistakes. In short, TAO
prompting consists of three simple steps as show
in Figure 2: (1) Subquestion: Instead of directly
addressing the question, the LLM decomposes the
problem into smaller problems by formulating sub-
questions, which it then attempts to answer one at a
time in a sequential manner; (2) Input: we prompt
the model to "think" about the input information
available at that step, the facts and assumptions
it needs or has up until that step in the reasoning
chain; (3) Action: the LLM "plans" the action it
needs to perform in order to solve the subquestion.
When possible and relevant, the question appears
as a function or procedure; (4) Output: the LLM
outputs the result of applying the action to the input.
This intermediate output is a foundational block for
the next steps in the reasoning chain. In the fol-
lowing sections, we present an empirical study of
IAO prompting on a range of reasoning tasks and
discuss the results obtained.

4 Experimental setup

4.1 Tasks

We experiment with the following tasks: (a) arith-
metic reasoning (GSM8k (Cobbe et al., 2021),
AQuA (Ling et al., 2017)), (b) commonsense rea-
soning (StrategyQA (Geva et al., 2021), Common-



Arithmetic Reasoning

Logical Reasoning

Commonsense Reasoning Symbolic Reasoning

Task

AQUA GSMSK Date Understanding  Object Tracking StrategyQA CommonsenseQA Last Letter
0-shot CoT 66.3 78.2 86.2 63.1 74.4 80.1 77.2
0-shot IAO (ours)  63.9 82.3 88.1 67.1 76.9 83.1 88.8

Table 1: Evaluation results for PALM-2. Bold denotes best result. All methods use the same answer extraction
prompt in a single stage for fair comparison. All methods are evaluated under the zero-shot setting.

Arithmetic Reasoning

Logical Reasoning

Commonsense Reasoning Symbolic Reasoning

Task
AQUA GSM8K Date Understanding Object Tracking StrategyQA  CommonsenseQA Last Letter
0-shot CoT 70.3 92.0 83.1 100 75.6 81.6 92.6
0-shot TAO (ours)  70.2 94.2 83.2 100 76.3 84.8 94.7

Table 2: Evaluation results for GPT-4. Bold denotes best result. All methods use the same answer extraction prompt
in a single stage for fair comparison. All methods are evaluated under the zero-shot setting.

senseQA (Talmor et al., 2019)), (c) symbolic rea-
soning (Last Letter (Wei et al., 2022)) and (d) log-
ical reasoning (Date Understanding & Shuffled
Object Tracking(Srivastava et al., 2023)). Table 10
presents some dataset information and further de-
tails are in Table 9 and Appendix A.

4.2 Models

We use the following state of the art LLMs: PALM-
2 (Anil et al., 2023) (text—unicorn) and GPT-4
(gpt-4-1106-preview) (Achiam et al., 2023).
While GPT-4 is the more capable model, we find
that PALM-2 provides an interesting comparison.
We also experimented with GPT-3.5 models but
found that their instruction-following capabilities
were limited to support the template based prompt
we propose. During generation, no task demonstra-
tion is provided and the models are prompted with
the template and answer extraction prompt only.
This highlights a core benefit of the template: the
ability to precisely guide the model during genera-
tion without concrete demonstrations.

4.3 Baselines

As a baseline, we compare our approach to chain-
of-thought (CoT) (Wei et al., 2022), in partic-
ular zero-shot-CoT (Kojima et al., 2022) with
the prompt Let’s think step by step
appended to the question. We use two different set-
tings: the single step where the reasoning prompt
and answer extraction prompt are in a single API
call; and the two-step setting.

Compute cost PalLM-2 (text-unicorn) has a cost
of per API requests: $0.0025/1K characters in input
and $0.0075/1K characters in output. GPT-4 has a
cost $0.01/1K tokens and $0.03/1K tokens.

5 Results

5.1 Arithmetic Reasoning

GPT-4 From Table 2, we see that IAO leads to
mixed results in the arithmetic reasoning setting.
IAO prompting maintains the performance for the
AQuA dataset. On the other hand, there is an
increase in performance for the GSM8k dataset
that goes from 92.0% in the 0-shot CoT setting to
94.2%. We see that out approach does not signif-
icantly increase the models’ performance which
could be due to the inherent hardness and deep rea-
soning associated with these tasks. Moreover, we
observe that most cases where the IAO prompt fails
are due to inherent arithmetic calculation failures.
Loosely speaking, while the "action" planned is
correct and the function is also correct, the LLM
does calculation errors or fails to report the correct
output as a final answer. We discuss this further in
the following sections.

PALM-2 We observe the same trend when using
PALM-2. There is a decrease in terms of percent-
age points (p.p), 3%, for the AQuA dataset (where
the baseline accuracy is of 66.3%) but improves
over the 0-shot CoT baseline for the GSM8k dataset
(4.1 p.p). The same observations about the errors
and failures for the IAO prompting apply to PALM-
2 too.

5.2 Logical Reasoning

The datasets studied are Date Understanding and
Object tracking from (Srivastava et al., 2023). The
former asks the models to infer the date from a
context. Tracking Shuffled Objects tests a model’s
ability to infer the final state of objects given its
initial state and a sequence of object shuffling.



The original price of an item is discounted 22%. A customer buys the item at this discounted price using a $20-off coupon. There is no tax on the item, and this

Question
Answer Choices: (A) $61 (B) $65 (C) $67.40 (D) $70 (E) $78.20

was the only item the customer bought. If the customer paid $1.90 more than half the original price of the item, what was the original price of the item?

(GT: (E))

Let x be the original price of the item. The discounted price is 0.78x. The customer paid 0.78x - 20. This is $1.90 more than half the original price, which is 0.5x + 1.90.

CoT So, 0.78x - 20 = 0.5x + 1.90. Solving for x, we get x = 70.

~ Therefore, among A through E, the answer is (D).

5 Subquestion Input Action Output

< X Ny . -

= IAO 1. What is the discounted price of the item? Original price = x, Discount = 22% g;?;?;la[;‘;‘rjif:—c?(;riginal price * Discount) xD{s(c:in(;-C;izgr;Cg.;gx
2. What is the price the customer paid for the item?  Discounted price = 0.78x, Coupon = $20  Price paid = Discounted price - Coupon Price paid = 0.78x - 20
3. What is the equation that related the price 3. Price paid = 0.78x - 20, Set the two expressions for the price

. - . . h . 0.78x - 20 =0.5x + 1.90
paid to the original price? Price paid = 0.5x + 1.90 paid equal to each other.
4. What is the original price of the item? 0.78x - 20 = 0.5x + 1.90 Solve for x. x=78.20
Let’s denote the original price of the item as P.
The item is discounted by 22%, so the customer pays 78% of the original price. We can express this as 0.78P.
Then, the customer uses a $20-off coupon, so we subtract $20 from the discounted price: 0.78 P — 20.
According to the problem, the customer paid $1.90 more than half the original price of the item.
Half the original price is g, so the amount the customer paid can also be expressed as g =+ 1.90.
Now we can set up the equation: 0.78P — 20 = £ + 1.90
To solve for P, we first get rid of the fractions by multiplying every term by 2: 2(0.78P) — 2(20) = 2(%) + 2(1.90)
CoT  1.56P —40 = P +3.80

Now, we subtract P from both sides to get: 0.56P — 40 = 3.80

< Next, we add 40 to both sides: 0.56 P = 43.80

[5‘: Finally, we divide both sides by 0.56 to solve for P:

@) p— 4380

0.56

P =78.2142857...
The closest answer choice to $78.21 is $78.20.
Therefore, among A through E, the answer is (E) $78.20) .
Subquestion Input Action Output

1. What is the equation that represents

JIAO the relationship between the original price,
the discount, the coupon, and the amount
the customer paid?
2. How can we simplify the equation from S
tep 1 to solve for P?
3. What is the value of P?
4. What is the numerical value of P?
5. What is the final calculation to determine
the original price?

(20 +1.90)/ (0.78 - 0.5)
21.90/0.28

P-0.22P-20=0.5P + 1.90
0.78P - 20 = 0.5P + 1.90

Let the original price be P. The customer
gets a 22% discount and then uses a
$20-off coupon. The customer paid
$1.90 more than half the original price.

Write the equation based on the given

. - P-0.22P-20=0.5P + 1.90
information.

0.78P - 20 =0.5P + 1.90

P=(20+1.90)/(0.78 - 0.5)
P=21.90/0.28

Combine like terms and isolate P.

Solve for P.
Perform the arithmetic to find P.

Calculate the value of P. P =78.2142857...

Table 3: Output example from AQuA dataset. The final results are in bold.

GPT-4 GPT-4 achieved perfect scores for Object
tracking task in both settings. However, that is not
the case for the Date Understanding task where
the baseline accuracy is of 83.1 and it is substan-
tially matched by IAO prompting. The challenge
in this task is to correctly interpret the question and
understand the temporal setting. Even by forcing
the LLM to interrogate itself about what it knows
(Input field) it fails to solve this issue.

PALM-2 IAO prompting achieves 67.1 p.p (over
a baseline of 63.1) for the Object Tracking dataset.
On the other hand, it achieves and accuracy of 88.1
from a baseline of 86.2 corresponding to the 0-shot
baseline for the Date Understanding task.

5.3 Commonsense Reasoning

CommonsenseQA asks questions with complex
semantics that often require reasoning based on
prior knowledge (Talmor et al., 2019). StrategyQA
dataset have implicit multi-step questions requiring
a wide-range of reasoning skills to answer them
(Gevaet al., 2021).

GPT-4 Overall, the improvements in accuracy
are relatively modest for the StrategyQA dataset.

This is likely because the dataset contains a number
of ambiguous questions, which if read verbatim
may have many plausible answers but the ground
truth contains only one answer. GPT-4 will in such
cases refrain from giving a final answer, which
is counted as an incorrect answer. This lead to a
task accuracy of 76.3 p.p in StrategyQA and 84.8
in CommonsenseQA where the baseline prompt
accuracy are 75.6 and 81.6 respectively.

PALM-2 Here again, the increases in accuracy
are relatively modest for the same reasons. For
StrategyQA, we see an improvement from 74.4
p.p to 76.9. For CommonsenseQA, we observe an
increase in accuracy over the the 0-shot baseline of

3.0 p.p.

5.4 Symbolic Reasoning

We use the Last Letter Concatenation (Wei et al.,
2022) dataset which contains questions asking asks
the model to concatenate the last letters of each
word.

GPT-4 The accuracy for this task has nearly
plateaued, as GPT-4 reaches 92.6 p.p in the 0-shot



setting. IAO prompting improves over the baseline
reaching 94.7 p.p in accuracy.

PALM-2 Here the gains are more substantial.
IAO prompting improves the accuracy by 11.6 p.p
reaching 88.8 p.p over a baseline of 77.2. From
the examples we observe how dividing the problem
into multiple subproblems and solving each one in
a structured way increases the model’s reasoning
abilities.

Prompt Average
[Step, Input, Action, Output] 68.9
[Step, Subquestion, Action, Output] 71.7
[Step, Subquestion, Input, Output] 76.3
[Step, Subquestion, Input, Action] 59.0
[Step, Subquestion, Input, Action, Output] 80.9

Table 4: Performance in a 0-shot setting when one of
the field of the prompt is removed.

5.5 Ablation studies

To better understand the proposed model and iden-
tify its key components, we perform ablation stud-
ies by removing parts of the template and assessing
performance on specific tasks. Through this pro-
cess, we aim to achieve three key objectives: (i)
isolate the impact of each field in the proposed tem-
plate, (ii) identify redundancies and (iii) enhance
interpretability. The results are presented in Table 4
and Table 8 First, we observe that the prompt with
all fields ([Step, Subquestion, Input,
Action, Output]) achieves the highest aver-
age performance (80.9 p.p), indicating that in-
cluding all available information is beneficial. In-
cluding the Subquestion field consistently im-
proves performance compared to excluding it, sug-
gesting that it is important for the model to un-
derstand the context of the task. Removing the
Output field from the prompt leads to a signifi-
cant drop in performance (12.0 p.p). This suggests
that the model is able to use the output information
from previous steps to improve its performance
on subsequent steps. Removing the Action field
also results in a noticeable decrease in performance
(3.2 p.p). This suggests that the model is able to
use the action information to better understand the
context of the task.

6 Discussion

Our experimental results confirmed the effective-
ness of our proposed prompting approach under the
zero-shot setting. We summarize the advantages

of our method compared to conventional chain-of-
thought method as follows: (i) Clarity and struc-
ture: IAO requires each step of the reasoning pro-
cess to be explicit making the reasoning process
clear and easy to follow. This forces the LLMs
to articulate their thoughts and reasoning explic-
itly. On the other hand, in the conventional zero-
shot-CoT steps might be implicit or unclear, requir-
ing more back-and-forth to understand. (ii) Focus
and Guidance: IAO subquestions help focus the
LLM on specific aspects of the problem, leading to
more relevant outputs. Contrarily, zero-shot-CoT
can contain open-ended discussions, which may
lead to tangent or irrelevant information or can be
prone to ambiguity and implicit assumptions. (iii)
Transparency: IAO prompting makes the thought
process visible, understandable and easily inter-
pretable. In fact, sometimes it occurs that 0-shot-
CoT produces a wrong reasoning chain but finds
the correct answers. In this case, it is difficult to
understand the process that led to that conclusion.
(iv) Integration with tools: Open-ended discus-
sions are less suited for integration with external
tools (like calculator and python shell) that can fur-
ther aid the math computation within the arithmetic
domain (Gao et al., 2023). On the contrary, the
structured format of IAO makes it easier to call ex-
ternal tools to compute and produce results that can
successfully be integrated as intermediate outputs
in the chain of reasoning.

6.1 Case studies

Table 3 compares the solutions of two large lan-
guage models (LLMs), PALM-2 and GPT-4, to a
math word problem from the AQuA dataset. Using
the 0-shot-CoT setting, PALM-2 makes an error
in the final calculation, resulting in an incorrect
answer of $70. However, it reaches the correct re-
sult using the IAO prompt. This is an example of
a point raised earlier in the paper discussing the
low scores for the AQuA dataset. Arithmetic er-
rors made in early intermediate steps may lead to
incorrect conclusions. On the other hand, GPT-4
appears to be less prone to such mistakes. GPT-4
achieved the correct answer of $78.20 by system-
atically breaking down the problem, setting up the
equation, and performing calculations in both 0-
shot CoT and TAO settings.

Table 5 showcases an example of a real-world
reasoning problem from the StrategyQA dataset.
The task requires determining whether the daily



Question

Could all of the people who pass through 30th Street Station every day fit in Dorton Arena?

(GT: (No))-

30th Street Station is the busiest train station in Philadelphia, with an average of 120,000 passengers passing through each day. Dorton Arena is a multi-purpose arena in

CoT  Raleigh, North Carolina, with a seating capacity of 5,000 people.

;‘ Therefore, the answer is No
21 Subquestion Input Action Output
= 1AO 1. How many people pass through 3011? Stfeel S.lalion is. the ?usiesl train ) The number of people v{ho pass
30th Street Station every day? < station in Philadelphia, \K./'lth an average of through 3(?lh Street Station 120,000
120,000 passengers passing through each day.  every day is 120,000.
Dorton Arena is a multi-purpose arena located The capacity of Dorton Arena is
2. What is the capacity of Dorton Arena?  in Raleigh, North Carolina. It has a seating 10,000
X " 10,000 people.
capacity of 10,000 people.
3. Can all of the people who pass through  The number of people who pass through 30th ~ The number of people who pass
30th Street Station every day fit in Street Station every day is 120,000. The through 30th Street Station every day No
Dorton Arena? capacity of Dorton Arena is 10,000 people. is greater than the capacity of Dorton Arena.
To determine if all of the people who pass through 30th Street Station every day could fit in Dorton Arena, we need to know two key pieces of information:
1. The average daily number of people passing through 30th Street Station.
2. The seating capacity of Dorton Arena.
Once we have these two figures, we can compare them to see if the arena can accommodate the daily passengers of 30th Street Station.
Let’s assume we have the necessary data:
CoT - The average daily number of people passing through 30th Street Station (we’ll call this number X).
- The seating capacity of Dorton Arena (we’ll call this number Y).
E If X is less than or equal to Y, then the answer is Yes, all of the people can fit in Dorton Arena. If X is greater than Y, then the answer is No, they cannot all fit.
é Since I don’t have the current data, you would need to provide the average daily passenger count for 30th Street Station and the seating capacity of Dorton Arena

for me to complete this comparison.

The model fails to choose an answer.

Subquestion Input

Action Output

‘We need to find or estimate the number

1AO 1. What is the daily passenger traffic

at 30th Street Station? of people passing through 30th Street

Station every day.

We need to find the seating capacity
of Dorton Arena.

[Output from Step 1] and

[Output from Step 2]

2. What is the seating capacity of
Dorton Arena?

3. Can the daily passenger traffic at
30th Street Station fit in Dorton Arena?

Research or estimate the daily

passenger traffic at 30th

Street Station.

Research the seating capacity

of Dorton Arena.

Compare 100,000 (daily passenger traffic)
with 7,610 (seating capacity of Dorton Arena).

Let’s say the daily passenger
traffic at 30th Street Station

is 100,000 people.

Let’s assume Dorton Arena has

a seating capacity of 7,610 people.

100,000 is much greater than 7,610.

Therefore, the answer is No.

Table 5: Output example from StrategyQA dataset. The final results are in bold.

passenger traffic at 30th Street Station could fit
within the seating capacity of Dorton Arena, with
the correct answer being "No." This analysis high-
lights the potential benefits of IAO in guiding
LLMs towards accurate solutions. In the O-shot-
CoT setting, PALM-2 achieved the correct answer,
leveraging its access to the relevant information
("120,000 passengers" and "5,000 seating capac-
ity"). However, its approach lacked explicit rea-
soning steps. However, GPT-4 failed to choose
an answer without additional information. While
its initial analysis outlined the necessary compari-
son, it couldn’t access or process the specific data
points. On the other hand, in the case of PALM-2,
the reasoning chain doesn’t explicitly show IAO
intervention, but PALM-2 likely accessed relevant
data based on the prompt’s context. However,
GPT-4 through IAO prompting effectively iden-
tified the necessary information (daily passengers,
arena capacity), estimated values for the missing
data (100,000 passengers, 7,610 capacity) and com-
pared the values, and correctly concluded that the
arena wouldn’t hold all passengers. Loosely speak-
ing, the IAO prompts provided GPT-4 with a clear
roadmap to break down the problem, gather infor-
mation, and perform the comparison, leading to a
well-reasoned, transparent and verifiable solution.
More examples are shown in Table 16, Table 13,

Table 12, Table 15 and Table 14 in the Appendix.

6.2 Two-stage IAO prompting

In all previous experiments, we utilized a single
API call per sample. While effective, a critical
question remains: can employing a two-stage API
call per sample further enhance IAO results? To
answer this, we propose a focused investigation.
We chose to test this hypothesis on the dataset with
the lowest gains in terms of performance and test it
using PALM-2.

Table 6 presents the results of comparing one-
stage and two-stage IAO prompting. The table
shows the performance of both approaches on two
datasets, AQuA and GSMBSKk, for arithmetic rea-
soning, as well as the average performance across
both datasets. Overall, two-stage IAO achieved the
best average performance (73.7%), outperforming
both one-stage 0-shot CoT (72.3%) and one-stage
TIAO (72.7%). On the individual datasets, two-stage
IAO achieved the highest score on GSM8k (83.2%),
while one-stage 0-shot CoT achieved the highest
score on AQUA (66.3%). These results suggest that
two-stage IAO prompting can be an effective strat-
egy for improving the performance of language
models on various tasks.

These findings are derived from a two-stage
prompt approach where the first stage assists the



AQuA GSMS8k Average
One-stage 0-shot CoT  66.3 78.2 72.3
One-stage IAO 63.1 83.2 72.7
Two-stage [AO 63.5 83.9 73.7

Table 6: One stage vs two stage prompting comparison.

LLM in breaking down the problem, improving
comprehension, and the second stage focuses on
extracting the answer. This sequential prompting
enhances accuracy but demands more computa-
tional resources than single-stage prompting. The
choice between them hinges on the trade-off be-
tween accuracy and resource availability. For sim-
pler tasks, single-stage prompting may be adequate,
while complex tasks justify the extra computational
expense of two results in improved accuracy.

6.3 Few-shot extension

Providing the model a handful of examples sub-
stantially improves the reasoning abilities of LLMs.
IAO can be paired with methods to automatically
generate examples such as Auto-CoT (Zhang et al.,
2022) or (Yasunaga et al., 2023) to automatically
generate structured IAO-type answers to be pro-
vided as demonstrations. We test 3-shot CoT and
3-shot IAO for the AQuA dataset, the most chal-
lenging for both LLMs. 3-shot IAO improves the
accuracy by 5 points (76.4 from 71.9) for GPT-4
and by 0.8 in PALM-2 (69.2 from 68.4).

6.4 Human evaluation

We supplement the evaluation protocol with human
evaluation. We asked 120 human crowdworkers
from CloudConnect Research questions aimed at
gauging the interpretability and transparency of
IAO compared to CoT. For doing this, we sample
10 questions that both IAO and CoT responded
correctly in terms of accuracy and 10 questions
were both answers were wrong. This is done for the
most challenging dataset for each reasoning type,
hence AQuA, StrategyQA and Date Understanding.
For each question, we present the annotators with
the TAO and CoT reasoning chains. We ask three
questions: (1a) if the answers are correct, which
reasoning text is more useful? (1b) if the answers
are wrong, which reasoning text do you prefer to
spot the reasoning mistake? (2) which reasoning
text is more transparent? (3) which reasoning text
is easier to interpret? Table 7 presents the key

findings.

Question AQuA StrategyQA Date
(1a) Useful 12 9 27
(1b) Efficiency 86 73 87
(2) Transparency 64 76 &9
(3) Interpretability 74 71 83

Table 7: Human evaluation of IAO and CoT reasoning
chains. The values reported are percentages of times
IAO is chosen over CoT.

In general, when the answer is correct, IAO is
perceived as notably less useful, with only 12%
and 9% preference, in AQuA and StrategyQA re-
spectively. This is to be expected, as IAO prompts
generates longer reasoning chains compared to CoT
and favours redundancy of information. However,
when the answer is wrong, IAO is much more fa-
vored, with preferences being: 86% for AQuA,
73% for StrategyQA, and 87% for Date. This sug-
gests that IAO is considered more efficient com-
pared to CoT for determining errors in the reason-
ing process. In general, IAO is preferred in terms of
transparency and interpretability of the reasoning
text as reported by the third and fourth row, indi-
cating a clearer and understandable presentation in
IAO compared to CoT reasoning chains.

7 Conclusion

In this paper, we propose IAO prompting, a novel
template-based approach that guides Large Lan-
guage Models (LLMs) towards decomposing com-
plex problems into manageable steps. By explic-
itly structuring input information, planned actions,
and intermediate outputs, IAO facilitates sequential
problem-solving. Our evaluations across diverse
reasoning tasks demonstrate performance gains, in-
creased clarity, improved structural coherence, and
enhanced transparency within the reasoning chain.
Moreover, IAO shows domain independence, re-
quiring minimal adaptation to cater to different
problem types. Additional human evaluation vali-
dates IAO utility in finding errors in free-text rea-
soning chains.

Limitations

While IAO prompting demonstrates compelling ad-
vantages in terms of performance and transparency,
it is crucial to acknowledge potential limitations:



Output Length : The structured nature of IAO
prompts might lead to lengthier responses com-
pared to baseline models. This can have implica-
tions on computational costs and real-time applica-
bility, particularly in resource-constrained settings.
Future work could explore techniques for compress-
ing the output or developing domain-specific adap-
tations to mitigate this limitation.

Interpretability Trade-off : While the struc-
tured output enhances interpretability, it is impor-
tant to consider that some users might prefer more
concise summaries. The human evaluation study
supports this. In fact, when the answer is correct,
evaluators heavily preferred CoT reasoning chains
over IAO’s. This suggests a potential trade-off be-
tween detailed explanations and user preferences.
Future work could explore methods to balance the
level of detail and provide tailored interpretations
based on individual user needs.

Ethical Considerations

While IAO holds promise for improved reasoning,
concerns arise regarding potential bias amplifica-
tion and misuse as per any prompting method for
LLMs. Breaking down complex tasks into smaller
steps could inadvertently magnify existing biases
in the LLM or training data, leading to biased fi-
nal outputs. This necessitates careful bias detec-
tion and mitigation. Additionally, the structured
nature could be exploited to "trick" the model, gen-
erating harmful or misleading outputs. Safeguards
like fact-checking and verification become crucial,
especially in sensitive domains. Responsible de-
ployment and use are fundamental to ensure LLMs
benefits are harnessed ethically and its risks are
minimized.
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Prompt Date Understanding Last Letter AQuA CommonsenseQA  Average
[Step, Input, Action, Output] 82.4 46.0 64.6 82.7 68.9
[Step, Subquestion, Action, Output] 81.8 84.8 63.0 81.2 77.7
[Step, Subgquestion, Input, Output] 85.9 76.0 61.0 82.5 76.3
[Step, Subgquestion, Input, Action] 86.2 4.4 62.6 82.9 59.0
[Step, Subquestion, Input, Action, Output] 88.1 88.8 63.9 83.1 80.9
Table 8: Performance in a 0-shot setting when one of the field of the prompt is removed.
names of individuals collected from the internet,  Reasoning Type Dataset Size  Answer Type
i.e., publicly available facts about a person but not  4immeric Reasoning AQUA 254 Multiple Choice
. . . . GSM8k 1319  Numeral
in an offensive way. The following list shows the
. C R . StrategyQA 2290 Yes/No
sources of data we used for this study: ommonsense ReAsomng  commonsenseQA 1221 Multiple Choice
, Other R . Date Understanding 369  Multiple Choice
* AQuA-RAT: https://github.com/ er Reasoning Object Tracking 750 Multiple Choice
google—deepmind/AQuA - - -
Symbolic Reasoning Last Letter 500  String

* GSMSK: https://github.com/openai/
grade—school-math

StrategyQA: https://github.com/
google/BIGbench/tree/main/bigbench/
benchmark_tasks/strategyga

e Last Letter: https://github.com/
kojima-takeshil88/zero_shot_cot/
tree/main/dataset/last_letters

e Date Understanding: from BIG-Bench (BIG-bench
collaboration, 2021): https://github.com/
google/BIG-bench/blob/main/

* Object Tracking: from BIG-Bench (BIG-bench collab-
oration, 2021): https://github.com/google/
BIG-bench/blob/main/

¢ CommonsenseQA: https://www.tau-nlp.
sites.tau.ac.il/commonsenseqga

Dataset Avg words Filename

AQuA 519 test.jsonl

GSMS8k 46.9 test.jsonl

D.U. 35.0 task.json

O.T. 91.1 three_objects/task.json
L.L 15.0 last_letters.json

C.QA 27.8 dev_rand_split.jsonl
S.QA 9.6 task.json

Table 9: Datasets statistics and files used. D.U: Date
Understanding, O.T: Object Tracking, L.L: Last Letters
Concatenation, C.QA: CommonsenseQA, S.QA: Strate-

gyQA

B Ablation studies

The table 8 reveals how removing each field im-
pacts the model’s accuracy on different tasks. This
helps understand the importance and relevance of
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Table 10: Tasks, data statistics and answer type.

Dataset Answer prompt

AQuA Therefore, among A through E, the answer is
GSMB8k Therefore, the answer (arabic numerals) is
D.U. Therefore, among A through F, the answer is
O.T. Therefore, among A through C, the answer is
L.L. Therefore, the answer is

C.QA Therefore, among A through E, the answer is
S.QA The answer (Yes or No) is

Table 11: Answer extraction prompts used. D.U: Date
Understanding, O.T: Object Tracking, L.L: Last Letters
Concatenation, C.QA: CommonsenseQA, S.QA: Strate-

gyQA

each field in guiding the model towards success-
ful completion of tasks. For example, removing
the "Subquestion" field seems to have a significant
negative impact on the "Date Understanding" accu-
racy, suggesting that subquestions might provide
crucial context for understanding temporal infor-
mation. The Last Letter task seems most affected
by any field removal, highlighting its dependence
on full prompt context.

C Experimental setting

All results reported for PALM-2 are the results of
average over 3 runs. The results reported for GPT-4
are over a single run due to higher costs. For each
model, the temperature was set to 0, the maximum
number of output tokens was set to 1024.

* gpt-4-1106-preview: https:
//platform.openai.com/docs/
models/gpt—-4—-and-gpt-4-turbo
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e PALM-2 (text-unicorn):
https://cloud.google.com/
vertex—ai/docs/generative—ai/
model-reference/text

Additional Examples
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Question

Take the last letters of each words in "Pauline Kerry Jeannette Hope" and concatenate them. (GT: "eyee")

The last letters of each word in "Pauline Kerry Jeannette Hope" are "e", "y", "e", and "e".

« CoT  Concatenating them, we get "eyeee".
2' Therefore, the answer is eyeee.
3
g’i Subquestion Input Action Output
T1AO .
} . Wl?al are the last letters of each word in "Pauline Kerry Jeannette Hope" Get the last letters of each word "eyee"
Pauline Kerry Jeannette Hope"?
2. Concatenate the last letters of each word. "eyee" Concatenate the letters. "eyee"
To solve this, we need to take the last letter of each word in the phrase "Pauline Kerry Jeannette Hope" and then concatenate them,
which means to link them together in a sequence.
Here are the last letters of each word:
- Pauline: e
CoT - Kerry: y
- Jeannette: e
< - Hope: e
E Now, we concatenate these letters: e +y +e + ¢
&) Therefore, the answer is "'eyee”
Subquestion Input Action Output
1. What is the last letter of the first word "Pauline"? The word "Pauline” Identlfy lhe, la?,[ letter of the The last letter is "e".
1AO word "Pauline".
2. What is the last letter of the second word "Kerry"? ~ The word "Kerry" Identlfy the I,?St letter of the The last letter is "y".
word "Kerry".
3. What is the last letter of the third word "Jeannette"? The word "Jeannette" Idennfy the last }etter of the The last letter is "e".
word "Jeannette".
4. What is the last letter of the fourth word "Hope"? The word "Hope" Identlfy the },aSt letter of the The last letter is "e".
word "Hope".
3. Concatenate the last letters of each word. The last letters "e", "y", "e", "e" Concatenale the letiers e Y. e "I"he ct.)'ncatenated resultis
in the order they were obtained. eyee''.
Table 12: Output examples from Last Letters dataset. The final results are in bold.
Question Today’s meeting is rescheduled to 11 am tomorrow, 10/16/1924. What is the date 10 days ago in MM/DD/YYYY?
Answer Choices: (A) 10/05/1924 (B) 05/05/1924 (C) 10/12/1924 (D) 10/06/1924 (E) 11/02/1924 (F) 10/04/1924 (GT: (A))
The date of the meeting is 10/16/1924.
o CoT 10 days ago from 10/16/1924 is 10/06/1924.
2' Therefore, among A through F, the answer is D
-
< Subquestion Input Action Output
140 1. What is the date 10 days ago?  10/16/1924 subtract 10 days from the given date ~ 10/06/1924
2. What is the answer choice that compare the date 10 days ago
matches the date 10 days ago? 10/06/1924 with the answer choices (D) 10/06/1924
To find the date 10 days before 10/16/1924, we need to subtract 10 days from that date.
Starting with 10/16/1924:
1. If we subtract 10 days from the 16th, we would be in the previous month, October, since October has 31 days.
2. To find the exact date, we subtract 10 from 16, which gives us 6.
Therefore, the date 10 days before 10/16/1924 is 10/06/1924.
Among the answer choices provided:
CoT  (A) 10/05/1924
<+ (B) 05/05/1924
£ (C) 10/12/1924
@) (D) 10/06/1924
(B) 11/02/1924
(F) 10/04/1924
The correct answer is (D) 10/06/1924.
Subquestion Input Action Output
1AO 1. What is the date 10 days The date 10 days before

before 10/16/19249 The given date is 10/16/1924.  Subtract 10 days from the given date. 10/16/1924.

To find the date 10 days before 10/16/1924, we need to count backwards day by day. Since October has 31 days, subtracting 10 days
from the 16th will not take us into the previous month. Therefore, we simply subtract 10 from 16.

16-10=6

The month (October) and the year (1924) remain the same. Therefore, the date 10 days before 10/16/1924 is 10/06/1924.

Therefore, among A through F, the answer is (D) 10/06/1924

Table 13: Output examples from Date Understanding dataset. The final results are in bold.
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Question

Alice, Bob, and Claire are friends and avid readers who occasionally trade books. At the start of the semester, they each buy one new book: Alice gets
The Great Gatsby, Bob gets The Odyssey, and Claire gets Lolita. As the semester proceeds, they start trading around the new books. First, Alice and

Bob swap books. Then, Alice and Claire swap books. Finally, Bob and Claire swap books. At the end of the semester, Bob has

‘Which choice is true ? Answer Choices: (A) The Great Gatsby. (B) The Odyssey. (C) Lolita.

GT: (B) The Odissey

PALM-2

CoT

At the start of the semester, Alice has The Great Gatsby, Bob has The Odyssey, and Claire has Lolita.

After Alice and Bob swap books, Alice has The Odyssey and Bob has The Great Gatsby.
After Alice and Claire swap books, Alice has Lolita and Claire has The Odyssey.

After Bob and Claire swap books, Bob has Lolita and Claire has The Great Gatsby.
Therefore, among A through C, the answer is C.

1AO

Subquestion Input

Action

Output

Alice has The Great Gatsby,
Bob has The Odyssey.

Bob has The Great Gatsby,
Claire has Lolita.

Bob has The Great Gatsby.

1. What book does Bob have after the first swap?

2. What book does Bob have after the second swap?

3. What book does Bob have at the end of the semester?

Bob and Alice swap books.

Bob and Claire swap books.

No more swaps.

Bob has The Great Gatsby.

Bob has The Great Gatsby.
Bob has The Great Gatsby.

GPT-4

CoT

Let’s track the movement of the books step by step:
1. Initially:

- Alice has The Great Gatsby.

- Bob has The Odyssey.

- Claire has Lolita.

2. After Alice and Bob swap books:

- Alice has The Odyssey.

- Bob has The Great Gatsby.

- Claire still has Lolita.

3. Then Alice and Claire swap books:

- Alice has Lolita.

- Bob still has The Great Gatsby.

- Claire has The Odyssey.

4. Finally, Bob and Claire swap books:

- Alice still has Lolita.

- Bob has The Odyssey.

- Claire has The Great Gatsby.

At the end of the semester, Bob has The Odyssey.
Therefore, among A through C, the answer is (B) The Odyssey.

1AO

Subquestion Input

Action

Output

Alice has The Great Gatsby,
Bob has The Odyssey.
Alice has The Odyssey,
Claire has Lolita.

Bob has The Great Gatsby,
Claire has The Odyssey.

1. What book does Bob have after he and Alice swap books?
2. What book does Alice have after she and Claire swap books?

3. What book does Bob have after he and Claire swap books?

Swap the books between
Alice and Bob.

Swap the books between
Alice and Claire.

Swap the books between
Bob and Claire.

Alice now has The Odyssey,

Bob now has The Great Gatsby.

Alice now has Lolita,
Claire now has The Odyssey.
Bob now has The Odyssey,

Claire now has The Great Gatsby.

Table 14: Output examples from Object Tracking dataset.
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Question

Andrea has 8 more apples than Jamal and half as many bananas as Jamal. Jamal has 4 more bananas than apples. How many fruits are there
if Andrea has 52 apples? (GT: 168)

Let’s denote the number of apples Jamal has as A and the number of bananas Jamal has as B.

From the given information, we know that Andrea has 8 more apples than Jamal, so Andrea has A + 8 apples. We also know that Andrea has half as

many bananas as Jamal, so Andrea has B/2 bananas.
We are given that Andrea has 52 apples, so we can write the equation A + 8 = 52. Solving for A, we get A =44,
‘We are also given that Jamal has 4 more bananas than apples, so we can write the equation B = A + 4.

CoT  Substituting the value of A, we get B =44 + 4 =48.
a Now we can calculate the total number of fruits. Andrea has A + 8 apples and B/2 bananas, so she has 44 + 8 + 48/2 = 72 fruits.
= Jamal has A apples and B bananas, so he has 44 + 48 = 92 fruits.
:t] Therefore, the total number of fruits is 72 + 92 = 164.
a
Therefore, the answer is 164.
Subgquestion Input Action Output
Andrea has 8 more apples than Jamal.
9 -8=
1AO 1. How many apples does Jamal have? Andrea has 52 apples. Jamal has 52 - 8 = 44 apples. Jamal has 44 apples.
2. How many bananas does Jamal have? Jamal has 4 more bananas than apples. Jamal has 44 + 4 = 48 bananas. Jamal has 48 bananas.
Jamal has 44 apples.
. Andrea has half as many bananas as Jamal.
3. How many bananas does Andrea have? Andrea has 48 / 2 = 24 bananas. Andrea has 24 bananas.
Jamal has 48 bananas.
4. How many fruits are there in total? Andrea has 52 apples and 24 bananas. There are 52 + 24 + 44 + 48 = 168 fruits in total. There are 168 fruits in total.
Jamal has 44 apples and 48 bananas.
First, let’s determine the number of apples and bananas Jamal has.
According to the information given, Andrea has 8 more apples than Jamal. Since Andrea has 52 apples, we can calculate the number of apples
Jamal has by subtracting 8 from Andrea’s total:
Jamal’s apples = Andrea’s apples - 8
Jamal’s apples = 52 - 8
Jamal’s apples = 44
Now we know Jamal has 44 apples.
Next, we are told that Jamal has 4 more bananas than apples. Since we know Jamal has 44 apples, we can find out how many bananas he has:
Jamal’s bananas = Jamal’s apples + 4
Jamal’s bananas = 44 + 4
Jamal’s bananas = 48
CoT So, Jamal has 48 bananas.
Now, let’s find out how many bananas Andrea has. We are told that Andrea has half as many bananas as Jamal. So we can calculate this as follows:
<+ Andrea’s bananas = Jamal’s bananas / 2
£ Andrea’s bananas = 48 / 2
S Andrea’s bananas = 24
Now we can calculate the total number of fruits by adding the number of apples and bananas both Andrea and Jamal have:
Total fruits = Andrea’s apples + Andrea’s bananas + Jamal’s apples + Jamal’s bananas
Total fruits = 52 + 24 + 44 + 48
Total fruits = 76 + 92
Total fruits = 168
Therefore, the answer is 168.
Subquestion Input Action Output
. Andrea has 8 more apples than Jamal, Subtract 8 from the number of apples
any apples does Jamal have? amal has 52 - 8 = 44 apples.
1A How many apples does Jamal have? Andrea has 52 apples. Andrea has to find out how many apples Jamal has. Jamal has 52 - § = 44 apples.

Jamal has 4 more bananas than apples,
Jamal has 44 apples.

Andrea has half as many bananas as Jamal,
Jamal has 48 bananas.

Andrea has 52 apples and 24 bananas.
Jamal has 44 apples and 48 bananas.

Add 4 to the number of apples Jamal has to find
out how many bananas he has.

Divide the number of bananas Jamal has by 2 to
find out how many bananas Andrea has.

How many bananas does Jamal have?

How many bananas does Andrea have?

How many fruits does Andrea have in total?
How many fruits does Jamal have in total? Add the number of apples and bananas Jamal has.
Add the number of fruits Andrea has to the

Andrea has 76 fruits, and Jamal has 92 fruits. .
number of fruits Jamal has.

How many fruits are there in total?

Add the number of apples and bananas Andrea has.

Jamal has 44 + 4 = 48 bananas.

Andrea has 48 / 2 = 24 bananas.

Andrea has 52 + 24 = 76 fruits.
Jamal has 44 + 48 = 92 fruits.

There are 76 + 92 = 168 fruits in total.

Table 15: Output examples from GSM8k dataset. The final results are in bold.
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The man tried to reply to the woman, but he had difficulty keeping track of conversations that he didn’t do what to?

Question Answer Choices: (A) initiate (B) ignore (C) question (D) answer (E) ask (GT: (A)
The man tried to reply to the woman, but he had difficulty keeping track of conversations that he didn’t do what to?
The man tried to reply to the woman, but he had difficulty keeping track of conversations. This means that he was not able to follow the conversation properly.
He was not able to understand what the woman was saying. This could be because he was not paying attention or because he was not able to
understand the language.
The question asks what the man did not do.
CoT The answer choices are: (A) initiate (B) ignore (C) question (D) answer (E) ask.
Q The man did not initiate the conversation. He was replying to the woman. He did not ignore the woman. He was trying to reply to her. He did not question
§ the woman. He was trying to understand what she was saying. He did not answer the woman. He was trying to reply to her. He did not ask the woman anything.
< He was trying to understand what she was saying.
Therefore, among A through E, the answer is (D)
Subquestion Input Action Output
IAO The man tried to reply to the

1. What is the main idea
of the question?

2. What is the missing
word in the question?

3. What is the answer to
the question?

woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

The man tried to reply to the
woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

The man tried to reply to the
woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

Identify the main idea
of the question.

Identify the missing
word in the question.

Choose the answer that
best fits the question.

The main idea of the question is that
the man had difficulty keeping track
of conversations that he didn’t do something to.

The missing word in the question is "initiate".

The answer to the question is (A) initiate.

GPT-4

CoT

To solve this reasoning problem, we need to determine which action would make it difficult for the man to keep track of conversations. If he
has difficulty keeping track of conversations, it is likely because he is not actively engaged in starting or controlling the flow of the conversation.

Let’s look at the options:

(A) initiate - If he doesn’t initiate the conversation, he might have trouble keeping track because he is not setting the topic or pace of the conversation.
(B) ignore - Ignoring a conversation would not cause difficulty in keeping track; it would mean he is not participating at all.

(C) question - Not questioning might make it harder to understand, but it doesn’t necessarily mean he would lose track of the conversation.

(D) answer - If he doesn’t answer, it could be a result of losing track, not a cause.
(E) ask - Similar to initiate, if he doesn’t ask questions, he might not be engaged enough to follow the conversation.

Between initiating and asking, initiating a conversation is a more fundamental action for controlling the flow of the conversation.
If he doesn’t initiate conversations, he is more likely to be a passive participant and thus have difficulty keeping track.

Therefore, among A through E, the answer is (A) initiate

1AO

Subquestion

Input

Action

Output

1. What does the phrase
"difficulty keeping track of
conversations" imply about
the man’s ability to engage

in conversations?

2. Which answer choice is
related to leading or starting a
conversation?

3. Does the difficulty in keeping
track of conversations imply that
the man did not do what?

The man had difficulty keeping
track of conversations.

Answer choices (A) initiate
(B) ignore (C) question
(D) answer (E) ask

The man had difficulty keeping
track of conversations; the man
tried to reply to the woman.

Therefore, among A through E, the answer is (A) initiate.

Analyze the phrase to determine
what aspect of conversation the
man struggles with.

Identify the answer choice that
means to begin or lead a
conversation.

Determine which action from

the answer choices would be most

difficult for someone who cannot
keep track of conversations.

The man struggles with following along
or maintaining focus in conversations
that he is not actively leading or starting.

(A) initiate

The man would have difficulty replying
(or keeping track) if he did not initiate
the conversation.

Table 16: Output examples from CommonsenseQA dataset. The final results are in bold.
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E Errors from AQua

Note: Several questions where IAO gave the wrong
answers were due to the output exceeding the max-
imum number of tokens.

E.1 Example 1

Question: A grocer makes a 25% profit on the
selling price for each bag of flour it sells. If he sells
each bag for $100 and makes $3,000 in profit, how
many bags did he sell?

Answer Choices: (A) 12 (B) 16 (C) 24 (D) 30
(E) 40"

GT:"C"
TAO :Step1:

* Subquestion: What is the profit made on one
bag of flour?

o Input: 25% profit on the selling price of $100
per bag

* Action: Calculate the profit per bag by multi-
plying the selling price by the profit percent-
age.

* Output: $25 profit per bag (since 25% of $100
is $25)

Step 2:

* Subquestion: How many bags of flour were
sold to make $3,000 in profit?

e Input: $3,000 total profit, $25 profit per bag

* Action: Divide the total profit by the profit per
bag to find the number of bags sold.

* Qutput: 120 bags sold (since $3,000 / $25 per
bag = 120 bags)

Step 3:

* Subquestion: Which answer choice corre-
sponds to the number of bags sold?

* Input: 120 bags sold, Answer Choices: (A)
12 (B) 16 (C) 24 (D) 30 (E) 40

* Action: 1dentify the correct answer choice that
matches the number of bags sold.

* Qutput: None of the answer choices match
the number of bags sold.
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Therefore, among answer choices A through E,
the answer is none of the provided options. There
seems to be a mistake as none of the answer choices
correspond to the correct number of bags sold
based on the given information.

CoT : To solve this problem, we need to deter-
mine how much profit the grocer makes on each
bag of flour and then use that information to find
out how many bags were sold to make a total profit
of $3,000.
Step 1: Calculate the profit per bag.

Since the grocer makes a 25% profit on the selling
price, we can calculate the profit per bag as follows:

Profit per bag = 25% of selling price
Profit per bag = 0.25 x $100
Profit per bag = $25

Step 2: Calculate the number of bags sold.
Now that we know the profit per bag is $25, we can
calculate the number of bags sold to make a total
profit of $3,000.

Total profit = Profit per bag x Number of bags sold
$3,000 = $25 x Number of bags sold

To find the number of bags sold, we divide the
total profit by the profit per bag:

$3,000
$25
Number of bags sold = 120

Number of bags sold =

However, 120 is not one of the answer choices
provided, which means we need to re-evaluate our
calculations.

Let’s go back to the statement that the grocer
makes a 25% profit on the selling price. This means
that the selling price includes both the cost price
and the profit. If the selling price is $100 and the
profit is 25% of this selling price, then the profit
per bag is indeed $25, as we calculated.

Now, let’s re-calculate the number of bags sold
using the correct profit per bag:

$3,000
$25
Number of bags sold = 120

Number of bags sold =




Since 120 is not among the answer choices, we
need to check if we’ve made a mistake in interpret-
ing the answer choices or the question itself. If the
question and calculations are correct, then there
might be an error in the answer choices provided.
If this is the case, none of the answer choices (A)
through (E) is correct.

Let’s review the question one more time to en-
sure we haven’t missed any details. The question
states that the grocer makes a 25% profit on the
selling price for each bag of flour and sells each
bag for $100. Our calculation of the profit per bag
at $25 is correct, and so is our calculation of the
number of bags sold to make a $3,000 profit.

Therefore, it seems there is a discrepancy with
the answer choices provided, as none of them
match our calculation of 120 bags. If we must
choose from the given options, we would have to
conclude that none of them is correct. However,
since this is not a standard outcome for such prob-
lems, it’s possible that there is a misunderstanding
or an error in the question or answer choices.

E.2 Example 2

Question: Find 25/12%*5

Answer Choices: (A) 2.5498 (B) 0.4167 (C)
3.3987 (D) 8.5497 (E) 5.6312

GT:B
IAO :Step1:

e Subquestion: What is the product of (%) and
5?

. - (22
Input: (15), 5
* Action: Multiply ( %) by 5.
. 25 _ 25x5 _ 125
o 0utput D) X H = 1>2< = 12

Step 2:

* Subquestion: What is the decimal equivalent
of 125/12?

e Input: 125/12
* Action: Divide 125 by 12.
* Output: 10.4167

Step 3:

* Subquestion: Which answer choice matches
the output from Step 2?
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* Input: 10.4167, Answer Choices: (A) 2.5498
(B) 0.4167 (C) 3.3987 (D) 8.5497 (E) 5.6312

* Action: Compare the output with the given
answer choices.

* Output: None of the answer choices match
the output from Step 2.

It seems there might have been a mistake in the
calculation or in the provided answer choices. Let’s
re-evaluate the calculation in Step 2 to ensure accu-
racy.

Step 4:

* Subquestion: What is the correct decimal
equivalent of 125/12?

* Input: 125/12

* Action: Divide 125 by 12 using long division
or a calculator.

* Output: 10.4167 (confirmed)

Upon re-evaluation, the calculation is confirmed
to be correct, but the output does not match any of
the provided answer choices. It’s possible that there
is an error in the question or the answer choices.
However, based on the calculation we’ve done,
none of the answer choices (A) through (E) is cor-
rect.

Therefore, among A through E, the answer is
none of the provided choices.

COT : To solve the expression

25
— x5
12
, follow these steps:

Step 1: Simplify the expression by performing
the multiplication.

25 e 25 x b
12 12
Step 2: Multiply the numerator.

25 x5 125
12 12
Step 3: Divide 125 by 12 to get the decimal
form.

125 +12 = 10.4167

Step 4: Compare the result with the answer
choices.



The result, 10.4167, is not listed among the an-
swer choices. It seems there might have been a
mistake in the calculation. Let’s try again.

Step 1: Simplify the expression by performing
the multiplication.

25 25 x5
5 X

— X
12 12

Step 2: Multiply the numerator.
25 x5 125
12 12

Step 3: Divide 125 by 12 to get the decimal
form.

125 = 12 = 10 remainder 5

To express the remainder as a decimal, we divide
5by 12:

5+12 =0.4167

Adding this to the whole number part (10), we
get:

10 + 0.4167 = 10.4167

This result still does not match any of the answer
choices. However, upon re-evaluating the answer
choices, it seems that none of them are correct if
the original expression was indeed

25

EX5

. It’s possible that there might be a typo in the
question or the answer choices.

Given the calculations we’ve performed, none
of the answer choices (A) through (E) match the
correct result of 10.4167. Therefore, it appears
there is an error in the provided information.

F Errors from Date Understanding

F.1 Example 1

Question:2015 is coming in 36 hours. What is the
date 24 hours later in MM/DD/YYYY?

Answer Choices: (A) 12/30/2014 (B) 01/01/2015
(C) 01/04/2015 (D) 12/30/2059 (E) 12/31/2014 (F)
01/09/2015

GT:"A"

IAO :Step 1:

* Subquestion: What is the current date if 2015
is coming in 36 hours?

* Input: 2015 is coming in 36 hours.

e Action: Subtract 36 hours from the start of
2015 to find the current date.

* Output: The current date is December 30,
2014.

Step 2:

* Subquestion: What is the date 24 hours after
the current date?

* Input: The current date is December 30, 2014.

e Action: Add 24 hours to the current date to
find the date 24 hours later.

* Qutput: The date 24 hours later is December
31, 2014.

Therefore, among the answer choices A through
F, the answer is (E) December 31, 2014.

COT : If 2015 is coming in 36 hours, we can
determine the current date by subtracting 36 hours
from the start of 2015.

1. Since there are 24 hours in a day, 36 hours is
equivalent to 1 day + 12 hours.

2. The start of 2015 is at 00 : 00 on January 1,
2015.

3. Subtracting 1 day from January 1, 2015, takes
us back to December 31, 2014.

4. Since we need to subtract 12 more hours, and
we are currently at 00 : 00 on December
31, 2014, we would still be on December 31,
2014, because we are not going back an entire
day, just 12 hours into the previous day.

So, the current date and time, 36 hours before
2015, 1is 12 : 00 (noon) on December 31, 2014.

Now, we need to determine the date 24 hours
later:

1. Adding 24 hours to 12 : 00 on December 31,
2014, will bring us to 12 : 00 on January 1,
2015.

Therefore, among A through F, the answer is (B)
01/01/2015.



F.2 Example 2

Question:Tomorrow is 11/12/2019. What is the
date 10 days ago in MM/DD/YYYY?

Answer Choices: (A) 10/23/2019 (B) 11/02/2019
(C) 10/27/2019 (D) 11/01/2048 (E) 11/01/2019

GT:"E"
IAO :Step1:

* Subquestion:
What is the date 10 days before 11/12/2019?

* Input: The given date is 11/12/2019.

* Action: Subtract 10 days from the given date.

* Qutput: The date 10 days before 11/12/2019
is 11/02/2019.

Therefore, among A through E, the answer is (B)
11/02/2019.

CcoT To find the date 10 days before
11/12/2019, we need to subtract 10 days from that
date.

Step 1: Start with the given date: 11/12/2019
(which is in MM/DD/YYYY format, meaning
November 12, 2019).

Step 2: Subtract 10 days from the 12th of
November. Since 12 — 10 = 2, if November had
more than 2 days, we would end up in November
itself. However, since we’re subtracting more days
than there are in the month up to the 12th, we need

to go back to the previous month, which is October.

Step 3: October has 31 days. To find out what
date it would be 10 days before November 12, we
need to count back from October 31.

Step 4: Since we need to go back 10 days
from November 12, and there are only 1 day of
November included in this count (November 12
itself), we subtract the remaining 9 days from
the total number of days in October.

Step S: 31 (total days in October)
9 (days to subtract) = 22.

Step 6: Therefore, 10 days before November
12,2019, would be October 22, 2019.

Step 7: Convert this date into MM/DD/YYYY
format, which gives us 10/22/2019.

However, none of the answer choices match this
date. It seems there might be a mistake in the
answer choices provided or in the calculation. Let’s
double-check the calculation:

Given date: 11/12/2019

Subtract 10 days:
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* November has 12 days up to and including the
12th. * We need to subtract 10 days. * 12 — 10 =
2, so we would be at November 2nd if we didn’t
need to go into the previous month. * But since
we’re subtracting 10 days, we do need to go into
the previous month. * October has 31 days, so
the day before November 1st is October 31st. *
We’ve already accounted for 1 day in November,
so we subtract 1 from 10, leaving us with 9 days to
subtract from October 31st. * 31 — 9 = 22, so we
end up on October 22nd.

Upon re-evaluating the calculation, the correct
date is indeed October 22, 2019, which is not listed
in the answer choices. It seems there may be a typo
in the question or the answer choices. However,
based on the calculation, the correct answer is not
present in the options provided.

Therefore, among A through E, the answer is
none of the above.

G Errors from StrategyQA

G.1 Example 1

Question: Would John Muir not likely have a vita-
min D deficiency?
GT: "yes"

IAO : To determine whether John Muir would
likely have a vitamin D deficiency, we need to con-
sider factors that influence vitamin D levels, such as
exposure to sunlight, diet, skin pigmentation, age,
geographic location, and lifestyle. Since we don’t
have specific information about John Muir’s per-
sonal details, we’ll have to rely on general knowl-
edge about his life and activities.

John Muir (1838-1914) was a Scottish-
American naturalist, author, environmental philoso-
pher, and early advocate for the preservation of
wilderness in the United States. He spent a sig-
nificant amount of time outdoors, particularly in
places like Yosemite and other parts of the Ameri-
can West.

1. Step 1:

* Subquestion: Did John Muir spend a sig-
nificant amount of time outdoors?

* Input: Historical knowledge about John
Muir’s life and activities.

* Action: Assess the likelihood of outdoor
activity based on known biographical in-
formation.



* Qutput: Yes, John Muir spent a signifi-
cant amount of time outdoors.

2. Step 2:

* Subquestion: Does spending a signifi-
cant amount of time outdoors increase
exposure to sunlight?

e Input: General knowledge about outdoor
activities and sunlight exposure.

* Action: Correlate outdoor activity with
sunlight exposure.

* Output: Yes, spending a significant
amount of time outdoors generally in-
creases exposure to sunlight.

3. Step 3:

* Subquestion: Does increased exposure
to sunlight affect vitamin D levels?

* Input: Scientific knowledge about vita-
min D synthesis.

» Action: Relate sunlight exposure to vita-
min D synthesis.

* QOutput: Yes, increased exposure to sun-
light typically leads to higher vitamin D
levels due to the skin’s production of vi-
tamin D in response to UVB rays.

4. Step 4:

* Subquestion: Based on John Muir’s out-
door activities and the relationship be-
tween sunlight exposure and vitamin D
synthesis, is it likely that John Muir had
a vitamin D deficiency?

* Input: Outputs from Step 1, Step 2, and
Step 3.

* Action: Infer the likelihood of vitamin

D deficiency based on the correlation

between outdoor activity, sunlight expo-

sure, and vitamin D synthesis.

Output: 1t is unlikely that John Muir had

a vitamin D deficiency given his signifi-

cant time spent outdoors and the result-

ing increased exposure to sunlight.

Therefore, the answer (Yes or No) is No.

COT : Step 1: Identify the factors that con-
tribute to vitamin D deficiency.

Vitamin D deficiency can be caused by several
factors, including:
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Lack of exposure to sunlight
Inadequate dietary intake of vitamin D
Certain medical conditions

The body’s inability to absorb or convert vita-
min D to its active form

Step 2: Consider John Muir’s lifestyle.

John Muir was a naturalist, explorer, and advo-
cate for the preservation of wilderness. His lifestyle
involved spending a significant amount of time out-
doors, often in sunny environments like Califor-
nia’s Sierra Nevada mountains.

Step 3: Assess the likelihood of vitamin D
deficiency based on lifestyle.

Given that John Muir spent a lot of time outdoors,
he would have been exposed to sunlight regularly.
Sunlight exposure is a primary source of vitamin D,
as the body synthesizes vitamin D when the skin is
exposed to UV rays from the sun.

Step 4: Draw a conclusion based on the infor-
mation.

Since John Muir was frequently outdoors and
exposed to sunlight, it is less likely that he would
have suffered from vitamin D deficiency due to
lack of sunlight exposure.

Therefore, the answer (Yes or No) is No.

Question: Can French Defence initial move de-
fend against four move checkmate?

GT: "no"

TAO : To determine if the French Defence can de-
fend against the four-move checkmate (also known
as the Scholar’s Mate), we need to analyze the
moves involved in both the French Defence and the
Scholar’s Mate.

* Step 1:
— Subquestion: What are the typical open-
ing moves for the French Defence?

— Input: The French Defence is a chess
opening characterized by the moves.

— Action: Describe the typical opening
moves for the French Defence.

— Output: The French Defence typically
begins with 1.e4 e6.

* Step 2:

— Subquestion: What are the moves in-
volved in the four-move checkmate?



— Input:  The four-move checkmate
(Scholar’s Mate) sequence.

— Action: Describe the typical sequence of
moves that lead to the four-move check-
mate.

— Output: The four-move checkmate typi-
cally involves the moves 1.e4 e5 2.Qh5
Nc6 3.Bc4 Nf6 4.Qxf7#.

e Step 3:

— Subquestion: Can the opening move of
the French Defence prevent the specific
sequence of the four-move checkmate?
Input: The opening move of the French
Defence (1.e4 e6) and the sequence of
the four-move checkmate (1.e4 5 2.Qh3
Nc6 3.Bc4 Nf6 4.Qxt74#).

— Action: Compare the opening moves of
the French Defence with the moves re-
quired for the four-move checkmate to
determine if the French Defence can pre-
vent the checkmate sequence.

Output: The French Defence does not
play 1...e5, which is a necessary move
for the four-move checkmate. Instead, it
plays 1...e6, which already deviates from
the Scholar’s Mate sequence.

* Step 4:

— Subquestion: Does the deviation from
the four-move checkmate sequence in-
herently prevent the checkmate from oc-
curring?

— Input: The deviation in the opening
move of the French Defence from the
Scholar’s Mate sequence.

— Action: Analyze the impact of the devia-

tion on the possibility of the four-move

checkmate occurring.

Output: Since the French Defence does

not follow the move 1...e5, it inherently

prevents the specific sequence of the four-
move checkmate from occurring.

Therefore, the answer (Yes or No) is Yes.

COT : The Four-Move Checkmate, also known
as the Scholar’s Mate, is a quick checkmate that
White can deliver after the following moves:

1. e4e5
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2. QhS5 Nc6
3. Bed Nf6
4. Qxf7#

In this sequence, White aims to attack the {7
square, which is a weak point in Black’s position
because it is only defended by the king at the be-
ginning of the game.

The French Defense, on the other hand, is a chess
opening that begins with the moves:

1. ed e6

The idea behind the French Defense is to solidify
Black’s position and create a strong pawn chain that
can later be used to counterattack White’s center.
The French Defense does not immediately contest
the e5 square, which is a key component of setting
up the Scholar’s Mate.

Let’s see if the French Defense can prevent the
Four-Move Checkmate:

1. ed e6

2. d4d5

With the second move d5, Black challenges
White’s center and opens lines for the bishop and
queen, which can help in defending against early
threats.

If White tries to set up the Scholar’s Mate any-
way:

1. 3. QhS5

Black can now defend easily because the move
...e6 has already prevented the bishop from coming
to c4 to attack the f7 square. Black has several rea-
sonable moves here, such as ...Nf6, which attacks
the invading queen and prepares to castle, or even
...26, which would force the queen to move again.

Since the French Defense does not allow White
to establish the same attacking pattern as in the
Scholar’s Mate, it effectively prevents the quick
checkmate.

Therefore, the answer (Yes or No) is Yes.



