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Abstract

We study the usage of language models (LMs) for planning over world models
specified in the Planning Domain Definition Language (PDDL). We prompt LMs
to generate Python programs that serve as generalised policies for solving PDDL
problems from a given domain. Notably, our approach synthesises policies that
are provably sound relative to the PDDL domain without reliance on external ver-
ifiers. We conduct experiments on competition benchmarks which show that our
policies can solve more PDDL problems than PDDL planners and recent LM ap-
proaches within a fixed time and memory constraint. Our approach manifests in
the LMPLAN planner which can solve planning problems with several hundreds
of relevant objects. Surprisingly, we observe that LMs used in our framework
sometimes plan more effectively over PDDL problems written in meaningless
symbols in place of natural language; e.g. rewriting (at dog kitchen) as (p2

o1 o3). This finding challenges hypotheses that LMs reason over word semantics
and memorise solutions from its training corpus, and is worth further exploration.

1 Introduction

AI automated planning (AP) [GNT04, GB13] refers to the class of sequential decision-making
problems formally specified by symbolic models in specification languages such as the Plan-
ning Domain Definition Language (PDDL) [MGH+98, HLMM19], and typically solved using
heuristic search techniques. Although AP is intractable [Cha87, Byl94, ENS95], agents are of-
ten tasked with tractable families of planning problems—problems that share a common set of
actions, transition system, and typed objects, and whose structural properties can be exploited
to construct plans or policies that solve these families of problems. For example, interplane-
tary rovers must continuously explore and collect information about planets with minimal com-
munication and time for activity planning [BJMR05], while logistics companies such as UPSTM

ship and deliver packages and scale to over 20 million packages every day across 200 coun-
tries and territories in 2024 [UPS25]. In such applications, there is much need for planning
efficiently at scale to solve time-intensive problems, and automated plan synthesis to minimise
dependency on human intervention. Generalised planning (GP) exactly encapsulates this prob-
lem of automatically generating plans as programs that address families of related planning prob-
lems [Lev05, SIZ08, SIZ11, BPG09, HD11, BFG19, IM19, CSJ19, CLL21, FBG21, DSG22].

Recently, immense progress in the development of language models (LMs) [BMR+20, CND+23]
has revealed strong emergent capabilities in reasoning and problem solving [KGR+22, WWS+22].
This progress has given rise to significant advances across various areas of artificial intelli-
gence and problem solving, including algorithmic discovery [RBN+24, NVE+25], code gener-
ation [CTJ+21, NPH+23, LTY+24], competitive programming [Ope25], and embodied intelli-
gence [DXS+23, IBB+25]. However, several studies have suggested that current LMs are incapable
of solving long-horizon planning problems [VMSK23, VSK24].
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Value Functions 
balls_carrying = 0
balls_not_at_goal = 0
for atom in atoms:
    if "carry" in atom:
        balls_carrying += 1...
 

Policies 
in_room_a = f"at-robby rooma" in atoms
pick_actions = [a for a in actions if "pick" in a]
drop_actions = [a for a in actions if "drop" in a]
if in_room_a and len(pick_actions) > 0:
    return random.choice(pick_actions)
...
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Figure 1: Pipeline for planning with LM-generated value functions and policies. The architecture
is enclosed in gray. (1) A domain, 2 example PDDL problems, and a prompt is input into the LM
which outputs a Python program representing a value function or policy. (2) The program is then
used to help plan for PDDL problems from the same domain. See Section 3 for more details.

In this work, we leverage LMs to synthesise Python programs as solutions to GP problems. Sim-
ilarly to prior work in LMs for GP [SDS+24], we encode GP problems in PDDL, the de facto
specification for symbolic AP problems. We assume that the PDDL models are given but they
can be synthesised with minimal human intervention from unstructured data such as natural lan-
guage [CWF+22, LAM+23, GVSK23, OSK+24, HLC25, TZM25], images [XGT24, AKS+25],
and environment interactions [VMS21, VMS22, SCK+23, SK23, LKT+25].

We study LM-generated programs as (1) value functions following [CPS25], and (2) policies for
solving GP problems represented in PDDL. We use LMs to generate Python programs implementing
value functions to guide heuristic search, and policies as reactive controllers that specify an action
to take from a set of applicable actions in a given state. Notably, we guarantee that the synthesised
policies are sound (any returned solution is correct in relation to the PDDL domain theory) by
restricting them to predict actions that are only applicable at the input state, and furthermore to
improve search performance. Our approach manifests in an LM planner that outperforms state-of-
the-art planners on total number of problems solved within a given time and memory limit from the
recent International Planning Competition Learning Track [TAE+24]. We further study the effect of
symbolic and semantic representations of planning problems for LMs used in our framework. We
observe that surprisingly and in contrast to observations in previous works [VMH+23, SDS+24],
LMs used in our framework can sometimes match or even perform better on planning problems
encoded using meaningless symbols (e.g., o1 for dog or p2 for at). This is a provocative finding
worth further exploration since it could suggest that the LM has learned to do some form of symbolic
planning or reasoning. Our contributions are summarised as follows.

• We use LMs to generate code implementing sound policies and compare its performance to gen-
erating value functions used in heuristic search for planning, with results generally favouring the
former approach. We further use LM-generated policies to improve heuristic search performance.

• We conduct experiments demonstrating that LMs used in our framework can sometimes plan better
on PDDL problems written with only symbols in place of natural language. This observation
challenges hypotheses from previous works that LMs can only plan with languages with semantic
meaning and memorise solutions from their training corpus.

2 Preliminaries: Classical Planning, PDDL, and Generalised Planning

In this section we introduce the necessary background on AP, followed by the problem we tackle
in this paper: generalised planning. AP refers to the class of sequential decision-making problems
using models represented in formal, symbolic languages and the methodologies for solving them.
We begin by introducing the abstract classical planning problem model, a special case of AP prob-
lems where the objective is to find a sequence of actions that transitions an agent from an initial
state to a goal state under a fully-observable, deterministic transition system. Although probabilistic
extensions of planning exist [BT91, San10, MK12], we focus our attention on classical planning
for ease of presentation. Following this, we provide an informal introduction to PDDL for encod-
ing planning problems. We then introduce heuristic search as a state-of-the-art method for solving
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Table 1: Analogies between RL and AP methodologies.
Methodology Reinforcement Learning (RL) AI Planning (AP)

Action space Policy approximation Policy synthesis (3.2.a)
State space Value function approximation Heuristic search (3.2.b)
State & action Actor-critic algorithms Heuristic search w. preferred operators (3.2.c)

planning problems and how they can be viewed analogously to value functions in reinforcement
learning (RL). For those familiar with RL, Table 1 draws analogies between common RL and AP
methodologies. We conclude this section by formalising the GP problem which is concerned with
synthesising programmatic plans for solving families of related planning problems.

Planning problem A classical planning problem is a deterministic state transition model concerned
with driving a given initial state into a goal state via a sequence of actions. Following the notation
in [GB13], a (classical) planning problem is a tuple P = ⟨S,A, f,G, sI , c⟩ where S is a set of
states, A is a set of actions, f : S × A → S ∪ {⊥} is a deterministic transition function where
f(s, a) = ⊥ represents that the action a is not applicable in the state s, G ⊆ S is a non-empty set
of goal states, sI ∈ S is the initial state, and c : S × A → R≥0 is a cost function. The set of
applicable actions of a state s is defined by A(s) = {a | f(s, a) ̸= ⊥} ⊆ A and the successors of
s is defined by {f(s, a) | a ∈ A(s)} ⊆ S. A solution or plan α for a planning problem is a finite
sequence of actions a0, . . . , an such that f(si, ai) = si+1 ̸= ⊥ for i = 0, . . . , n where s0 = sI and
sn+1 ∈ G. In this paper, we focus on satisficing planning which refers to the problem of finding
satisficing solutions for P , i.e. any plan for the problem.

Planning representations: PDDL Planning problems are often represented in a first-order formal
language, the most common being PDDL. Details of the PDDL syntax are not necessary for the
understanding of the paper but one should note that fragments of PDDL planning range from be-
ing EXPSPACE-hard [ENS95] to undecidable [Hel02]. This is because PDDL provides compact
encodings of transition models that can be exponential in the size of the input files or greater. A
planning problem is represented by a PDDL domain, providing a compact encoding of the transition
function in terms of a set of object types, predicates, numeric functions, and actions, and a PDDL
problem, specifying a finite set of objects, an initial state, and a goal condition. For example, a
package delivery domain can contain

• the types object, vehicle, location, package,
• the predicates (at ?o - object ?l - location), (in ?p - package ?l - location),
• the numeric functions (capacity ?v - vehicle), (weight ?p - package), and
• the following action schema, among others, for loading a package into a vehicle

(: action pick -up
:parameters (?v - vehicle ?l - location ?p - package)
:precondition (and (at ?v ?l) (at ?p ?l) (>= (capacity ?v) (weight ?p)))
:effect (and (not (at ?p ?l)) (in ?p ?v) (decrease (capacity ?v) (weight ?p))))

Next, a package delivery problem can consist of a truck truck2 - vehicle that is at the depot (at
truck2 depot), has a specified capacity (= (capacity truck2) 5), and is carrying some packages
(in truck2 package3) & (in truck2 package1). A PDDL goal condition consists of a conjunc-
tion of ground atoms and inequalities of expressions of numeric functions, such as (at package1

office) & (>= (capacity truck2) 7). A goal condition induces a set of goal states as a state that
satisfies a goal condition is considered a goal state.

Heuristic search Heuristic search is the main driver of current state-of-the-art planners [RW10,
SKH20], with roots dating back to early planning systems [FN71, LG95, McD96, BLG97]. A
heuristic function is a function h : S → R ∪ {∞} which estimates the cost to go from a state s to a
goal state in G, and returns the value ∞ estimating that there is no plan from s to a goal. A heuristic
is safe if h(s) = ∞ only if there is no plan from s to a goal. The optimal heuristic h∗ returns the
minimal plan cost from a state, if a plan exists, and ∞ otherwise. A heuristic function is analogous
to an approximate value function in RL which estimates the maximal reward from a state where one
views the cost of a plan as a negative reward. Thus, h∗ is the optimal value function and induces
a policy π : S → A that executes a successor state with the lowest value, breaking ties arbitrarily.
However, h∗ is intractable to compute so heuristics are instead used to guide search. The Greedy
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Best First Search (GBFS) algorithm searches for a path over the graph induced by the transition
system of a planning problem from an initial state to a goal state, guided by a heuristic function. It
consists of a priority queue initialised with the initial state as the only element, and a main loop that
performs the following steps while the queue is non-empty:

(1) pop a state s with the lowest heuristic value (breaking ties arbitrarily) from the queue,
(2) generate the successors of s via all applicable actions, and
(3) check if a successor s′ is a goal, in which case terminate with the plan to s′, and otherwise add

s′ to the queue if it has not been seen before.

The algorithm determines a problem is unsolvable if the main loop terminates which only occurs
if there are finitely many states. GBFS is sound (any returned solution is correct) and complete (a
solution is returned if it exists) for planning problems with finite state spaces. A∗ search [HNR68]
is an optimal search algorithm when used with an admissible heuristic. We do not use it in our
experiments because LM-generated heuristics are not guaranteed to be admissible.

Problem statement: generalised planning Recall that planning problems are specified by a PDDL
domain and problem. Let D denote a PDDL domain, and P a problem associated with D, where we
say that the problem P belongs to D. A generalised planning (GP) problem is a tuple ⟨Ptrain,Ptest⟩
where Ptrain is a finite set of training problems and Ptest a (possibly infinite) set of testing problems
belonging to the same domain. A solution to a GP problem is a policy (here a program) that is
synthesised from Ptrain and can be instantiated on and solve each problem P ∈ Ptest. A key attribute
of GP problems is that problems in Ptest are larger in terms of number of objects and more difficult
than to solve than problems in Ptrain. Thus, GP is as an out-of-distribution learning task.

3 LM-Generated Python Programs for Generalised Planning

In this section we describe our approach for GP which employs LMs to generate code as programs
representing value functions and policies for use in planning. Notably, all approaches to be described
next are sound algorithms and are furthermore complete when used with complete search.

LMs for GP Our approach consists of two modules for solving a GP problem ⟨Ptrain,Ptest⟩ as
illustrated in Figure 1: (1) a program synthesis module (Section 3.1) and (2) a program instantiation
module (Section 3.2). The program synthesis module (red in Figure 1) takes as input the training
problems Ptrain, corresponding domain D, and a natural language prompt, and outputs a program
implementing a value function or policy. The program instantiation module (yellow in Figure 1),
takes as input a problem P ∈ Ptest and a program from the previous module and outputs a plan α for
P . Note that the LM is queried for a program once per domain D associated with the GP problem
while the planner module is called for every problem P in Ptest.

3.1 LMs for program generation

Both the value function and policy programs are prompted to be generated as Python classes which
extend a class containing the domain D associated with the GP problem to be solved. We follow
a setup similar to [CPS25] for generating code as programs extended to both value functions and
policies. More specifically, for any given domain, we prompt an LM for a program as a value
function or policy with the following content:

(i) instructions for generating code for a program as a value function or policy,
(ii) the domain D corresponding to the GP problem and two problems in Ptrain in PDDL,

(iii) an example PDDL file for the Gripper domain [McD00] and a Gripper problem,
(iv) an example Python class encoding a value function or policy for Gripper.

Differently to [CPS25] we only provide example files for a single domain instead of two domains
(Gripper and Logistics). Gripper is a simple PDDL domain consisting of two rooms and a set of balls
located in one room. The objective is for a robot to move all balls in one room to the other, subject
to capacity constraints. Logistics is a more complex domain than Gripper which commands a fleet
of planes and trucks for delivering packages across various cities and locations. We emphasise that
the example Gripper files and Python class (iii-iv) are used to provide in-context learning [DLD+24]
for the LM to understand the syntax of PDDL and the Python class structure, but does not provide
any information about solving the GP problem associated with D.
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3.2 Sound planning with LM-generated programs

Next, we describe how to (a) ensure that LM-generated policies are sound when used as reactive
controllers, (b) use value functions for sound and complete planning and (c) combine both value
functions and policies together for sound and complete planning and boosting performance over (b).

Algorithm 1: Greedy Best First Search (GBFS)
with a value function and policy (3.2.c)
Input: Planning problem P = ⟨S,A, f,G, sI , c⟩,

value function h, and policy π.
Output: A plan α or failure if no plan exists.

1 if sI ∈ G then return ∅
2 qH ← [sI ]; qP ← []; visited ← {sI} ; popH ← ⊤
3 while qH or qP is not empty do
4 if popH = ⊤ then s← argmins∈qH

h(s)

5 else s← argmins∈qP
h(s)

6 popH ← !popH ; qP .push(π(s))
7 for a ∈ A(s) do
8 s′ ← f(s, a)
9 if s′ ∈ visited then continue

10 if s′ ∈ G then return extract plan to s′

11 visited .insert(s′); q .push(s′)
12 return failure

(3.2.a) Sound policies as reactive controllers
Given a planning problem P = ⟨S,A, f,G, sI , c⟩,
the policy program πLM is instantiated on P to
represent a policy π : S → A that takes as in-
put a state s and its applicable actions A(s) and
outputs an action π(s) ∈ A(s). We furthermore
have wrapper code around πLM such that if due
to an error or mistake in the generated code and
π(s) /∈ A(s), we choose a random action from
A(s) instead. We use the policy program in the
usual way for a policy via rollout. Specifically,
we repeatedly apply the operation s = f(s, π(s))
starting from the initial state s = sI of a planning
problem until either a goal is reached (i.e. s ∈ G)
or no applicable actions exist. Notably, this ap-
proach is sound, meaning that any plan returned
by this procedure is valid.
Theorem 1. Approach (3.2.a) is sound with re-
spect to an input planning problem P .

Proof sketch. This is because all predicted actions are applicable at their current state. Thus any
sequence of actions generated by the policy is applicable from the initial state. Furthermore, a plan
is only returned when the goal is reached so any returned action sequence reaches the goal.

(3.2.b) Sound and complete value functions in search Equivalently to [CPS25], the value function
program V LM consists of a method representing a heuristic function h : S → R ∪ {∞} that takes
as input a state s from P and outputs a value h(s) used in GBFS described in Section 2. To ensure
the output heuristic is safe, we have wrapper code that converts ∞ outputs to a large constant value.
Thus, we have the following property that this approach is sound and complete.
Theorem 2. Approach (3.2.b) is sound with respect to an input planning problem P and complete
if the state space of P is finite.

Proof sketch. This follows from the fact that GBFS is sound and complete for finite state spaces
when used with a safe heuristic, and that the generated value function program used as a heuristic is
ensured to be safe by disallowing ∞ values.

(3.2.c) Sound and complete value functions and policies in search We now describe how to
combine LM-generated policies and value functions with search. The main idea is that GBFS can
be extended to two queues from which nodes are popped in a round robin fashion: one each for
a value function V LM and policy πLM. Indeed, the usage of multiple queues have been explored
in previous work with multiple heuristics [RH10] or preferred operators, actions that are deemed
useful for achieving the goal within the computation of a heuristic function [HN01]. The algorithm
is summarised in Algorithm 1, which begins by checking if the problem is trivially solvable (Line 1)
before initialising the two queues qH and qP representing a queue containing successors of any
expanded states, and a state predicted by the policy π, respectively (Line 2). The main loop alternates
between popping states from the two queues, followed by pushing the state predicted by the policy
into the qP queue (Lines 3 to 6), and the remainder of the original GBFS algorithm for the qH queue
(Lines 7 to 11) described in Section 2. This approach is also sound and complete.
Theorem 3. Approach (3.2.c) is sound with respect to an input planning problem P and complete
if the state space of P is finite.

Proof sketch. Extending GBFS with multiple queues preserves the same soundness and complete-
ness properties of GBFS as the search is still exhaustive for finite state spaces.
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4 Experiments

We conduct experiments to address the following questions.

(1) Q: Which of LM-generated value functions used for search or policies used as is solve more
planning problems within a fixed time limit, and how do they compare to PDDL planners?
A: Policies are faster for simpler problems, while search with value functions solve more com-
plex problems. LM programs are competitive with PDDL planners on easy domains.

(2) Q: How important is soundness and completeness for planning performance?
A: Soundness is important but completeness is not always necessary.

(3) Q: Are LMs planning over word semantics or logical symbols?
A: LMs are shown to be capable to reason over PDDL planning problems represented in either
semantic or symbolic text, but more experimentation is required to draw conclusive results.

Bl Ch Fe Fl Mi Ro Sa So Sp Tr
101

103

Validation Test

Figure 2: Number of objects (log
y-axis) of validation and test prob-
lems across domains.

Domains We evaluate the effectiveness of LM-generated value
functions and policies on 10 standard PDDL planning domains
(Blocksworld, Childsnack, Ferry, Floortile, Miconic, Rovers,
Satellite, Sokoban, Spanner, Transport) with validation and
testing problems (of increasing difficulty in terms of number
of objects) taken from the Learning Track of the 2023 Interna-
tional Planning Competition [TAE+24]. Figure 2 summarises
the ranges of problem sizes across the domains, noting that
the testing sizes are up to two orders of magnitude larger than
validation problems.

Implementation For our experiments, we implement a planner from scratch, namely LMPLAN,
which prompts LMs for programs and both (a) uses value functions for heuristic search and (b)
executes policies as reactive controllers. LMPLAN also implements the search using both value
functions and policies introduced in Algorithm 1. The implementation consists of a combination of
Python for heuristic evaluation and C++ for data structure representations of planning components.
We use the SQLite library [Hip20] to compute actions applicable for a state in Line 7, as planning
states can be viewed as databases and applicable action generation as database queries [CPHF20].

Validation for selecting LM-generated programs With regards to LMs, we experiment with
DeepSeek-R1 [DGY+25], Gemini 2.0 Flash, and Gemini 2.5 Flash Preview 04-17 [GTGBW+23].
Similarly to [CPS25], we perform a validation procedure to select the best value function and pol-
icy for each domain out of several generated programs. Each LM is called 10 times to generate a
value function and policy program for each domain. For each domain, the best value function (resp.
policy) is then selected by taking the best average score of the program when used for search (resp.
rollout) on 10 small, training problems. We choose a scoring function that favours models that solve
the training problems quickly, as the time to generate a solution is a major performance metric for
satisficing planning. Specifically, the validation score for each problem and program is given by
(1 + log(t+ 1))−1 if the program used for search or rollout solves a given problem in t seconds for
t < 60 seconds, and 0 otherwise. Appendix A lists prompting costs, Appendix B shows LMs that
generated the selected program, and Appendix C reports the corresponding generation times.

Approaches We evaluate our proposed approaches using LM-generated programs in the LMPLAN
planner (•) and compare them to traditional PDDL planners (◦) listed as follows:

◦ hFF: GBFS with the FF heuristic [HN01],
◦ CPS25: reported results for LM-generated programs for heuristic search by [CPS25],
◦ WLGOOSE: GBFS with state-of-the-art value functions learned with the Weisfeiler-Leman graph

kernel for generating features from planning tasks [CTT24b] and Gaussian process regression for
computing linear model weights,

◦ LAMA: a state-of-the-art, general-purpose planner that uses multiple heuristics, queues and sev-
eral optimisation techniques [RW10].

• V LM: GBFS using an LM-generated program as a value function,
• πLM: rollout of an LM-generated program as a policy,
• πLM ⊕ V LM: GBFS with two queues associated with V LM and πLM,
• πLM ⊗ V LM: a choice between πLM and πLM ⊕ V LM depending on whether πLM or V LM by

themselves respectively achieves the higher average validation score.
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Table 2: Coverage (↑) of existing planners (top) and LMPLAN approaches introduced in this paper
(bottom), see Approaches for details. The S/C column represents if an approach is sound/complete.
Best values in each column are highlighted, where 90 is the best achievable score per domain.

S C Bl Ch Fe Fl Mi Ro Sa So Sp Tr Σ

hFF ✓ ✓ 28 26 68 12 90 34 65 36 30 41 430
CPS25 ✓ ✓ 66 22 – 4 90 32 – 30 70 59 ∗373
WLGOOSE ✓ ✓ 75 29 76 2 90 37 53 38 73 29 502
LAMA ✓ ✓ 61 35 68 11 90 67 89 40 30 66 557

V LM ✓ ✓ 33 15 59 2 63 32 60 32 46 55 397
πLM ✓ ✗ 90 11 90 0 90 12 90 0 90 90 563
πLM ⊕ V LM ✓ ✓ 36 19 66 2 72 35 62 34 47 51 424
πLM ⊗ V LM ✓ ✗ 90 19 90 2 90 35 90 34 90 90 630
∗ Note that CPS25 does not support the Ch and Sa domains, indicated by –, such that

∑
is not representative

of its best performance.

There are 90 testing problems in each of the 10 domains for a total of 900 testing problems. Each
approach is run on Intel Xeon Platinum 8268 cores for 1800 seconds and with a memory budget
of 8GB for each problem. An exception is CPS25 where we report results from the original paper
using AMD EPYC 7742 cores as their code is not yet publicly available. We report the coverage
metric in Table 2, the number of problems solved within the given computational budgets.

(1) Do value functions for search or policies generated by LMs solve planning problems faster?
We note from Table 2 that policies πLM vastly outperform value functions V LM for more domains
but otherwise both are complementary overall. More specifically execution of the policy πLM solves
all problems for 6 domains (Blocksworld, Ferry, Miconic, Satellite, Spanner and Transport), but
struggles to solve problems from the remaining domains. Regardless, πLM already outperforms
a state-of-the-art planner, LAMA, in overall coverage (563 against 557) as well as in number of
domains (6 against 4). On the other hand, search with the value function V LM is complete and
hence provides more well-rounded performance across domains by solving at least 30 problems
from each domain except Childsnack and Floortile, but has a lower overall cumulative coverage.
A similar statement can be made by the baseline planners which all employ heuristic search with
value functions. However, the validation procedure correctly identifies when a policy or search is
performs better, resulting in the strong portfolio planner, πLM ⊗ V LM, with a total coverage of 630.
As to be discussed in the next question, πLM ⊗ V LM takes advantage of the πLM ⊕ V LM setting
which improves upon the domains where πLM struggle, and also upon V LM for search.

(2) How important is soundness and completeness for planning performance? Recall that search
with value functions is both sound and complete, while execution of our LM-generated policies is
sound but not complete. We note that soundness is an important property: previous works show that
LM prompting of plans, which is neither sound nor complete, achieve low coverage on planning
problems which are trivial to solve for symbolic planning systems [VMSK23, VSK24]. In this
work, all approaches are sound so we study the impact of complete algorithms. We recall from the
previous question that πLM and πLM ⊗ V LM are incomplete but achieve better overall performance
over complete approaches. However, as also noted previously, the performance of policies on some
domains are very poor when the LM did not understand how to solve these tasks.

However, we observe that combining the policies into (complete) search with value functions as
done in πLM⊕V LM always matches or improves upon pure search with V LM. Indeed, adding policy
generated states into a queue strictly improves search in 8 out of 10 domains, including domains on
which the policy πLM by itself struggles, and improves the overall coverage of V LM from 397 to 424.
Furthermore, the validation procedure correctly identifies when to use search or policy execution
which suggests that combining the best of complete and incomplete algorithms while maintaining
soundness is a promising approach. We refer to Appendix D for a statistical analysis of a positive
correlation between validation and test performance that supports this validation procedure.

(3) Are LMs planning over word semantics or logical symbols? In order to address this question,
we perform the ablation introduced by [SDS+24] by replacing all type, predicate, function, schema
and object names in all PDDL files with nondescriptive symbols; e.g. predicates are renamed to p1,
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p2, . . . , actions to a1, a2, . . . , objects to o1, o2, . . . , etc. Table 3 illustrates the coverage results of
LM-generated value functions for search (V LM) and policies for rollout (πLM) on PDDL input files
with and without semantic names.

Table 3: Coverage (↑) with (sem) and without
(sym) semantic names. Green/red cells indicate
where sym solves at least 3 problems more/fewer
problems than its sem counterpart for a domain.

Bl Ch Fe Fl Mi Ro Sa So Sp Tr Σ

Vsem 33 15 59 2 63 32 60 32 46 55 397
Vsym 33 24 61 1 70 34 48 30 63 42 406

πsem 90 11 90 0 90 12 90 0 90 90 563
πsym 1 12 90 0 90 46 6 0 90 89 424

Surprisingly and contrary to previous works
performing similar experiments [VMH+23,
SDS+24], we observe that in multiple settings,
LM-generated programs perform better without
than with semantic names in the PDDL inputs.
LM-generated value functions perform better
by at least 3 problems without semantic names
on 3 domains and worse on 2 (see green and red
cells in Table 3). The case for policies is per-
forming better on 1 domain and worse on 2 do-
mains. Specifically, removing semantic names
often improves performance for value function
generation but decreases for policy generation. However, there are still 3 domains for which policies
can solve all problems even without semantic names in PDDL inputs (Fe, Mi, Sp). It is unclear
exactly why this may be the case but the results mirror related work studying whether LMs can rea-
son without comprehensible natural language inputs. Indeed, [PMB24] showed that removing word
semantics from reasoning tokens in LMs, instead of the input reasoning problem as in our work,
has minor impact to reasoning performance, while [SVG+25] showed that intermediate reasoning
tokens may not reflect human-like or algorithm-interpretable trace semantics.

Limitations

Although our proposed approaches, specifically πLM and πLM⊗V LM in Table 2, achieve the highest
total coverage, they are not necessarily the best performing planners across all domains and metrics.
This fact may change with the improvement of LMs over time as they understand how to solve more
complex planning problems which are still tractable to solve satisficingly, such as the Childsnack,
Floortile and Rovers domains.

Another limitation of the synthesised policies is that they have no completeness or termination guar-
antee. Although it is possible to guarantee such properties by combining them with search or by
using them as an epsilon-greedy policy in the case of domains with reversible actions, the latter
approach comes at a cost of extremely poor plan quality.

Indeed, we have yet to discuss plan quality. Figure 3 compares the solution qualities of various
approaches. We direct the reader to the 2nd plot (πLM compared against LAMA) and note that the
LM-generated policy returns inferior plans on the Blocksworld and Transport domains, sometimes
up to 100 times worse for several Transport problems. When analysing the plans and generated
code, the policy sometimes randomly selects unnecessary actions that undo previous actions. On
the other hand, LM-generated value functions perform similarly to PDDL planners in terms of plan
quality (1st plot: V LM compared against LAMA). Similarly, the effect of input representation on
plan quality of LM-generated value functions is neglible (3rd plot: Vsem compared against Vsym).
However, there is more variance for the case of policies, especially Rovers where although πsym

solves more problems, it achieves significantly worse plans (4th plot: πsem compared against πsym).

Lastly, although replacing semantic names with arbitrary symbols in our PDDL encodings does
not degrade the performance of value function generation, doing so significantly decreases the per-
formance of generated policies on 2 domains (Blocksworld and Satellite). Furthermore, it is not
obvious why the performance of LM-generated value functions improves when semantic names are
removed which warrants further investigation.

5 Related Work

LMs for PDDL Planning Previous works have shown that querying LMs directly to output
plans [VMSK23, VSK24] or using LMs themselves as value functions [KKSS24] result in poor
planning performance and LM efficiency. Instead, LMs have shown more success in hybrid sys-
tems [KVG+24] such as those which generate or leverage PDDL models from natural language to
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Figure 3: Returned plan cost (↓) of planners labelled in the x and y-axes in log scale. Problems that
were not solved by one planner has their respective metric set to the axis limit. Points on the top left
triangle favour the x-axis planner while points on the bottom right triangle favour the y-axis planner.

be solved by or with the aid of PDDL planning technology [CWF+22, LAM+23, XYZ+23, LJZ+23,
GVSK23, OSK+24, LPL+25]. The closest related works to ours that study generalised planning via
LM-generated programs [SDS+24] and via LM-generated value functions [TVS25, CPS25] pro-
vide significantly stronger planning performance than standalone LM planners. In the former work
by [SDS+24], LMs are queried to generate code which aims to directly synthesise a plan for a
PDDL planning problem of a given domain. Although external verifiers are used to improve the
code in a validation stage, the approach is not sound for test problems. The latter works by [TVS25]
and [CPS25] query LMs to generate a value function for use in heuristic search by leveraging the
PDDL input structure and existing planners. [TVS25] generate a value function for each new PDDL
problem, whereas we and [CPS25] only use one value function for all PDDL problems within the
same PDDL domain. Our work differs from these two works as we also synthesise sound policies
via LMs as opposed to value functions for search or unsound programs. We further perform an
ablation study that shows the LMs used in our framework do not suffer from performance when
replacing semantic words in PDDL problem inputs with meaningless symbols.

Learning Reusable Value Functions and Policies AI planning researchers have been study-
ing representations and approaches for learning reusable value functions and policies for PDDL
planning which can generalise to unseen problems of arbitrary numbers of objects [CdlRF+12,
IM19, CSJ19]. This is analogous to reinforcement learning whose approaches can be cate-
gorised into value function learning [WD92, MKS+13, MKS+15, vHGS16], policy gradient meth-
ods [Wil92, SLA+15, SWD+17], and actor-critic methods which combine value function and policy
learning [KT99, SMSM99, MBM+16, LHP+16]. Recent works in machine learning for PDDL plan-
ning involve learning value functions [STT20, KS21, GAC+22, CTT24a, CTT24b, HTT+24, CT24]
and policies [TTTX18, TTTX20, SBG22, WT24]. Our work is one of the few in this body of work
which learns to evaluate both states and actions [WT25].

Generalised Planning Generalised planning (GP) aims to compute programs that can solve fami-
lies of related planning problems. GP stemmed from synthesising programs containing conditionals
and loops [Lev05, SIZ08, SCJ24] from which researchers found various approaches for representing
programs such as with memoryless finite-state controllers [BPG09, BPG10, HD11, AJJ18] or poli-
cies derived from lifted rules [Kha99, MG04, SZIG11, IM19, FCGP19, YSC+22, DSG22, HG24].
Key attributes of symbolic GP approaches include guarantees of soundness, completeness, and ter-
mination of policies, some or all of which are usually not guaranteed by LM or deep learning archi-
tectures. Our work studies the effect of soundness and completeness for LMs for GP.

6 Conclusion

We introduce a language model (LM) planner, LMPLAN, that generates Python programs as value
functions and sound policies for PDDL planning. Conducted experiments show that LMPLAN
achieves strong planning performance relative to state-of-the-art planners and recent LM approaches.
We also identify that, surprisingly, LMPLAN sometimes show better planning performance over
purely symbolic representations of planning problems. This observation challenges previous hy-
potheses that LMs cannot reason over meaningless symbols and is worth much further exploration.
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[AJJ18] Javier Segovia Aguas, Sergio Jiménez, and Anders Jonsson. Computing hierarchical
finite state controllers with classical planning. J. Artif. Intell. Res., 62:755–797,
2018.

[AKS+25] Ashay Athalye, Nishanth Kumar, Tom Silver, Yichao Liang, Tomás Lozano-Pérez,
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[NVE+25] Alexander Novikov, Ngân Vũ, Marvin Eisenberger, Emilien Dupont, Po-Sen
Huang, Adam Zsolt Wagner, Sergey Shirobokov, Borislav Kozlovskii, Francisco
J. R. Ruiz, Abbas Mehrabian, M. Pawan Kumar, Abigail See, Swarat Chaudhuri,
George Holland, Alex Davies, Sebastian Nowozin, Pushmeet Kohli, and Matej Ba-
log. Alphaevolve: A gemini-powered coding agent for designing advanced algo-
rithms, 2025. Accessed from https://deepmind.google/discover/blog/al
phaevolve-a-gemini-powered-coding-agent-for-designing-advance
d-algorithms/.

[Ope25] Open AI. Introducing openai o3 and o4-mini, 2025. Accessed from https://op
enai.com/index/introducing-o3-and-o4-mini.

[OSK+24] James T. Oswald, Kavitha Srinivas, Harsha Kokel, Junkyu Lee, Michael Katz, and
Shirin Sohrabi. Large language models as planning domain generators. In ICAPS,
2024.

[PMB24] Jacob Pfau, William Merrill, and Samuel R. Bowman. Let’s think dot by dot: Hid-
den computation in transformer language models. In COLM, 2024.

[RBN+24] Bernardino Romera-Paredes, Mohammadamin Barekatain, Alexander Novikov,
Matej Balog, M. Pawan Kumar, Emilien Dupont, Francisco J. R. Ruiz, Jordan S.
Ellenberg, Pengming Wang, Omar Fawzi, Pushmeet Kohli, and Alhussein Fawzi.
Mathematical discoveries from program search with large language models. Nat.,
625(7995):468–475, 2024.
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Independent Planning Heuristics with Hypergraph Networks. In ICAPS, 2020.

[SVG+25] Kaya Stechly, Karthik Valmeekam, Atharva Gundawar, Vardhan Palod, and Sub-
barao Kambhampati. Beyond semantics: The unreasonable effectiveness of reason-
less intermediate tokens. CoRR, abs/2505.13775, 2025.

[SWD+17] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov.
Proximal policy optimization algorithms. CoRR, abs/1707.06347, 2017.

[SZIG11] Siddharth Srivastava, Shlomo Zilberstein, Neil Immerman, and Hector Geffner.
Qualitative numeric planning. In AAAI, 2011.

[TAE+24] Ayal Taitler, Ron Alford, Joan Espasa, Gregor Behnke, Daniel Fiser, Michael
Gimelfarb, Florian Pommerening, Scott Sanner, Enrico Scala, Dominik Schreiber,
Javier Segovia-Aguas, and Jendrik Seipp. The 2023 international planning compe-
tition. AI Mag., 45:280–296, 2024.

[TTTX18] Sam Toyer, Felipe W. Trevizan, Sylvie Thiébaux, and Lexing Xie. Action schema
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A Money Usage Estimate

Table 4: Money usage estimate from calling LM APIs for all experiments; 400 API calls were made
per model: 200 for PDDL files with semantic names, and 200 for without semantic names.

Model Average $USD per query Total $USD

DeepSeek-R1 0.00655 2.62
Gemini 2.0 Flash 0 0
Gemini 2.5 Flash Preview 04-17 0 0

B Best LM Generated Programs Chosen by Validation

Table 5: Best LM-generated program chosen by the validation procedure described in Section 4
for experiments of PDDL files with (semantic) and without (symbolic) semantic names. The LM
models used in the experiments are DeepSeek-R1 (DS-R1), Gemini 2.0 Flash (Gem2.0), and Gemini
2.5 Flash Preview 04-17 (Gem2.5).

Value Functions Policies
Domain semantic symbolic semantic symbolic

Blocksworld Gem2.5 Gem2.5 Gem2.5 Gem2.0
Childsnack DS-R1 Gem2.5 DS-R1 DS-R1
Ferry DS-R1 DS-R1 Gem2.5 Gem2.5
Floortile Gem2.5 Gem2.5 DS-R1 DS-R1
Miconic Gem2.0 DS-R1 Gem2.0 Gem2.5
Rovers Gem2.5 DS-R1 Gem2.5 Gem2.0
Satellite Gem2.5 Gem2.5 Gem2.5 Gem2.5
Sokoban Gem2.5 Gem2.5 DS-R1 Gem2.5
Spanner Gem2.0 DS-R1 Gem2.0 Gem2.5
Transport DS-R1 Gem2.5 Gem2.0 DS-R1

C LM Program Generation Times

Table 6: Time taken in seconds for LMs in Table 5 to generate a program.

Value Functions Policies
Domain semantic symbolic semantic symbolic

Blocksworld 78.0 108.2 107.4 3.4
Childsnack 329.8 119.7 260.2 277.3
Ferry 310.6 419.2 42.6 168.5
Floortile 118.4 104.5 528.2 474.2
Miconic 1.5 375.6 4.8 98.2
Rovers 50.8 331.0 98.6 3.0
Satellite 93.7 102.1 109.8 151.0
Sokoban 65.7 152.3 527.7 33.0
Spanner 2.9 477.3 2.2 60.3
Transport 434.2 113.7 3.6 394.7
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D Correlation Between Validation and Test Performance

We perform a statistical correlation analysis between the validation score on validation problems and
coverage on testing problems. Specifically, for each benchmark domain and LM model, we have
multiple V LM/πLM programs which we run heuristic search/policy execution on 11 small planning
problems (every 9th problem in the training split) and 10 testing problems (every 9th problem in the
testing split). These experiments were performed after the aforementioned experiments to prevent
overfitting to the test set. Figure 4 illustrates the results.

Interestingly, for both value functions and policies, there is a statistically significant (p < 0.05)
positive Pearson correlation (ρ ≃ 1) between the validation metric and test performance, which
suggests that validation sets provide a useful proxy for estimating testing performance. However,
the correlation is not perfect as we noted that the programs with the best validation scores did not
provide the best overall coverage. The correlation remains high when conditioning on individual
domains for where enough unique samples were provided, with an exception being Childsnack
policies. We lastly note that performing the validation procedure for the πLM ⊗ V LM configuration
correctly identifies whether value functions or policies perform better on each domain, a priori to
running the test-time experiments.

Figure 4: Left: correlation coefficients conditioned on domain. Right: average coverage (y-axis) vs.
validation score (x-axis) for LM-generated programs.

Bl Ch Fe Fl Mi Ro Sa So Sp Tr

V LM 1.0 0.8 1.0 – 1.0 1.0 1.0 1.0 1.0 1.0
πLM 1.0 0.4 1.0 – 1.0 0.8 0.9 – 1.0 1.0

Cells with – values indicate that there were fewer than 2 unique
datapoints for each domain. 0 1

0

1

Value Function

0 1

Policy

Linear Regression Prediction Interval Data

18


	Introduction
	Preliminaries: Classical Planning, PDDL, and Generalised Planning
	LM-Generated Python Programs for Generalised Planning
	LMs for program generation
	Sound planning with LM-generated programs

	Experiments
	Related Work
	Conclusion
	Money Usage Estimate
	Best LM Generated Programs Chosen by Validation
	LM Program Generation Times
	Correlation Between Validation and Test Performance

