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ABSTRACT

Motivated by social network analysis and network-based recommendation systems,
we study a semi-supervised community detection problem in which the objective
is to estimate the community label of a new node using the network topology and
partially observed community labels of existing nodes. The network is modeled
using a degree-corrected stochastic block model, which allows for severe degree
heterogeneity and potentially non-assortative communities. We propose an algo-
rithm that computes a ‘structural similarity metric’ between the new node and each
of the K communities by aggregating labeled and unlabeled data. The estimated
label of the new node corresponds to the value of k that maximizes this similarity
metric. Our method is fast and numerically outperforms existing semi-supervised
algorithms. Theoretically, we derive explicit bounds for the misclassification error
and show the efficiency of our method by comparing it with an ideal classifier.
Our findings highlight, to the best of our knowledge, the first semi-supervised
community detection algorithm that offers theoretical guarantees.

1 INTRODUCTION

Nowadays, large network data are frequently observed on social media (such as Facebook, Twitter,
and LinkedIn), science, and social science. Learning the latent community structure in a network
is of particular interest. For example, community analysis is useful in designing recommendation
systems (Debnath et al.| [2008)), measuring scholarly impacts (Ji et al., 2022)), and re-constructing
pseudo-dynamics in single-cell data (Liu et al., |2018)). In this paper, we consider a semi-supervised
community detection setting: we are given a symmetric network with n nodes, and denote by
A € R™*™ the adjacency matrix, where A;; € {0, 1} indicates whether there is an edge between
nodes ¢ and j. Suppose the nodes partition into X non-overlapping communities C1, Cs, . . ., Cx. For
asubset £ C {1,2,...,n}, we observe the true community label y; € {1,2,..., K} foreachi € L.
Write m = |£]| and Yz = (v;)icc. In this context, there are two related semi-supervised community
detection problems: (i) in-sample classification, where the goal is to classify all the existing unlabeled
nodes; (ii) prediction, where the goal is to classify a new node joining the network. Notably, the
in-sample classification problem can be easily reduced to prediction problem: we can successively
single out each existing unlabeled node, regard it as the “new node”, and then predict its label by
applying an algorithms for the prediction problem. Hence, for most of the paper, we focus on the
prediction problem and defer the study of in-sample classification to Section [3] In the prediction
problem, let X € {0, 1}"™ denote the vector consisting of edges between the new node and each of
the existing nodes. Given (A, Y., X), our goal is to estimate the community label of the new node.

This problem has multiple applications. Consider the news suggestion or online advertising push for a
new Facebook user (Shapira et al.,|2013)). Given a big Facebook network of existing users, for a small
fraction of nodes (e.g., active users), we may have good information about the communities to which
they belong, whereas for the majority of users, we just observe who they link to. We are interested in
estimating the community label of the new user in order to personalize news or ad recommendations.
For another example, in a co-citation network of researchers (Ji et al.,2022), each community might
be interpreted as a group of researchers working on the same research area. We frequently have a
clear understanding of the research areas of some authors (e.g., senior authors), and we intend to use
this knowledge to determine the community to which a new node (e.g., a junior author) belongs.
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The statistical literature on community detection has mainly focused on the unsupervised setting
(Bickel & Chenl, 2009; Rohe et al.l 2011} Jinl 2015}, /Gao et al., 2018 [L1 et al., [2021). The semi-
supervised setting is less studied. |Leng & Mal (2019) offers a comprehensive literature review
of semi-supervised community detection algorithms. [Liu et al.| (2014) and Ji et al.| (2016)) derive
systems of linear equations for the community labels through physics theory, and predict the labels
by solving those equations. [Zhou et al.[(2018) leverages on the belief function to propagate labels
across the network, so that one can estimate the label of a node through its belief. Betzel et al.
(2018) extracts several patterns in size and structural composition across the known communities and
search for similar patterns in the graph. Yang et al.| (2015) unifies a number of different community
detection algorithms based on non-negative matrix factorization or spectral clustering under the
unsupervised setting, and fits them into the semi-supervised scenario by adding various regularization
terms to encourage the estimated labels for nodes in £ to match with the clustering behavior of their
observed labels. However, the existing methods still face challenges. First, many of them employ the
heuristic that a node tends to have more edges with nodes in the same community than those in other
communities. This is true only when communities are assortative. But non-assortative communities
are also seen in real networks (Goldenberg et al.||2010; Betzel et al.| 2018)); for instance, Facebook
users sharing similar restaurant preferences are not necessarily friends of each other. Second, real
networks often have severe degree heterogeneity (i.e., the degrees of some nodes can be many times
larger than the degrees of other nodes), but most semi-supervised community detection algorithms do
not handle degree heterogeneity. Third, the optimization-based algorithms (Yang et al., [2015)) solve
non-convex problems and face the issue of local minima. Last, to our best knowledge, none of the
existing methods have theoretical guarantees.

Attributed network clustering is a problem related to community detection, for which many algorithms
have been developed (please see Chunaev et al.|(2019) for a nice survey). The graph neural networks
(GNN) reported great successes in attributed network clustering. Kipf & Welling| (2016) proposes
a graph convolutional network (GCN) approach to semi-supervised community detection, and Jin
et al.|(2019) combines GNN with the Markov random field to predict node labels. However, GNN is
designed for the setting where each node has a large number of attributes and these attributes contain
rich information of community labels. The key question in the GNN research is how to utilize the
graph to better propagate messages. In contrast, we are interested in the scenario where it is infeasible
or costly to collect node attributes. For instance, it is easy to construct a co-authorship network from
bibtex files, but collecting features of authors is much harder. Additionally, a number of benchmark
network datasets do not have attributes (e.g. Caltech (Red et al 2011} Traud et al.,|2012), Simmons
(Red et al., 20115 [Traud et al.| 2012)) , and Polblogs (Adamic & Glance, 2005))). It is unclear how
to implement GNN on these data sets. In Section[d] we briefly study the performance of GNN with
self-created nodal features from 1-hop representation, graph topology and node embedding. Our
experiments indicate that GNN is often not suitable for the case of no node attributes.

We propose a new algorithm for semi-supervised community detection to address the limitations of
existing methods. We adopt the DCBM model (Karrer & Newman, 2011) for networks, which models
degree heterogeneity and allows for both assortative and non-assortative communities. Inspired by the
viewpoint of (Goldenberg et al.|(2010) that a ‘community’ is a group of ‘structurally equivalent’ nodes,
we design a structural similar metric between the new node and each of the K communities. This
metric aggregates information in both labeled and unlabeled nodes. We then estimate the community
label of the new node by the k that maximizes this similarity metric. Our method is easy to implement,
computationally fast, and compares favorably with other methods in numerical experiments. In theory,
we derive explicit bounds for the misclassification probability of our method under the DCBM model.
We also study the efficiency of our method by comparing its misclassification probability with that of
an ideal classifier having access to the community labels of all nodes.

2 SEMI-SUPERVISED COMMUNITY DETECTION

Recall that A is the n x n adjacency matrix on the existing nodes and Y, contains the community
labels of nodes in £. Write [n] = {1,2,...,n} and let!d = [n]\ L denote the set of unlabeled nodes.
We index the new node by n + 1 and let X € R" be the binary vector consisting of the edges between
the new node and existing nodes. Denote by A the adjacency matrix for the network of (n + 1) nodes.

2.1 The DCBM model and structural equivalence of communities We model A with the degree-
corrected block model (DCBM) (Karrer & Newman, 2011)). Define a K-dimensional membership
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matrix m; € {ej,ea,...,ex}, where e;’s are the standard basis vectors of RX. We encode the
community labels by 7;, where 7; = ey if and only if y; = k. For a symmetric nonnegative matrix
Pc REXK and a degree parameter 6; € (0, 1] for each node 7, we assume that the upper triangle of
A contains independent Bernoulli variables, where

P(A;; =1) = 0,0, -/ Pm;,  forall 1<i#j<n+1. )]

When 6; are equal, the DCBM model reduces to the stochastic block model (SBM). Compared
with SBM, DCBM is more flexible as it accommodates degree heterogeneity. For a matrix M or
a vector v, let diag(M) and diag(v) denote the diagonal matrices whose diagonals are from the
diagonal of M or the vector v, respectively. Write § = (61,602,...,0,11), © = diag(d), and
I = [ry, 7o, ..., Tuy1) € R™E Model (1)) yields that

A= Q- diag(Q) + W, where ) = OIIPII'O and W = A — EA. 2

Here, € is a low-rank matrix that captures the ‘signal’, W is a generalized Wigner matrix that captures
‘noise’, and diag({2) yields a bias to the ‘signal’ but its effect is usually negligible.

The DCBM belongs to the family of block models for networks. In block models, it is not necessarily
true that the edge densities within a community are higher than those between different communities.
Such communities are called assortative communities. However, non-assortative communities also
appear in many real networks (Goldenberg et al., 2010; Betzel et al.,|2018)). For instance, in news and
ad recommendation, we are interested in identifying a group of users who have similar behaviors, but
they may not be densely connected to each other. |Goldenberg et al.|(2010) introduced an intuitive
notion of structural equivalence - two nodes are structurally equivalent if their connectivity with
similar nodes is similar. They argued that a ‘community’ in block models is a group of structurally
equivalent nodes. This way of defining communities is more general than assortative communities.

We introduce a rigorous description of structural equivalence in the DCBM model. For two vectors u
and v, define ¥ (u, v) = arccos (i, 1o7)» Which is the angle between these two vectors. Let A; be

the ith column of A. This vector describes the ‘behavior’ of node 7 in the network. Recall that {2 is as
in . When the signal-to-noise ratio is sufficiently large, A; ~ €;, where ; is the ith column of (2.
We approximate the angle between A; and A; by the angle between 2; and €2;. By DCBM model,
for a node 7 in community k, ; = 6;0I1Pey, where ¢y, is the kth standard basis of R It follows
that for ¢ € Cy, and j € C,, the degree parameters ¢; and 6; cancel out in our structural similarity:

<Q/@HP6]€, Q/QHP65> ng . 12
= ,  with M := PII'©“IIP. (3)
|9/OT1 Pey]| - ||9/@HP€£|| My Mg

cos (s, Q) =

It is seen that cos(£2;, ;) does not depend on the degree parameters of nodes and is solely
determined by community membership. When k£ = ¢ (i.e., ¢ and j are in the same community),
cos (€, ;) = 1, which means the angle between these two vectors is zero. When k # £, as long
as P is non-singular and IT has a full column rank, M is a positive-definite matrix. It follows that
cos (€2, €2;) < 1 and that the angle between 2; and €2; is nonzero.

Example 1. Suppose K = 2, P € R?*? js such that the diagonal entries are 1 and off-diagonal
entries are b, for some b > 0 and b # 1, and max;{0;} < mln{l/b 1} (to guarantee that all entries
of Q are smaller than 1). For simplicity, we assume Ezecl P =D icc, 02. It can be shown that M
is proportional to the matrix whose diagonal entries are (1 + b*) and off-diagonal entries are 2b.
When b < 1, the communities are assortative, and when b > 1, the communities are non-assortative.
However, regardless of the value of b, the off-diagonal entries of M are always strictly smaller than

the diagonal entries, so that cos (82, ;) < 1, for nodes in distinct communities.

2.2 Semi-supervised community detection Inspired by (3), we propose assigning a community
label to the new node based on its ‘similarity’ to those labeled nodes. For each 1 < k < K, assume

that £ N Cy, # () and define a vector Ak ¢ R™ by Agk) = Zieﬁﬂck A;j, for 1 < j < n. The vector
A®) describes the ‘aggregated behavior’ of all labeled nodes in community k. Recall that X € R™
contains the edges between the new node and all the existing nodes. We can estimate the community
label of the new node by

- *).
y=arg min P(A™, X). “4)
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We call @) the AngleMin estimate. Note that each A is an n-dimensional vector, the construction
of which uses both A, and Ayy,. Therefore, AK*) aggregates information from both labeled and
unlabeled nodes, and so AngleMin is indeed a semi-supervised approach.

The estimate in (4) still has space to improve. First, A*) and X are high-dimensional random vectors,
each entry of which is a sum of independent Bernoulli variables. When the network is very sparse
or communities are heavily imbalanced in size or degree, the large-deviation bound for 1)(A*)| X)
can be unsatisfactory. Second, recall that our observed data include A and X. Denote by A, the
submatrix of A restricted on £ x £ and X the subvector of X restricted on £; other notations are
similar. In (), only (A, Ay, X) are used, but the information in Az is wasted. We now propose
a variant of (4). For any vector x € R", let - and xy, be the sub-vectors restricted to indices in £
and U, respectively. Let 1(;) denote the |£|-dimensional vector indicating whether each labeled node
is in community k. Given any |U| X K matrix H = [hq, ha, ..., hk], define

flas H) = 21y, ..., 2p1g), ayh, ..., ayhk] € R 5)

The mapping f(-; H) creates a low-dimensional projection of x. Suppose we now apply this mapping
to A(%). In the projected vector, each entry is a weighted sum of a large number of entries of A,
Since A(¥) contains independent entries, it follows from large-deviation inequalities that each entry
of f (A(’“), H) has a nice asymptotic tail behavior. This resolves the first issue above. We then modify
the AngleMin estimate in (é]) to the following estimate, which we call ﬂ

§(H) = arg min (f(A™; H), f(X3H)). (6)

AngleMin+ requires an input of H. Our theory suggests that H has to satisfy two conditions: (a) The
spectral norm of H'H is O(|U|). In fact, given any H, we can always multiply it by a scalar so that
||[H'H|| is at the order of |U/|. Hence, this condition says that the scaling of H should be properly
set to balance the contributions from labeled and unlabeled nodes. (b) The minimum singular value
of H'©Oy411;4 has to be at least a constant times || H|||| Oy 111/ ||, where Oy is the submatrix of ©
restricted to the (U, ) block and IT;; is the sub-matrix of II restricted to the rows in /. This condition
prevents the columns of H from being orthogonal to the columns of O.4411;,, and it guarantees that
the last K entries of f(z; H) retain enough information of the unlabeled nodes.

We construct a data-driven H from A4, by taking advantage of the existing unsupervised community
detection algorithms such as|Gao et al.[(2018)); Jin et al.[(2021)). Let f[u = [#;)icu be the community
labels obtained by applying a community detection algorithm on the sub-network restricted to
unlabeled nodes, where 7; = ey, if and only if node k is clustered to community k. We propose using

H =Tly. )

This choice of H always satisfies the aforementioned condition (a). Furthermore, under mild regularity
conditions, as long as the clustering error fraction is bounded by a constant, this H also satisfies the
aforementioned condition (b). We note that the information in A;4;, has been absorbed into H, so it
resolves the second issue above. Combining (/) with (3] gives a two-stage algorithm for estimating .

Remark 1: A nice property of AngleMin+ is that it tolerates an arbitrary permutation of communities

in II;;. In other words, the communities output by the unsupervised community detection algorithm
do not need to have a one-to-one correspondence with the communities on the labeled nodes. To see
the reason, we consider an arbitrary permutation of columns of ITy,. By , this yields a permutation
of the last K entries of f(x; H), simultaneously for all z. However, the angle between f(A*); i)
and f(X; H)) is still the same, and so 3(H) is unchanged. This property brings a lot of practical
conveniences. When K is large or the signals are weak, it is challenging (both computationally and

statistically) to match the communities in II;; with those in II-. Our method avoids this issue.

Remark 2: AngleMin+ is flexible to accommodate other choices of H. Some unsupervised commu-
nity detection algorithms provide both II;; and O, (Jin et al.,[2022)). We may use H < O 11;,,

'In AngleMin+, H serves to reduce noise. For example, let X,Y & R2™ be two random Bernoulli vectors,
where EX = EY = (.1,...,.1,.4,...,.4)". Asm — oo, it can be shown that ¥)(X,Y) — 0.34 # 1 almost
surely. If we project X and Y into R? by summing the first m coordinates and last m coordinates separately,
then as m — oo, ¥(X,Y) — 1 almost surely.
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(subject to a re-scaling to satisfy the aforementioned condition (a)). This H down-weights the
contribution of low-degree unlabeled nodes in the last K entries of (I2). This is beneficial if the

signals are weak and the degree heterogeneity is severe. Another choice is H é(u)f\(ul), where

Ay isa diagonal matrix containing the K largest eigenvalues (in magnitude) of Ay, and é(u) is
the associated matrix of eigenvectors. For this H, we do not even need to perform any community
detection algorithm on A;;;,. We may also use spectral embedding (Rubin-Delanchy et al.,[2017).

Remark 3: The local refinement algorithm (Gao et al.,|2018)) may be adapted to the semi-supervised
setting, but it requires prior knowledge on assortativity or dis-assortativity and a strong balance
condition on the average degrees of communities. When these conditions are not satisfied, we can
construct examples where the error rate of AngleMin+ is o(1) but the error rate of local refinement is
0.5. See Section[Cl

2.3 The choice of the unsupervised community detection algorithm We discuss how to obtain
I1;,. In the statistical literature, there are several approaches to unsupervised community detection.
The first is modularity maximization (Girvan & Newman| 2002). It exhaustively searches for all
cluster assignments and selects the one that maximizes an empirical modularity function. The second
is spectral clustering (Jinl 2015). It applies k-means clustering to rows of the matrix consisting of
empirical eigenvectors. Other methods include post-processing the output of spectral clustering
by majority vote (Gao et al., 2018)). Not every method deals with degree heterogeneity and non-
assortative communities as in the DCBM model. We use a recent spectral algorithm SCORE+ (Jin
et al.| 2021), which allows for both severe degree heterogeneity and non-assortative communities.

SCORE+: We tentatively write Az;y=A and |/|=n and assume the network (on unlabeled nodes)
is connected (otherwise consider its giant component). SCORE+ first computes L=D, 1/ *AD; 1/ 2,
where D,=diag(dy, ..., d,)+0.1dmax Iy, and d; is degree of node 7. Let \; be the kth eigenvalue (in

magnitude) of L and let &, be the associated eigenvector. Let r=K or r=K+1 (see[Jin et al.|(2021)
for details). Let R € R™*("=D by Rix = (Apy1/A1) - [€x11(7) /€1 (i)]. Run k-means on rows of R.

3 THEORETICAL PROPERTIES

We assume that the observed adjacency matrix A follows the DCBM model in (E])—. From now
on, let #, denote the degree parameter of the new node n + 1. Suppose k* € {1,2,..., K} isits
true community label, and the corresponding K -dimensional membership vector is 7* = eg«. In
(), 0 and P are not identifiable. To have identifiability, we assume that all diagonal entries of P are
equal to 1 (if this is not true, we replace P by [diag(P)]_%P [diag(P)]_% and each 6; in community
k by 0;+/ Py, while keeping Q) = OIIPII'O unchanged). In the asymptotic framework, we fix K
and assume n — oco. We need some regularity conditions. For any symmetric matrix B, let || B||max
denote its entry-wise maximum norm and A, (B) denote its minimum eigenvalue (in magnitude).
We assume for a constant C; > 0 and a positive sequence [3,, (which may tend to 0),

||PHmax S Ch |)\m1n(P)‘ Z /Bn (8)

Forl < k < K, let (%) € R™ be the vector with 9§k) =0, -1{i € C}, and let ch) and Hz(f) be the
sub-vectors restricted to indices in £ and U, respectively. We assume for a constant Cy > 0 and a
properly small constant c3 > 0,

max 00, < Comin [0W [, 05717 < esBul0” L l16]h, forall 1 <k < K. (9)

These conditions are mild. Consider (8). For identifiability, P is already scaled to make Py, = 1
for all k. It is thus a mild condition to assume || P||max < C1. The condition of [A\pin(P)| > By, is
also mild, because we allow 3,, — 0. Here, [3,, captures the ‘dissimilarity’ of communities. To see
this, consider a special P where the diagonals are 1 and the off-diagonals are all equal to b; in this
example, |1 — b| captures the difference of within-community connectivity and between-community
connectivity, and it can be shown that [Apin (P)| = |1 — b|. Consider (9). The first condition requires
that the total degree in different communities are balanced, which is mild. The second condition is
about degree heterogeneity. Let 0,,,,« and 0 be the maximum and average of 0;, respectively. In the
second inequality of @), the left hand side is O(n ™ '0,,.x/0), so this condition is satisfied as long as
Omax/0 = O(ngBy). This is a very mild requirement.
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3.1 The misclassification error of AngleM1n+ For any || x K matrix H, let ¢ (H) =
P(f(A®): H), f(X;H)) be as in AngleMin+ estimates the community label to the new
node by finding the minimum of wl( ), .k (H), with H = TI,;. We first 1ntr0duce a coun-
terpart of 1 (H). Recall that © is as in , which is the ‘signal’ matrix. Let Q) € R” by
ng) = Ziecmck 5, for 1 < j < n, and define

Ur(H) = (F(QW; H), f(EX;H)),  forl <k <K (10)
The next lemma gives the explicit expression of ¢, (H ) for an arbitrary H.
Lemma 1. Consider the DCBM model where (8)-(9) are satlsﬁed We define three K x K matrices:
Grer = HLGH;H[;, Guu = Hz/{@LIZ/tHZ/t) and QQ = Guunu@uuH Forl <k <K, wk( ) =

arccos(ﬁm) where M = P(G2%; + GuuQQ'Guu) P

The choice of H is flexible. For convenience, we focus on the class of H that is an eligible community
membership matrix, i.e., H = II;;. Our theory can be easily extended to more general forms of H.
Definition 1. For any by € (0, 1), we say that 11y, is bo-correct if ming (Ziel/{ 0; - {T7; # m}) <

bol|0||1, where the minimum is taken over all permutations of K columns of Il

The next two theorems study ¢y, (H) and ¢, (H ), respectively, for H = II,.

Theorem 1. Consider the DCBM model where (8)-(9) hold. Let k* denote the true community
label of the new node. Suppose Il is bo-correct, for a constant by € (0,1). When by is properly
small, there exists a constant ¢y > 0, which does not depend on by, such that V)« (f[u) = 0 and
ming - {¥(I)} > coBn.

Theorem 2. Consider the DCBM model where (8)-(9) hold. There exists constant C > 0, such that
forany 6 € (0,1/2), with probability 1 — 6, simultaneously for bre (X)) — i (Iy)| <

c log(1/9) 4 e
. k k .
16]11-min{6=, 168 1.} " 165711116112

Write ¢y = ¢y, (ITy) and 9y, = ¢y (TTy,) for short. When max{|¢x — vx} < (1/2) ming - {thr},
the community label of the new node is correctly estimated. We can immediately translate the results
in Theorems [TH2]to an upper bound for the misclassification probability.

Corollary 1. Consider the DCBM model where (@)@) hold. Suppose for some constants by € (0, 1)
and € € (0,1/2), I, is by-correct with probability 1 — e. When by is properly small, there exist
constants Cy > 0 and C' > 0, which do not depend on (by,€), such that P(§j # k*) < e +

C XL, exp(~Co2 0] - min{o", 6] }).

Remark 4: When miny, ||9(Lk) [li > O(6*), the stochastic noise in X will dominate the error, and the
misspecification probability in Corollary [T| will not improve with more label information. Typically,
the error rate will be the same as in the ideal case that II;, is known (except there is no € in the ideal
case). Hence, only little label information can make AngleMin+ perform almost as well as a fully
supervised algorithm that possesses all the label information. We will formalize this in Section 3]

Remark 5: Notice that ming (Y, 0 - H{T#; # m}) < 25 20 (Ciey 0i - YT # m}) <
E=L1|6y]|1. Therefore, if (|01 > (1 — £22)(|0[|1, then ming (3, 0: - L{T'7; # m}) < bol|0]1
is always true. In other words, as long as the 1nf0rmat10n on the labels is strong enough, AngleMin+
would not require any assumption on the unsupervised community detection algorithm.

For AngleMin+ to be consistent, we need the bound in Corollary|1|to be o(1). It then requires that

for a small constant by, 1T, is by-correct with probability 1 — o(1). This is a mild requirement and
can be achieved by several unsupervised community detection algorithms. The next corollary studies

the specific version of AngleMin+, when IT,, is from SCORE+:
Corollary 2. Consider the DCBM model where (@(@) hold. We apply SCORE+ to obtain Iy, and
plug it into AngleMin+. As n — oo, suppose for some constant qg > 0, min;cyy 0; > qo max;cy 0;,

Bullt|] = q0\/log(n). 5211016 — oo, and 52 60]|x ming {65 1} = oo. Then, B(j # k*) = 0,
so the AngleMin+ estimate is consistent.
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3.2 Comparison with an information theoretical lower bound We compare the performance of
AngleMin+ with an ideal estimate that has access to all model parameters, except for the community
label k* of the new node. For simplicity, we first consider the case of K = 2. For any label predictor
g for the new node, define Risk(§) = > ¢ P(§ # K*[7" = ep-).

Lemma 2. Consider a DCBM with K = 2 and P = (1 — b)I, + bl,1}. Suppose §* = o(1),
0 = o(1), 1~ b= o(1), 12l — 1ol

ming 071 1020 161
infy{Risk(7)} > c4 exp{—Q[l + 0(1)]% -0*(116z1 + Hequ)}, where the infimum is taken
over all measurable functions of A, X, and parameters Iz, 11y, ©, P, 0*. In AngleMin+, suppose
the second part of condition @ holds with c¢s = o(1), f[u is lN)O-correct with Bo ©3%0. Thereis a

constant Cy > 0 such that, Risk(g) < C4 exp{f[l —o(1)] (1?)2 - 0" (H\nglfsﬂhegzﬂﬁaf }

= 1. There exists a constant c4 > 0 such that

Lemma 2] indicates that the classification error of AngleMin+ is almost the same as the information
theoretical lower bound of an algorithm that knows all the parameters except 7* apart from a mild
difference of the exponents. This difference comes from two sources. The first is the extra "2" in the
exponent of Risk(g), which is largely an artifact of proof techniques, because we bound the total
variation distance by the Hellinger distance (the total variation distance is hard to analyze directly).

2 242
The second is the difference of |0z |1 + ||6y||1 in infz{Risk(7)} and % in Risk(g).

2 2y2 2 2y2
Note that % <Ol + 10wl < 1.125%, so this difference is quite mild.

It arises from the fact that AngleMin+ does not aggregate the information in labeled and unlabeled
data by adding the first and last K coordinates of f(z; H) together. The reason we do not do this
is that unsupervised community detection methods only provide class labels up to a permutation,
and practically it is really hard to estimate this permutation, which will result in the algorithm being
extremely unstable. To conclude, the difference of the error rate of our method and the information
theoretical lower bound is mild, demonstrating that our algorithm is nearly optimal. For a general K,
we have a similar conclusion:

Theorem 3. Suppose the conditions of Corollary [l hold, where by is properly small , and suppose
that 11y, is bg-correct. Furthermore, we assume for sufficiently large constant C3, 0* < C%, 0* <

minge[x] C’3||9(Lk) 1, and for a constant ro > 0, mink#{PM} > ro. Then, there is a constant
¢y = &2(K,Ch, Cq, Cs,c3,79) > 0 such that [—log(é:Risk(9))]/[— log(inf5{Risk(g)})] > és.

3.3 In-sample Classification In this part, we briefly discuss the in-sample classification problem.
Formally, our goal is to estimate m; for all ¢ € U{. As mentioned in section [I} an in-sample
classification algorithm can be directly derived from AngleMin+: for each ¢ € U, predict the label
of i as §;(H) = argmini<p<x z/;(f(A(_ki); H;), f(A_i; Hl)) where A(_kl) is the subvector of A®*)
by removing the ith entry, A_; ; is the subvector of A; by removing the ith entry, and H; is a
(|U| — 1) x K projection matrix which may be different across distinct 4. As discussed in subsection
[2 the choices of H; are quite flexible. For purely theoretical convenience, we would focus on the
case that H; = ﬂu\{i}- For any in-sample classifier § = (;)icee € [K]%!, define the in-sample
risk Risk;ns(9) = |71\ >icu 2k-ex) P(Fi # k*|m; = ey~ ). For the above in-sample classification
algorithm, we have similar theoretical results as in section [3on consistency and efficiency under
some very mild conditions:

Theorem 4. Consider the DCBM model where -@) hold. We apply SCORE+ to obtain ﬁu\{i}
and plug it into the above algorithm. As n — oo, suppose for some constant go > 0, min;cy 0; >
go maxicy 0i, Bnllull > qo/ log(n), 5721”0”1 min;ey 0; — oo, and 52”9”1 mink{”‘ggc)”l} — Q.
Then, ‘71| > icu (Ui # ki) — O, so the above in-sample classification algorithm is consistent.

Theorem 5. Suppose the conditions of Corollary[I|hold, where by is properly small , and suppose

that Iy 1) is bo-correct for all i € U. Furthermore, we assume for sufficiently large constant Cs,
. k .

max; ey 0; < Cig’ max;ey 0; < minge(k] 03”9,(/;) L log([U]) < C382]|0||1 min;ey 0;, and for a

constant o > 0, ming¢{ Pre} > 1o. Then, there is a constant ¢ = ¢21(K,C1,Ca,C3,¢3,19) > 0

such that [—1og(é21Riskins(9))]/[— log(inf 5 {Risk,,s(§) })] > €21, so the above in-sample classifi-
cation algorithm is efficient.
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Figure 1: Simulations (n = 500, K = 3; data are generated from DCBM). In each plot, the x-axis is

the number of labeled nodes, and the y-axis is the average misclassification rate over 100 repetitions.

4 EMPIRICAL STUDY

We study the performance of AngelMin+, where f[u is from SCORE+ (Jin et al., [2021). We compare
our methods with SNMF (Yang et al.| 2015) (a representative of semi-supervised approaches) and
SCORE-+ (a fully unsupervised approach). We also compare our algorithm to typical GNN methods
(Kipf & Welling| [2016) in the real data part.

Simulations: To illustrate how information in A, will improve the classification accuracy, we
would consider AngleMin in (@) in simulations. Also, to cast light on how information on unlabeled
data will ameliorate the classification accuracy, we consider a special version of AngleMin+ in
simulations by feeding into the algorithm only A, and X .. It ignores information on unlabeled
data and only uses the subnetwork consisting of labeled nodes. We call it AngleMin-+(subnetwork).
This method is practically uninteresting, but it serves as a representative of the fully supervised
approach that ignores unlabeled nodes. We simulate data from the DCBM with (n, K') = (500, 3).
To generate P, we draw its (off diagonal) entries from Uniform(0, 1), and then symmetrize it. We
generate the degree heterogeneity parameters 6; i.i.d. from one of the 4 following distributions:
n~9%,/log(n)Gamma(3.5), n~%-2°Gamma(3.5), n=%°/log(n)Pareto(3.5), n =02 Pareto(3.5).
They cover most scenarios: Gamma distributions have considerable mass near 0, so the network
has severely low degree nodes; Pareto distributions have heavy tails, so the network has severely
high degree nodes. The scaling n "% /log(n) corresponds to the sparse regime, where the average
node degree is < log(n)?2, and n~%2° corresponds to the dense regime, with average node degree
= /n. We consider two cases of II: the balanced case (bal.) and the imbalanced case (inbal.). In
the former, 7 (¢) are i.i.d. from Multinomial(1/3,1/3,1/3), and in the latter, 7(¢) are i.i.d. from
Multinomial(0.2,0.2,0.6). We repeat the simulation 100 times. Our results are presented in Figure
[I] which shows the average classification error of each algorithm as the number of labeled nodes, Ny,
increases. The plots indicate that AngleMin+ outperforms other methods in all the cases. Furthermore,
though AngleMin is not so good as AngleMin+ when Ny, is small, it still surpasses all the other
approaches except AngleMin+ in most scenarios. Compared to supervised and unsupervised methods
which only use part of the data, we can see that AngleMin+ gains a great amount of accuracy by
leveraging on both the labeled and unlabeled data.

Real data: We consider three benchmark datasets for community detection, Caltech (Traud et al.,
2012) , Simmons (Traud et al.,[2012) , and Polblogs (Adamic & Glance, [2005)). For each data set,
we separate nodes into 10 folds and treat each fold as the test data at a time, with the other 9 folds
as training data. In the training network, we randomly choose n, nodes as labeled nodes. We then
estimate the label of each node in the test data and report the misclassification error rate (averaged
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over 10 folds). We consider nz,/n € {0.3,0.5,0.7}, where n is the number of nodes in training data.
The results are shown in Table[I} In most cases, AngleMin+ significantly outperforms the other
methods (unsupervised or semi-supervised). Additionally, we notice that in the Polblogs data, the
standard deviation of the error of SCORE+ is quite large, indicating that its performance is unstable.
Remarkably, even though AngleMin+ uses SCORE+ to initialize, the performance of AngleMin+ is
nearly unaffected: It still achieves low means and standard deviations in misclassification error. This
is consistent with our theory in Section[3] We also compare the running time of different methods
(please see Section[B]of the appendix) and find that AngleMin+ is much faster than SNMF.

Table 1: Average misclassification error over 10 data splits, with standard deviation in the parentheses.

Dataset n K n,L/n ‘ SCORE+ AngleMin+ SNMF ‘ GNN (cons.) GNN (random) GNN (adj.) GNN (LP) GNN (node2vec) GNN (AIID)
0.3 0237 0.207 (0.059)  0.312(0.049) | 0.858 (0.038)  0.859 (0.035)  0.875(0.038) 0.839 (0.046) 0.859 (0.055) 0.880 (0.026)
Caltech 590 8 0.5 {0.061) 0.151 (0.040)  0.310(0.042) | 0.846 (0.054)  0.895(0.026)  0.859 (0.037) 0.861 (0.043) 0.859 (0.039) 0.856 (0.040)
0.7 : 0.137 (0.046)  0.264 (0.051) | 0.849 (0.043)  0.861(0.034)  0.856 (0.031) 0.859 (0.036) 0.880 (0.027) 0.842 (0.027)
0.3 0.234 0.128 (0.024)  0.266 (0.041) | 0.691 (0.022)  0.702(0.039)  0.702 (0.036)  0.698 (0.026) 0.706 (0.039) 0.696 (0.028)
Simmons 1137 4 0.5 (0'05;4) 0.096 (0.024)  0.233(0.033) | 0.691 (0.022)  0.711(0.034)  0.685 (0.025) 0.691 (0.022) 0.710 (0.031) 0.691 (0.022)
0.7 : 0.092 (0.015)  0.220 (0.037) | 0.691 (0.022)  0.692 (0.022)  0.691 (0.022) 0.691 (0.022) 0.707 (0.043) 0.698 (0.026)
0.3 0.166 0.074 (0.036)  0.073 (0.019) | 0.499 (0.044)  0.502 (0.038)  0.439 (0.048) 0.482 (0.037) 0.502 (0.059) 0.501 (0.044)
Polblogs 1222 2 0.5 ([)‘165) 0.092 (0.041)  0.068 (0.033) | 0.517 (0.040) ~ 0.516 (0.038)  0.453 (0.056) 0.488 (0.044) 0.499 (0.061) 0.484 (0.041)
0.7 o 0.066 (0.026)  0.063 (0.028) | 0.485 (0.041)  0.492(0.043)  0.430 (0.062) 0.493 (0.041) 0.492 (0.050) 0.486 (0.039)

GNN is a popular approach for attributed node clustering. Although it is not designed for the case
of no node attributes, we are still interested in whether GNN can be easily adapted to our setting by
self-created features. We take the GCN method in Kipf & Welling| (2016) and consider 6 schemes of
creating a feature vector for each node: i) a 50-dimensional constant vector of 1’s, ii) a S0-dimensional
randomly generated feature vector, iii) the n-dimensional adjacency vector, iv) the vector of landing
probabilities (LP) (Li et al.| [2019) (which contains network topology information), v) the embedding
vector from node2vec (Grover & Leskovec,[2016), and vi) a practically infeasible vector e;AH e RE
(which uses the true IT). The results are in Table[I] GCN performs unsatisfactorily, regardless of how
the features are created. For example, propagating messages with all-1 vectors seems to result in
over-smoothing; and using adjacency vectors as node features means that the feature transformation
linear layers’ size changes with the number of nodes in a network, which could heavily overfit due to
too many parameters. We conclude that it is not easy to adapt GNN to the case of no node attributes.

For a fairer comparison, we also consider a real network, Citeseer (Sen et al.| 2008]), that contains
node features. We consider two state-of-the-art semi-supervised GNN algorithms, GCN (Kipf &
Welling), 2016)) and MasG (Jin et al.,|2019)). Our methods can also be generalized to accommodate
node features. Using the “fusion"” idea surveyed in Chunaeyv et al.|(2019), we “fuse" the adjacency
matrix A (on n + 1 nodes) and node features into a weighted adjacency matrix Agge (see the appendix
for details). We denote its top left block by Agse € R™*™ and its last column by X, € R™ and
apply AngleMin+ by replacing (A, X ) by (Afuse, Xtuse)- The misclassification error averaged over
10 data splits is reported in Table 2] The error rates of GCN and MasG are quoted from those papers,
which are based on 1 particular data split. We also re-run GCN on our 10 data splits.

Table 2: Error rates on Citeseer, where node attributes are available. If the error rate has *, it is quoted
from literature and based on one particular data split; otherwise, it is averaged over 10 data splits.

Dataset n K np/n| GCN GCN* | MasG* | AngleMin+
Citeseer 3312 6 0.036 | 0.321 0297 | 0268 | 0.334

Conclusion and discussions: In this paper, we propose a fast semi-supervised community detection
algorithm AngleMin+ based on the structural similarity metric of DCBM. Our method is able to
address degree heterogeneity and non-assortative network, is computationally fast, and possesses
favorable theoretical properties on consistency and efficiency. Also, our algorithm performs well on
both simulations and real data, indicating its strong usage in practice.

There are possible extensions for our method. Our method does not directly deal with soft label
(a.k.a mixed membership) where the available label information is the probability of a certain node
being in each community. We are currently endeavoring to solve this by fitting our algorithm into the
degree-corrected mixed membership model (DCMM), and developing sharp theories for it.
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This paper proposes a novel semi-supervised community detection algorithm, AngleMin+, based on
the structural similarity metric of DCBM. Our method may be maliciously manipulated to identify
certain group of people such as dissenters. This is a common drawback of all the community detection
algorithms, and we think that this can be solved by replacing the network data by their differential
private counterpart. All the real data we use come from public datasets which we have clearly cited,
and we do not think that they will raise any privacy issues or other potential problems.

REPRODUCIBILITY STATEMENT

We provide detailed theory on our algorithm AngleMin+. we derive explicit bounds for the misclassi-
fication probability of our method under DCBM, and show that it is consistent. We also study the
efficiency of our method by comparing its misclassification probability with that of an ideal classifier
having access to the community labels of all nodes. Additionally, we provide clear explanations and
insights of our theory. All the proofs, together with some generalization of our theory, are available in
the appendix. Also, we perform empirical study on our proposed algorithms under both simulations
and real data settings, and we consider a large number of scenarios in both cases. All the codes are
available in the supplementary materials.
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A PSEUDO CODE OF THE ALGORITHM

Below are the pseudo code of AngleMin+ which is deferred to the appendix due to the page limit.

Algorithm 1: AngleMin+

Input: Number of communities K, adjacency matrix A € R™*"™, community labels y; for nodes
in i € L, and the vector of edges between a new node and the existing nodes X € R™ .
Qutput: Estimated community label ¢ of the new node.
1. Unsupervised community detection: Apply a community detection algorithm (e.g.,

SCORE+ in Section on Ay, and let ﬂu = [;)icy store the estimated community
labels, where 7; = ey, if and only if node k is clustered to community k, 1 < k < K.

2. Assigning the community label to a new node: Let 1T, = [m;];c . contain the community
memberships of labeled nodes, where m; = e ifand only if y; = k, 1 < k < K. Let
H = 1I;;. Compute
o= [Xple, X H),  op= [ Acclly, el Ay H]', 1<k <K.

Suppose k* minimizes the angle between vy and z, among 1 < k < K (if there is a tie,
pick the smaller k). Output y = k*.

B RUNNING TIME

Table [3|exhibits the running time of all the algorithms considered in Table[I] It can be seen from the
result that our algorithm AngleMin+ is much faster than all the other algorithms. This is one of the
merits of our method.

Table 3: Running time on Caltech, Simons, and Polblogs networks. The quantities outside and inside
the parentheses are the means and standard deviations of the running time, respectively.

Dataset n K np/n ‘ SCORE+  AngleMin+ SNMF ‘ GNN (cons.) GNN (random)  GNN (adj.) GNN (LP) GNN (node2vec) GNN (AIT)
0.3 0083 0.068 (0.064)  0.178 (0.017) | 0.277 (0.154) ~ 0.249 (0.049)  0.311 (0.100) ~ 0.296 (0.044) 0.498 (0.053)  0.396 (0.097)
Caltech 590 8 0.5 (0.009) 0.034 (0.003)  0.211(0.069) | 0.575(0.133)  0.535(0.061) ~ 0.620 (0.133)  0.609 (0.067) 0.836 (0.080)  0.649 (0.045)
0.7 : 0.022 (0.003)  0.211 (0.054) | 0.861 (0.099)  0.892 (0.116) 1.068 (0.213)  0.949 (0.049) 1.204 (0.186) 0.998 (0.068)
0.3 0.157 0.075 (0.008)  0.515 (0.036) | 0.334 (0.086)  0.344 (0.102)  0.564 (0.273)  0.421 (0.094) 1.045 (0.680) 0.455 (0.087)
Simmons 1137 4 0.5 (0‘0&)8) 0.054 (0.011)  0.577 (0.090) | 0.691(0.199)  0.692 (0.084)  1.245 (0.691)  0.642 (0.032) 1.106 (0.151)  0.685 (0.059)
0.7 : 0.031 (0.003)  0.541(0.073) | 0.988 (0.139)  0.897 (0.056)  1.208 (0.454) ~ 0.958 (0.057) 1.977 (0.775) 1.046 (0.069)
0.3 0.093 0.054 (0.006)  0.356 (0.034) | 0.402 (0.127)  0.353(0.093)  0.444 (0.160) 0.311 (0.055) 0.810(0.261)  0.343 (0.031)
Polblogs 1222 2 0.5 (0'01;1) 0.031 (0.004)  0.431(0.098) | 0.780 (0.147) ~ 0.700 (0.181) ~ 0.965 (0.179)  0.649 (0.054) 1.031 (0.190)  0.644 (0.044)
0.7 : 0.022 (0.004)  0.351 (0.037) | 1.135(0.118) 1.152(0.314) 1.430 (0.169)  0.986 (0.149) 1.408 (0.210) 0.999 (0.060)

C COMPARISON WITH LOCAL REFINEMENT ALGORITHM

We would first illustrate why local refinement may not work with an example and then explain our
insight behind it.

Consider a network with n = 4m nodes and K = 2 communities. Suppose that there are 2m labeled
nodes, m of them are in community C; and have degree heterogeneity 6 = 0.8, and the other m of
them are in community Cy and have degree heterogeneity 6 = 0.5. There are 2m unlabeled nodes, m
of them are in community C; and have degree heterogeneity 8 = 0.6, and the other m of them are in
community Cy and have degree heterogeneity § = 0.7. The P matrix is defined as follows:

(1 09
P= <0.9 1 )
Under this setting, all the assumptions in our paper are satisfied.

On the other hand, recall that the prototypical refinement algorithm, Algorithm 2 of Gao et al. (2018)
is defined as follows:

) 1
Yi = arg max gy Z Ay
uelk] {7+ §°(j) = u} {5:9°(5)=u}

14
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where §° is a vector of community label and 4 is the refined community label.

For semi-supervised setting, one may consider the following modification of local refinement algo-
rithm:

(1) Apply local refinement algorithm, with known labels to assign nodes in /.

(i) With the labels of all nodes, one updates the labels of every node by applying the same
refinement procedure.

Under the setting of our toy example, for step (i), all the unlabeled nodes which are actually in
community Co will be assigned to community C; with probability converging to 1 as n — oo.
The reason is that for any unlabeled node ¢ which is actually in community Cy, when v = 1,
{Aij 1 j € L,y; = u} areiid ~ Bern(0;0;Py) = Bern(0; - 0.8 -0.9) = Bern(0.726;); when
u=2{A4;; : 7 € L,y; = u}areiid ~ Bern(0,0;P2) = Bern(f; - 0.5-1) = Bern(0.56;).
Hence, by law of large numbers,

1 as [0.720;, u=1
. > as
{Aij :jeL,y; =u} (Auyj ey} 0.50;, u=2

Consequently, the prototypical refinement algorithm will incorrectly assign all the unlabeled nodes
which are actually in the community C, to C; with probability converging to 1 as n — oco. This will
cause a classification error of at least 50%.

Based on the huge classification error in step (i), step (ii) will also perform poorly. Similar to the
reasoning above, by law of large numbers, it can be shown that after step (ii). the algorithm will
still assign all the unlabeled nodes which are actually in the community C; to C; with probability
converging to 1 as n — oo. In other words, even if the local refinement algorithm is applied to the
whole network, a classification error of at least 50% will always remain.

Even if all the labels of the nodes are known, applying the local refinement algorithm still can cause
severe errors. Still consider our toy example. Suppose now that we know the label of all the nodes,
and we perform the local refinement algorithm on these known labels in an attempt to purify them.
By the law of large numbers, however, it is not hard to show that for any node ¢ which is actually in
community Co,

1 a.s. 06392 u=1
‘ Aij = ’
{Aij:j€L,y; =u} {A%:_u} / {0.66&7 u =2

Consequently, similar to the previous cases, the local refinement algorithm will incorrectly assign all
the unlabeled nodes which are actually in the community Cs to C; with probability converging to 1 as
n — oo. This will cause a classification error of at least 50%, even though the input of the algorithm
is actually the true label vector.

To conclude, in general, the local refinement algorithms may not work under the broad settings of our
paper. Intrinsically, label refinement is quite challenging when there is moderate degree heterogeneity,
not to mention the scenarios where non-assortative networks occur. Local refinement algorithm
works theoretically because strong assumptions on degree heterogeneity are imposed. For instance,
it is required that the mean of the degree heterogeneity parameter in each community is 1 + o(1),
which means that the network is extremely dense and that the degree heterogeneity parameters across
communities are strongly balanced. Both of these two assumptions are hardly true in the real world,
where most of the networks are sparse and imbalanced. Gao et al. (2018) is a very good paper, but
we think that local refinement algorithm or similar algorithms might not be good choices for our
problem.
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D GENERALIZATION OF LEMMA [2]

In the main paper, for the smoothness and comprehensibility of the text, we do not present the most
general form of Lemma[2] We have a more general version of the lemma by relaxing the condition
10501 _ 1165”11

oL = e = 1. Please see Section [J|for more details.
1 (7

E PRELIMINARIES

For any positive integer N, Define [N] = {1,2,..., N}.

For a matrix D and two index sets 51, S, define Dg, g, to be the submatrix (D;;)ies, jes,, Ds,. to
be the submatrix (D;)ics, jecuu- and D.g, to be the submatrix (Dij)iecruu,|ese -

The two main assumptions (§), (9) in the main paper are presented below for convenience.

||P||max S Cla |)\mm(P)‘ 2 Bn (8)
maxi << {10911} 1652
N B (k‘) S C 3 max {(k)['} S 03671- (9)
ming <p< i {101} 1<k<K 16%]]1]10]],

, where constant c3 is properly small. We would specify this precisely in our proofs.
A number of lemmas used in our proofs will be presented as follows.

The following lemma shows that sin  and = have the same order.

Lemma 3. Let x € R. Whenx > 0, sinz < x; when x € [0, 3], sinz > %x

Lemma 3]is quite obvious, but for the completeness of our work, we provide a proof for it.

Proof. Let g1(x) = sinz — x.

Then

d
%gl(x) =cosz—1<0

Hence ¢, () is monotonously decreasing on R. As a result, when 2z > 0, g1(z) > ¢1(0) = 0.
Therefore, when x > 0, sinx < x.

Let go(z) = sinz — 2. Then

d (z) = 2
7y 92() = cosz — —

Since cosz is monotonously decreasing on [0, %], “Lgo(2) > 0 when 2 € [0,arccos 2] and
4 gs(x) < 0 when z € [arccos 2, Z]. Hence, go(z) is monotonously increasing on [0, arccos 2]
and is monotonously decreasing on [arccos %, 7). As aresult, when z € [0, 7],

2

g2(z) > min{g2(0)a92(;)} =0

Therefore, when z € [0, 3], sinz > 2.

O

The following lemma demonstrates that the angle ¢ (u,v) in Definition 1 satisfies the triangle
inequality, so that it can be regarded as a sort of "metric".

Lemma 4 (Angle Inequality). Let x,y, z be three real vectors. Then,
V(z,z) <Y(z,y) +¢(y, 2)

16
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The proof of Lemma 4] can be seen inGustafson & Rao|(1997), pg 56. Also, for completeness of our
work, we provide a proof of Lemmaf]

Proof. Let 7 = ﬁ 7 = ﬁ zZ = ﬁ then cosv¢(z,y) = (Z,9), cos(y,z) = (g, 2),
cos(z, z) = (&, Z). Consider the following matrix

1 cos(x,y) cosi(x,z)
G= (cosw(x,y) 1 cosz/;(y,z)) = (
cos(z,z) cos(y,z) 1

For any vector ¢ = (c1, ¢, c3)T € R3,

cT'Ge = (1T 4 ol + c3Z,c1% + o+ ¢32) > 0

Also, G is symmetric. Therefore, G is positive semi-definite. As a result, det(G) > 0. In other word,

1 —cos? Y(z,y) — cos® Y(y, z) — cos® h(x, 2) + 2 cos(x, y) cos(y, z) cosh(x, z) > 0

The above inequality can be rewritten as

(1 = cos® Pz, y)) (1 — cos® 9 (y, 2)) > (cosp(w, y) cos (y, z) — cos(x, 2))*

or

(Sin¢(xa y) Sin’l/)(yv Z))2 > (COS7/’(337 y) Cos w(ya Z) — COS 1/’(1’» Z))2
By definition of arccos, ¥ (z,y), ¥ (y, 2) € [0, 7], so sin ¢ (z, y) sin(y, z) > 0. Therefore,

—siny(z,y) sing(y, 2) < cosy(x, y) cos P(y, 2) — cos Y (x, 2) < siny(x, y) sin(y, 2)

COS?/J(QT, Z) Z COSw(x, y) COSw(:% Z) - Sil’l’(/)(I7 y) Sinw(ya Z)
cos(x, z) > cos((x,y) + P (y, 2))

If Y(z,y) + ¥(y, z) > m, because by definition of arccos, ¥ (z, z) € [0, 7], it is immediate that

U(z,2) < () +(y, 2)

If Y (z,y) + ¥(y, 2) < m, recall that ¢(z,y),¢(y, 2) € [0, 7], hence ¢(z,y) + ¢(y,2) € [0,7].
Also, ¢(z, z) € [0, 7]. Since cos is monotone decreasing on [0, 7], we obtain

Y(z,2) <Y(x,y) + (Y, 2)

In all,
Y(w,2) < P(x,y) +P(y, 2)

The following lemma relates angle to Euclidean distance.
Lemma 5. Suppose that x,y € R™, ||y|| < ||z||. Then,

Y(z,x +y) < arcsin (HQH)

]

The equality holds if and only if (y,z +y) =0

17
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Proof. Let p = 14l g = (2, y). Then (z,y) = ||||||y|| cos 1bo. Notice that

[

p*(p + costhg)® >0

This can be rewritten as

(1+ peostio)? > (14 p + 2pcos o) (1 — p?)

Since ||y|| < ||z]|,s0o p < 1,1+ pcosipg > 0. Hence

1+ pcosiy

>\/1—p?
1+ p? +2pcosiby
Plugging in p = H,We have
1 + =]l llyll cos 1o N
VIl + Tyl? + 2l2(lllyl cos o ~ ]|
Since (z,y) = [[z[|[|y]| cos o,
lolP + @y [ e
(/T2 + Iyl + 2(2, ) ~ 12
2
waty) o [ Il

zv{z+y.2+y) [Edl
In other words,

2
cos(z,x +y) > 1_||y|| = cosarcsin M
2
|zl (4]

Since E > 0, arcsin (‘—) € [0, 7]. Therefore, by monotonicity of cos on [0, 7],

¥(z,z +y) < arcsin (||y||)

]

The equality holds if and only if p?(p + cos9)? > 0, or equivalently,
(lyl1* + Iz lllly]l cos o)* = 0

This can be reduced to
(y,x+y)=0

F PROOF OF LEMMA I

Lemma 1. Consider the DCBM model where (8)-(9) are satisfied. We define three K x K matrices:
Gee =0, Gy = 1,0uully, and Q = Gy 11,0y H. For1 < k < K,

Mkk:* )

wk(H) = arccos(m

where M = P(Giﬁ + GWQQ’GW)P.

18
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Proof. Recall that

G (H) = ¢(f(Q(’f);H), f(]EX;H)), forl <k < K. (11)

where .
flay H) = [a:’ﬁl(l), L, x{lhl,...,x&h;{} = (2 T0z, ) H] . (12)

and

which indicates

QW) = (el IT-Q.)
Hence
FOWH) = f(er100.)s H)

[eﬁfﬂﬁﬂggﬂg,echZQﬁuH]’
[ekHEQLLHLPH[:@LLH[;,6kH£@LLH£PHu@uuH]
[ G)LLHLaH Hu@uu] Pﬂc@ggﬂgek
=[Grr, Q' Guy) PO, T cey (13)

Notice that

k
100, k=1

I-0,,11 =141)Orcl
(IO ,cIlz) celq {07 oy

In other words,

W01, = diag (110% 1., 1051

Hence
FOW;H) = 02]1(G e, Q Guul Pex
Similarly,
F(EX; H) = 60*[Gre, Q' Guu Peg-
Therefore,
(FOQW; H), FEX; H)) = (1027 11[Gee, Q Guul Pex)'0"[Gee, Q Guul Pey-
— 0*116 1€}, P[Grr, GuuQl[Gre, Q Guu)' Pey-
= [l ||1e§€P(G%£ + GuuQQ’Guu>Pek*
= 070 | 1ef Mex
= 0" [102 | M- (14)
Similarly,
1@ H) | = \/(FQW; H), Q0 H)) = 0%, /M (15)
If(EX; H)| = \/(f(EX; H), f(EX; H)) = 0"/ M-+ (16)
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Hence,
Ur(H) = v (FQW5 H), [(EX;H))
(f(Q™; H), f(EX; H))
1 £(Q®); H)|||| f(EX; H)||>
= arccos ( 0" ||‘9(Lk) ||1Mkk* >
10211 /My Mo

= arccos <

= arccos <]Mkk*) a7
VM Mg+
O

G PROOF OF THEOREM I

Theorem 1. Consider the DCBM model where (8)-(9) hold. Let k* denote the true community
label of the new node. Suppose 11 is by-correct, for a constant by € (0,1). When by is properly
small, there exists a constant co > 0, which does not depend on by, such that - (1I;1) = 0 and

ming, - {10% () } > cofBp-
Proof. Define Grr = 10,0z, Gy = T,Ouully, Q = G 11,01y, and M =
P(G%E + GuuQQ’Guu)P as in Lemma According to Lemma

. Mg«
() = arccos($)
vV Mkk\/ Mk‘*k*
Hence,
. Mix g
Y+ (Ily) = arccos(—
( ) \/Mk*k*\/Mk*k*

) =arccosl =0

When k # k*, according to Lemma@
R 1 .
P (Iy) = 2- §¢k(Hu)
1 .
> 2sin 4k (Tly)

1 — cos ¢ ()

=2
2

= \/2(1 — cos arccos(%))

-\l )

Let Dy = diag(Mi1, ..., Mgx ), M = Dy MDy,”. Then

(ek —6k*)/M(6k —ek*)
= Mkk +Mk*k* 7Mkk* — Mk*k

_ My, n Mg _ Mg~ _ Mg+,
VMV My, My VMg My Mgt/ Mige g /M
—2(1- ——) (19)
Mkk Mk*k*
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Hence,

wk(ﬂu) 2 \/(ek — 6;6*)/_2\2(61c — ek*) (20)
M is affected by IT;, and is complicated to evaluate directly. Hence, we would first evaluate its oracle
version and then reduce the noisy version to the oracle version.

Define the oracle version of M as follow, where IT;; is replaced by II;,

MO = P(G%C + Gﬁ,u)P

Similarly, define the oracle Version of Das, Dy = diag(M 1((1)), M I(?I)() and the oracle version

of M,M©® =D 2 MO D 2

M <0) M)

Oracle Case We first study the oracle case |o/ M (D aql.
Since G££ = HZ@/;/;HL = d1ag(||0‘(cl)||1,, ||9(£K)||1>, Guu = H{/[@L[Z/{Hu =

K
diag(ue;})”l, ||e§,’<>||1), which indicates that G2 ; + G2, = diag((ueg“)\ﬁ + ||95,’“>H%)k_1),

for any vector o € R¥,

o/ M@ a| = |o DM(O)M( )DM<0>0l|

—1
|Oé DM(O) (G££+Gl2,{2/l)PDM2(O)a|

. k k
> IIPDMmaIIQmm(HG(a)II? +[1651)
(Cauchy-Schwartz Inequality) > | DMm)PP DM(O)a| mm (||€ ||1 + ||0(k )2
1
> 5/\min( ) ||DM(0)04||2H11H(||9 ” )

.. 1 _ .
(Condition (8)) > 552|QDM1(0>04| mlgn(|‘9(k)||1)2

1 . k k) j2y—1 . -
> 5B llal® min(l0g” 1 + 165 113) " min((10%)]11)*
1 . k k -t
> 2 B2 ol min [ (102 + 165 10)2]  (in 0% )2

1 ing 041 \*
— ol (2l

maxy, [|0)||;
Ballal?

(Condition (9)) > 203

2L

It remains to study the noisy case. We reduce the noisy case to the oracle case through the following
lemma.

Lemma 6. Denote

60
Cs = 8K2VKC3ho Hauull o
1
Suppose that Cy < i. Then, for any vector oo € RF,
—3C, ~ 1 ~
5

The proof of Lemma []is quite tedious and we would defer it to the end of this section.
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then C5 < g <

Set by < m, %. As a result, combining || with Lemmaﬁ we have

for any vector o € ]Rk

Ballal?

"Ma| > =/ MO
o’ Mal \a al > 6C2

(24)

Hence, take o« = ej, — e~ in and combine it with (20), we obtain that for any k € [K]

1
2= \/30225n (25)

. - 1
V() > \/(ek —ep= ) M(eg — ep) > \/66,225%|6k — €

Therefore, set cg = ﬁ, we have
2
11 >
Jgilkn{d}k( u)} > cobn (26)
In all, when by is properly small such that by < m, there exists constant ¢y = 302 >0
not depending on by such that 1y (IT;) = 0 and ming - {r(TT)} > coBn. O
G.1 PROOF OF LEMMAIf]
Proof. For any vector o € RF,
o/ Mo — o' MOa| = |0/DIT/[%MDX4%Q @ DM(O)M( )DM(O)oz\
_1
= /Dy (M — M(O))DM o
+a/DyEMOD o — /Dy, MOD 2, af
< |o'Dy, (M MDD, By
+ o (DM2 MODF = D2, MODE, ol @7)
The first part on the RHS of (]Z[),
/Dy (M — M©)Dy ol = |o! Dy PI,Ouu (T Tl — Ty IL,) 0Ty PD; 2 o

_1 A~ A
< ||PD,2 o|* |11, Op (o X1, — Ty 117, ) O My |2
_1 ~ ~
< VK| PD,2a|?|1,Ou (T, — Ty IT,) Oy ||oe (28)
Denote G4 = Hu@uu(ﬂuﬂu g 11;,)Ovy Iy Define n;; = >y, el fime; 0;. In other

words, 7,7 is the sum of the degree heterogeneity parameters of all the nodes in ¢/ with true label [
and estimated label .

Then, .
(I, Oue ) ); = my;

(H{,{GL{MHZ/[)Z[ = Z 0; = Il:l_ Z s
SE[K]

i€U,mi=e;,mi=ej

where I,_; is the indicator function of event {I = [}.

Hence,
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G(d) (11}, O (T 11, — 011}, ) O ls)
= ((Hu@uuﬂu)(ﬂu@uuﬁu)/) ;= (I3 Ou My ) (1 O Iley)' )

Z MsMjs — l 1 Z nls (29)

sE[K] sE[K]

Since f[u is by correct, there exists permutation 7' of K columns of f[u such that (E ieu B WT#; #
mi}) < boll0]]1-

Let r = r(l) satisfies e, = T~ 1e;

When [ = [, , we have

|*|an9 zan

s€[K] sE[K]
Z 7718 Z nla
SE[K] sE[K]
S ( Z 7718) - nl2r
SE[K]
= (Z nls)<nlr + Z nls)
s#r s€[K]
<203 m) (Y ms) (30)
s#r sE[K]
When [ # i, we have
G =1 o
s€[K]
=Y mam, 31)
s€[K]
Therefore,
16D < 3 161
1ie[K]
Z |G(d)| + Z |G(d)
l€[K] 1£]
< Z (Q(st)( Z ms)) +Z Z s
l€[K] s#T sE[K] 141 s€E[K]
< Qm?X( 77ls>( Z 7715 Z Z’ha’hs
sEK] 1€[K],s#r(1) sE[KT] 1£]
= QmZaX( 7715) ( Z 77ls Z Z 77ls - Z 77[25}
sE[K] le[K],s#r (1) se[K] lek] l€[k]
< 2mlax< nls>( Z 7715) Z Z 7715 - Z 77125}
sE[K] le[K],s#r(l) se[K] lek] r(l)=s
- 2mlax< nls>( nls) + Z Z 7719 Z nls+ Z nls
sE[K] le[K],s#r(l) se[K] r(l)#s le[K] r(l)=s
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< aX( ms>( Z Mis) + 2 Z Z Ms) Z Ms) ]
SE[K] le[K],s#r(l) se[K] r(l)#s lE[K]
< mlaX( ms>( > ms) +2m3X<Z ms) DD ms
SE[K] le[K],s#r(l) l€[K] se[K]r(l)#s
= 2( Z Nis (ma'X( 7715) + méax( Z 7715))
le[K],s#r(l) s€E[K] le[K]
<2( Z s (Z ZUIS-FZ st)
le[K],s#r(l) l€[K] s€[K] s€[K]le[K]
=4lloul: (D] ms) (32)
le[K],s#r (1)

Recall that T satisfies (3, 0; - 1{T#; # m;}) < bol|6]|1, hence

Yooome= > 0, = 0;- {T#; #m:} < bl

le[K],s#r(l) le[K],s#r(1), €U
i€U, =€, Ti=es

Therefore,
|G D] < 4bo]|0u4][1110]]1 )

Plugging (33) into (28)), we obtain
1
/Dy (M = M©)Dy f af < 4v/Kbollou 1 10111 | PD 32 o (34)

On the other hand,
'35 a70) "3 | (S 2 2 -3
&' Dy MYV Dy of = [/ D)y P(G££+GMM)PDM o
Since %L _ (1;1{%:G)MH£ = diag(|0P 1, 1691), G = TWOwdly =
diag([|6;,” |1, - 1165 [11),
_ 1 _ 1 _ 1
/Dy MOD, fal > HPDM2a||2min<ue<k>H% +165712)

(Cauchy-Schwartz Inequality) > HPDMZaHQmm (||9 ||1 + ||¢9(’c 1)?

=3 2. k) ||2
§||PDM20‘” min 16113
Recall condition (9) in the main paper,

maxi <<k {||6%]1}
ming<p<rc {01} ~

2

Hence

_1 _1 1 _1 1
o' Dy MO Dol > fHPDMQaIIQ(fmaX||9‘k)||1)2

z5 HPDM ol (75 , 17l )?
1 2 2 2
= mIIPDMQOéII 16117 (35)

Comparing (33) with (34), we obtain
o' Dy? (M — M©)D 2
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< 8K*VEK 02b0|”90” o/ Dy M© D, 2l
< Csla’ DM(O)M DM<0)04|
1
+ G5l (D MODE = DA MODLE, ol (36)

Consequently, we bound the first part of (27) by the second part of (27). It remains to bound the
second part of (27).

Since Dy, Doy, M ) are all diagonal matrices, we can rewrite the second part on the LHS of
as follows:

1

o (D3 MO Dy D‘%O)M@)D‘%O))a\

1 _1 _1 1 _ 1
= |o DM<0) (M(O))2 ((M(O)) <0)DM2M(O)DM2 Dy (M(O)) )(M(O))2 M(O)a|

1
= |0/ Dyt (M)} Dy D3 = 1) (M) D E

< /\max(DM(mD —1>H( )2 DMm)aH

Mlgg) 0L 5 2
= e | TE 1 10) 2D o
1
= max | —— | -l Do MO D, ol (37
(MO —M)y,
Notice that for any k € [K]
0) M Ocy]
M, _ €k €k
(M©) — M)y el (M(©) — M)ek’

WP(G3, + Gg,u)pek]
e;PG(d)Pek‘

| Pex | ming (|65 1 + 165 113)
[PexlPIG@]
min, 2 (6% [1x + 1165 [1)?
VK| G@|| o
mink(||9(k)H1)2

8v/Kbo|| 011011

(Condition @) > 22 & 16)111)
8VEbo|0ul|1 0]

(22 11901)?
~ 8V/Kbo[0u 11011

(Cauchy-Schwartz Inequality)

v

(Plugging in (33)) >

>4>1 (38)

1

Plugging (38) into (37), we have

o (D3 MO D = Dyt MOD Yol
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SRR o DM<°>M( )DM<0>O“
kk
(MO —M)pr | 1
< 1?61%’((] - o DM(0>M( )DMw)a‘
Cs
— 1705| DM(O)M DM(O)a\ (39)

Combining (27), (36), and (39), we have

~ ~ 1 _1
|’ Ma— o' M©a| < |/ Dy (M — M©)D, 2 a
_1 _1
+ o' (D; 2M<°)DM? — Dy MDD, ol

< Csla’ D2, MO )DM(O)a|

M<0)
+ Csla’ (D MO DT 2—D <O)M< DM@) |

+|o/( WEMODLE - D2 )DM(O)) |
= C5|o/D;f(O)M(O)D_§(U)a|

1

_1 _1
+ (05 + 1)|O/( 2M(0) 2 _ DM%O)M(O)DMZ(U))Q‘

<Cr|aD (O)M )D. (U)a|

+ (C5+1)

2C5
— C’5

\a D2 A )DM(O)a|

M(O)

|o/M<0>a\ (40)

Hence for any vector a € R”,

_ . - . 1-3C ~
lo/Ma| > [’ MOa| — |’ Mo — o MOa| > 1705|a’M(0)a| (41)
—Cs

To conclude, in this subsection, we successfully reduce the noisy case |’ M «| to the oracle case
|o/ M(© . Result will also be used in the proof of other claims.

O

H PROOF OF THEOREM

Theorem 2. Consider the DCBM model where (8)-(9) hold. There exists constant C > 0, such that
Sforany § € (0,1/2), with probability 1 — §, simultaneously for 1 < k < K,

log(1/6) [0 )
nle* gtk (k) '
1011 -minge=, 162701} 1162”1161

() — ¥u(Iy)| < C (

To prove Theorem 2} we need a famous concentration inequality, Bernstein inequality:

Lemma 7 (Bernstein inequality). Suppose X1, ..., X,, are independent random variables such that
EX; =0, (X;) < o?foralli. Let 0> = n=' " | 2. Then, for anyt > 0,

i=1
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The proof of Lemma [7, Bernstein inequality, can be seen in most probability textbooks such as
Uspensky|(1937).

Proof. Recall that for k € [K],

U (M) = (F(AW; L), f(X5 H)),
Ur(lTeg) = (O o), F(EX; T )

Denote v, = f(A®);Tl), v* = f(X;1y), o = f(QF);TTy), o* = f(EX;Tly), k € [K]. Then,
by Lemma 4]

Vi (M) = Y (vg, v*) < (g, Ux) + Y(0k, v")
Y (vk, O ) + (0, T°) + (0%, v")
(e

(Th) + ¥ (vg, Bg) + (0%, 0%)

IA A

Similarly, R o
r(My) < b (Mag) + 1 (vk, O) + (07, v7)

Therefore,

[br (T) = (M| < b(n, B5) + (T, 07). (42)
For any ¢1, ..., o > 0.
P(k € [K], [0 (fl) = ¥e(Tu0)| < 1)
=1 P(3k € [K], [ (Tlr) — ()| > o)

/N

K
> 1= > P(|de (M) — 0l > o) @3)
k=1

By definition of v, ¢y, (I, ), 1 ( b (M) — 9 (Ty)| € [0,7]. As a result,

when ¢ > T,

u) € [0, 7]. Hence,

fi
P (| (M) — 1 (Teg)] > 6 ) =

When ¢, < 7, by (@#2),

< (b0 > Lo arvo7) > Lon)

< P<w(vk,5k) > %m) +P<w(ﬁ*,v*) > %m) (44)

By lemmal[5] when ||vj, — Ox|| < ||0x||

llor — k|

Y(vg, Ug) < arcsin -
[0

Hence, for any ¢ € [0, §),

< sin(¢)||vx[| implies ¢ (vg, Ux) < ¢.
As aresult, for any ¢ € [0, 5), ¥ (vg, D) > ¢ implies ||vy — Dx|| > sin(¢)||Tx||.
Similarly, for any ¢ € [0, T), ¥(v*,0*) > ¢ implies |[v* — 0*|| > sin(¢)|[7*]|.

By definition of ¢y, ¢ > 0. Hence, when ¢, < m, %(/)k € [0, 5). Plugging the above results into

(@4)), we have
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/\

P([e(iTur) — (M) > 1)

P( Uk, Tg) > ¢k)+P(¢(@*>U*)>%¢k)

< B (e — el > sin(Gou) ) + B (o —7*] > sin(50) 2]
(

< P(31 € K] (0 — ] = 7 sin(00) 5]

+B(30 € K], (0" — 50| > %smgm)ua*n)

<ZIP’( = B = = sin( 560 )

* ~ % 1 . 1 ~ %
+§P(|<v =0 2 e sin(on) 97
(45)

Since when ¢, < T, %qﬁk € [0, 5], by Lemma sin(%gﬁk) > %%(b =1 ~¢. Plugging back to ( .
we have when ¢, < 7,

P(wk(ﬂu) — ()| > o)

2K
<ZP( o= o 2 —onlanl) + B0 =00 2 —ael) o

It remains to evaluate ]P’<|(vk — )| > m}?qﬁkﬂﬁkﬂ) and IP’(\(U* — %) > ﬁ(bkﬂf;*ﬂ), which
are illustrated in the following two lemmas.

Lemma 8. Define Cg = o’ When ¢y, > 2/2mC fre sl
. 6 = T6van2 o K2 (VR 1 1)’ k= 22 0P el
. 1 N C k
(100~ 0l = —anlnl) < 2exp (= GoetIof 1ol )
Lemma 9. Define C; = c? . Then,

2V2m2Co K2(VEK+1)

* ~% 1 ~ % 07 2 n*
P17 = 5] = — 1) < 200 (- Crote ol )

The proof of Lemma §]and Q] are quite tedious. We would defer their proofs to the end of this section.

Choose "
log(1 05112
NP (e m
0[] - min{6*, 16,71} 16 [[1[10]]1

Then leveraging on Lemma and@ we have when C > 2v/27 K2,

P(I(k = Bl 2

2 (k)
—=onlinl) <2 (—Cﬁc log(1/)6 |1||e|1>

C2(|6]|; - min{6*, |03}
< 2exp (—Cglog(1/0))
=267 “n
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* ~ % 1 ~ 5 ¢ 02 log(1/9)0"]|0
IP’(|(1; — 0" )| > Di||D ||) < 2Zexp (‘ ; g.( 2 H(kl)|1 >
K C2(|0]|1 - min{0*, [0, [|1}

< 2exp (—Crlog(1/0))
— 95C7 (48)

Plugging and back to , leveraging on the fact that § < % < 1, we obtain when ¢, < 7,
and C > 221 K2,

P(W}e(ﬁu) — i (ILy)| > ¢k) < 4K§% + 4K 597 < 8K§%

Recall that when ¢ > ,

P(\i/;k(ﬂu) — ¢ (ILy)| > ¢k) =0

In all, we have that when C' > 2v/27 K2,

P(mk(ﬂu) — ()| > ¢k) < 8K 56 (49)

Substituting into (43, we obtain that when C' > 227 K?2,

P(vk € [K], [ () — ()| < 1) > 1= 825 (50)

Hence, it suffices to make 8 K2§¢ < §. Choose

1 1 K?
C = max{2V2rK?, \/16\/§7T2C2K2(\/I?+ 0+ Of(;))}, (51)
0
Then Cg — 1 > 10%2252) > 1. Since § < %,
Co—1
§C—1 < (1> oL — = 1
=\9 — 210%2215 ) SK?2
As aresult, 8K25% < §.
Hence, choose C' as in (51)), then C' >), and for any 6 € (0,1/2),
P(vk € (K], |9 () — (M) < ) =16 (52

To conclude, there exists constant C' > 0, such that for any § € (0,1/2), with probability 1 — §,
simultaneously for 1 < k < K,

log(1/5)
1611 - min{o*, 0%],}

0k (Ty) — ¥ ()| < C

H.1 PROOF OF LEMMA [§]

Proof. Whenl € [K],
(@) = (fQWs L)y =0W1g = Y > Qy

i€CpNL jeCNL
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When! € {K +1,...,2K}, define

, then
(B0 = (FOM: ) = 0P () = 3 -0,
zECkﬂﬁjecl
Hence
ol = [ D (@7
1€[2K]
(Cauchy-Schwartz) > —K Z
l€e2K
K 2K
?z > ooy ¥ Tay
I=14ieCxNL jeCNL l—K-&-liECkﬂLjeél
- LY Y ¥ Y
i€CrNL jEL zECkﬂEJEu
1
=% 2 2%
2K i€CrNL jE[n]
1
> ¥ ¥,
2K i€CLNL FECK
1
I
2K i€CLNL FECK
1
(Identifiability condition) = —— Y~ > 0,0;
2K i€CrNL jECk
L gy gtk
=—_16 o)
T 10 1161
1
> fneﬁf”nl min 6©]
(Condition (©)) > o r||e ||1max 164
631110 53
> IO (53
When ! € [K],
(i) = (fF(AW);IDy)), = A1) = Z Z Ay
ieCpNL jeCiNL
Recall that,
(@)= (FOQP; ) = QW1 = Y Y
ieCpNL jeCiNL
So

(on —Tell= > > (4

i€CpNL jeCNL
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When [ € [K]\{k}, since IT;; only depends on Ay, it is independent of A, . Hence, given IT,
ii — S 1 € Cy,N LG € C N LY are a collection of |C, N L]|C; N £| independent random
variables. Furthermore, given f[u, foranyi € C,NL,j€CNL,

E[Aij _ Qijmu} - E[Aijmu} Q= — ;=0

Also,
1< -0 <A —Q; <A <1

So |A¢j — Q”| < 1. Additionally,

var (Aij - Qij) = var (A”|ﬂu) = Qu(l - QU) < Qij
Therefore, denote ny; = |Ci, N L]|C; N L], by Lemmal/]

(|0 = Bl = ——=oulul)

~& [B (100 — 011 = ol il

1 1 -
=EP(— 3 3 (Ay— 90l = ———oullin] )
kL oo jeaine v Kn
2
N e e 1)
1

<2Eexp | — T —
it 2iecine 2ojecine i+ 5 rzenn Okl Okl

2 ~ 2
—Eexp | - op |0k |
2eVE VK Y e, ne 2 jecine Qig + 30k Uk

=2Eexp | — (b% Hﬁk”Z
2V K VK| ()] + 3|0k

Or ol 1
= 2E exp 5 VK 1@l | 1
TVE VK + 56k
o7l okl
<2Eexp | — Y
( 2rVEK (VK + %)

When ! = k, {4;; —; :4,j € C,NL,i < j} are a collection of 1|C,NL|(|CxNL|—1) independent
random variables. Furthermore, for any 4,7 € C,, N L,i < j,

E(A” — Q”) = EA” — Qij = Qij — Qij =0
Also,
1< <A — Q5 <A <1
So |Aij — Q”| < 1.
Additionally,
'U(ZT(Aij — ng) = U(I’I"(Aij) = Q”(l — ng) S Qij
Denote ng, = 1Cy N L](|Ck N L] — 1), we have

(| (v = Tl = ——oullnl)

:P(Ll > > (Aij—Qij)Iz@mnm)

n
Kk iccanc jecint

31



Published as a conference paper at ICLR 2023

e Y @ T P f o)

Mkk ojecune zECkOE
1
<P Y (Ay-0)| 2 el - o Y )
ke 1<jECKLNL \/7 1€Ckﬁ£
1
=P(—| > (A —Qy)> ¢k||vk||_7 > Qn)
<nkk i<jE€CLNL 2 \ﬁ kieconc
1
=E IED(7| > (A — Q)| > ¢k|| kH—i > Qu)lﬂu (55)
"kk  fecine 2 \F Mkk ceone
Notice that (k)
H [§
||9 ANl
. 2 [6%]2
Since ¢ > 22Oy K —
16: 11161
o E 2ok 0
kI Uk| 2 @ Uk
2m W 2mv/Knge |02 111 10]12
CoKV2K ||9 |12 1 P
(By 33))) > T || 1110111
ek 08 |)|6]) C2KV2E
LG
:2”—02)”2
kk
>, 6
'LGC nL
(Identifiability condition) = ¢ Z 62 Py,
Vark? 2nkk i€CLNL
1
=2— ) (56)
2nkk 1€CLNL

Therefore, by Lemma 7]
1
]P( v — 0 >
(v — )i TR

¢k||17k||>

1 1 . -
—eP(——| Y (Ay-9)2 kakaskn el - mmnvku)\m

i<jeCLNL
1
*nkk( il k||)
<2Eexp | — . : 1 4mﬁn
o 2icjecyne $bij 3 (2wfnkk¢k||vk|| Tw AECHNE Q”)
s . (oclonl)’
= exXp | — .
16nvVK mVK - 23 icjecine i+ oA
5 2
e . (xlel)
<2Eexp | — o
167’(‘\/% W\/Ezid‘eckmﬁ Ql] + %Qﬁk“@k”

?? [0 2
=2Eexp | —
( 167V K 7V K |(0p) k| + Eoaon|
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¢2||17k\| 1
=2Eex
%Hf)kll
<2Eexp | — 57
- p( 167VK(nVK + %) 7

Whenl € {K +1,...,2K}, recall
él:{ieu:ﬁi:el_K}

So
(w0 = (FAD: ) =AM () = D0 >~ 4,
i€CkNL jeb,
Recall that R X
(B0 = (SOOI = 20 () = 37 Doy
i€CkNL jei,
So
I(Uk _vk Z Z ij 17

1€CpNL jECl

Since Il only depends on Ay, it is independent of A.;,. Hence, given I, {A;; — Qi 1 i €
CrNL,j € C} are a collection of |Cy, N £L]||C;| independent random variables. Furthermore, given
Iy, forany i € Cp, N L, j € Cy,

E[Aij - Qijmu} - E[Aijmu} Q== =0
Also,

1< -0 <A — Qi <Ay <1
So |A;; — Q5] < 1. Additionally,

var (Aij - Qij) = var (Aij|ﬂu) = Q1 Q) < Q

Therefore, denote 7z = |Cr, N L]|Cy, by Lemma
(| (v = 500l > —— ]
— 5 [P (|00 - o0l = —

Ok H@kH) |ﬂu}

1 N
Yo D (A —y) —m%HvklI)lHu

i€CeNL jeb,

) P(ml

370 ( = ¢k|| k“)
<2Eexp | — - TV K
Ton ZZGCkﬁﬁ E]ECZ QU + 3 TV K ¢kH k”

= 2Eexp

¢2 A )
VK ”\ﬁzzecknﬁ 2 jec, Qs+ 30x[10x |
¢2

xARA 1

2rVK nV/K LU 4 1o,

= 2Eexp

= 2Fexp | ——& 5]
‘ p( 2rVE mVE (o)1l + $én o]
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oo [l
- 2rVK(nVK + %)

In all, for any [ € [2K],

oAl
P(|( v — Uk)i| > \/»%H%H) < 2Eexp (‘ 1677\/?1277\/?—1—;:))

Plugging (33) into (59), we obtain

) 1 S0 (111101
Pl |(ve — > v < 2e —
(o =901l 2 —nllonl) < Xp( 16var CyK2(VE + 1)

C
— 200 (- o101

That concludes the proof.

H.2 PROOF OF LEMMA [9]

(58)

(59)

(60)

The proof of LemmaJ]is nearly the same as Lemmal[g] For the completeness of our paper, we will

present a proof of LemmaJ]as follows.

Proof. Whenl € [K],
(") = (f(X;I0) = X1 = Z X;

jec,NL
Similarly,
() = (F(E[X]: Th)) = E[X]1gy = > E[X
jecinL
So

(" =Tl = Y (X —EIX)))

jeC;NL

When [ € [K], since 11, only depends on Ay, it is independent of X. Hence, given 11, {X; -
E[X,]: j € C; N L} are a collection of |C; N £]| independent random variables. Furthermore, given

Iy, forany j € C; N L,
E|X; - E[X;]|{T| = E[X;|M| - B[X;] = E[X;] - B[X;] = 0

Also,
-1<-E[X;]<X;-EX;]<X; <1

So |X; — E[X}]| < 1. Additionally,
var (X; - B[X;]) = var (X;/1T ) = E[X,)(1 - E[X;]) < E[X}]
Therefore, denote n; = |C; N L], by Lemma

IP’<|(U* — %) > mHﬁ*II)

1
VK
- 1 - -
=5 |P(10" = 1 = — 1)
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1 1
—E [P(—| Y (X;-EX;]I2
n jeanc W\/Rnl

2

L (A onl57])
T 1 1 ~x
w 2jeainc BIX;] + gmd’k”” I

o571 ) ML

= 2K exp

llo* 11
27T\F7T\FZ jeeine B [j]+§¢k5*||>

[l
=2Eex
p( 2r/E mEI )l|+3¢>k||6*||>

- il 1
= 2E exp
2 \/ ™V |(|v *)‘il + %(bk
A Cl
<2Eexp | — (61)
( 2rV K (VK + %)

When ! € {K +1,...,2K}, define
CG={iel: 7 =e_g)}

Then A
(W) = (f(X;1y)) = X1y = Z X;
j€C
Similarly,
() = (f(B[X]; 1)) = E[X]1) = > E[X]]
ji€C
So

(" =) = Y (X5 —E[X)])

jel

When !l € [K ], since II;; only depends on Ay, it is independent of X . Hence, given 11, {X; -
E[X;]:j€ Cl} are a collection of |C; N £| independent random variables. Furthermore, given I,

for any j € Gy,
E[X; - E[X] ] = B[X; || - B[X;] = B[X;] - E[X;] = 0

Also,
-1<-E[X;] <X, -E[X;] <X, <1
So |X; — E[X;]| < 1. Additionally,

Uar(Xj - E[Xj]) - var(Xj|ﬁu> = E[X,](1 - E[X,]) < E[X]

Therefore, denote 7; = |él |, by Lemma

P =0 = ——ul"))
=K [IP’(|(U* — ") > m}?aﬁkllﬁ*\\) ﬂu]
=B |B(21 3006 ~ BRI > —an 7))

j€C
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15 1
2nl(7r Ky

axllo*l))’

i

i 1
W 2jee EXGl + 3 -

1 ~
el

[l

2rVE mVK Y 6, EIX,] + 561 ]157]|

)

oo [ o
2V K mVK|(0%)i1] + $6l|0%]|
oillo*|| 1
=2Eexp | — —
2rVK nv/K U + 1on
ollo ||
<2Eexp | — (62)
2rVK(nVK + %)
In all, for any [ € [2K],
i 1 ) ol 7%
P(|(v* —0%)| > ¥ ) < 2Eexp | — (63)
(I =501 2 ——aulle"l) p( TRV
Notice that
155l = [ Y ()3
l€[2K]
1 o~k
(Cauchy-Schwartz) > J 2—( Z (0%)1)?
1€[2K]
1
= ——| (@)l
2K l€[2K]
1 K 2K
= ﬁ' Z Z E[X;] + Z Z E[X;]|
=1 ]eél I=K+1 jEC
1
= =l SR+ YL
jeL ]GZ/AI
1
= — E|X
57 2 Bl
J€(n]
1
>—— Y E[X]]
2K FEC)
1
=—— Y 0°0; Py
2 JECk
1
Identifiability condition) = — 0%0;
JECK
1
= ——0*||o®
1
> ——0* min ||§0¥
2 7wl o h
1
Condition > 0* max ||0)
( ) > et max |00
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1
> ————0*||0 64
= CGKVAR 0111 (64)

Plugging (64) into (63), we obtain

R Lol
B(I(v" ~ 0] 2 — il |)§2GXP< mwz@mwn;,))

C
= 2exp (—C§¢>29*||6|1) (65)

That concludes the proof.

I PROOF OF COROLLARY[I} 2]

I.1 PROOF OF COROLLARY[]

Corollary 1. Consider the DCBM model where (@)-@) hold. Suppose for some constants by € (0,1)
and € € (0,1/2), I is bo-correct with probability 1 — e. When by is properly small, there exist
constants Co > 0 and C' > 0, which do not depend on (by,€), such that P(§ # k*) < e +

CX I, exp(~Co 6] - minfo", 6] }).

Proof. Let By be the event that qu is bg-correct. Then,

B(j # k)
=Py # k", BS) + (3 # k. Bo)
< P(BS) + P({3k # k", (M) < b (1) . Bo )
< e+ P({3# k", (ve(lh) — ()
(e (o) = e (1)) > (900) = - (Ta) )} Bo)
< e+ ({30 1, () — (1)
[t (TTar) = e ()| > [0 (Tar) — - (B[}, Bo (66)

By Theorem|[I} when by is properly small, By implies that there exists a constant ¢y > 0, which does
not depend on by, such that ¥+ (II;;) = 0 and mings« {15 (1)} > cofBhn.-

Substituting this result into (66), we have
P(g # k™)
<e +P({Elk e

Ve (ITy) — @k(ﬁu)‘ + ’J)k*(ﬂu) - Zbk*(ﬁu)’ > Coﬂql},Bc))
() — ij(ﬂu)) + ‘J}k*(ﬁu) — P (ﬂu)‘ > cOﬁn)
P (M) — ?ﬁk(ﬁu)‘ > %COﬂn)

Un(TT) — (i) > Seof ) (©7)

< e—l—P(Hk £k,

< e—HP’(EIk e [K],

< e+]P’(EIk e [K],

According to Theorem [2] there exists a constant C' > 0, such that for any § € (0,1/2), with
probability 1 — ¢, simultaneously for 1 < k < K,

i (Thy) — e (ITeg)| < € ( og(1/9) . _lo21P ) |

. k k
16111 - min{e<, 6971} 169711161,
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TakeC’oz%,
_ _ 2 i * ; (k)
5= exp((~Cof 6] - min{ 6", min 9] })
Then
. . k
log(1/9) tog (1/ exp(~Co2 0]l - min{ 0%, mingerey 68711} ))
B = B A
1611 - min{6*, |6%7]11} 1611 - min{6*, |6%7]11}
. | Cosilels - min{o", mineerr 161
= A k
16]]: - min{6*, |69 1}
1
SECOBn (68)

On the other hand, take cs in condition @) properly small such that c3 < g%, then according to
condition (9),

1622 1
ORI <C- 03671 < gcoﬂn (69)
10111110111

Combining (68) and (69), we have

k
log(1/9) 16512
¢ NN S ISR (S) <
16]]: - min{6, 65 ]} 1169 (1611

Co ﬂ n

Therefore, when § < %, by Theorem with probability 1 — ¢, simultaneously for 1 < k < K,
Aa . 1
[r(Iyy) — ()| < gcoﬁn-
As aresult, when § < 1,

P<3k € [K], [t (ITy) — Q&k(ﬂu)‘ > %COBn) <9

When §

bl

vV
=

. P 1
P(3k € (K], [¢(Tlu) — ()| > seofn) <125
Hence in total, we have

P(3 € [K], [ve(iTer) — ()| > éco/sn) <2 (70)

Plugging (70) into (67)), we obtain
P(j £ k*) < €+ 26

=€+ 2exp(—0062\|6‘||1 . min{@*, krél[ilr(l] ||953k)H1}>

K
<e+2> exp(—CoB2llolly - min{o, 6871} ) (71)

k=1

Choose C' = 2, we obtain

K
P(j # k) < e+ C Y exp(=CoB2lol)y - min{o”, |0, })
k=1
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To conclude, when by is properly small, there exist constants Cy = % > 0and C = 2 > 0, which
do not depend on (b, €), such that P(j # k*) < e+C 2K | exp(—coﬁgueul -min{¢*, 6% Hl})~

O

1.2 PROOF OF COROLLARY 2]

Corollary 2. Consider the DCBM model where (@(@) hold. We apply SCORE+ to obtain Iy, and
plug it into AngleMin+. As n — oo, suppose for some constant qg > 0, min;cy, 0; > qo max;cy 0;,

Bullbull > qor/Tog(n), B2]|011,0* — oo, and B2 10y ming{[|6%7||1} — cc. Then, P(j # k*) — 0,
so the AngleMin+ estimate is consistent.

Proof. By Corollary [2] let € be the probability that I1,; obtained through SCORE+ is not by-correct,
then

K
P(j # k") < e+ C Y exp(—~CoB2l6] - min{6”, 021}
k=1

Since 32|6]|16* — oo, and 82|60y ming{||6% |1} — o,
K
_ P k
> exp(~Cof2l0lly - mingo*, [68]11}) — 0
k=1

By Theorem 2.2 in |Jin et al.|(2021)), when qq is sufficiently large, min;ecys 6; > go max;ey 0; and
BrllOull > go+/log(n) imply that e — 0.

Hence, in all, we have P(§ # k*) — 0, so the AngleMin+ estimate is consistent. O

J PROOF OF LEMMA

As mentioned in section |D} in the main paper, for the smoothness and comprehensibility of the
text, we do not present the most general form of Lemma [2] Here, we present both the original
version, Lemma@ and the generalized version, Lemma|2|'_'|below, where we relax the assumption that
1051 _ 16y s
1621~ 165 I
which only assumes that ||#(1)||; and [|#(?)||, are of the same order.

Lemma 2. Consider a DCBM with K = 2 and P = (1 — b)Iz + bl21%. Suppose 6* = o(1),

= 1 to the much weaker assumption: the first part of condition (9) in the main text,

. ) )
— s =0(1), 1 - b=o(1), “952) l “"l@ s — 1. There exists a constant ¢4 > 0 such that
ming [0 |1 N0z71 116 I

. e 1-bv2
inf (Risk(§)} > ex exp{ ~2[1 + o(1)) == - 0 (I0clls + ] . (12)

where the infimum is taken over all measurable functions of A, X, and parameters 11z, Iy, ©, P,
0*. In AngleMin+, suppose the second part of condition @ holds with cs = o(1), 11y, is by-correct
with by 2 0. There is a constant Cy > 0 such that,

W0 o (U0l £ Il
3 1027+ 16wl

Lemmaf. Consider a DCBM with K = 2 and P = (1 — b)I + bl51}. Suppose 1 — b = o(1).
There exists a constant c4 > 0 such that

Risk(j) < Cyexp{ —[1 — o(1)] (13)

(1-0b)
8

where the infimum is taken over all measurable functions of A, X, and parameters .z, 1y, ©, P,
0*. In AngleMin+, suppose conditiotholds with c3 = o(1), 8* = o(1), 0

; A =
miny, 6% |,

inf{Risk(7)} > csexp{~2[1 + o(1)] 6 (10l + ol 75)

0(1), Hz,{ is

39



Published as a conference paper at ICLR 2023

Bo-correct with BO “%°0. There is a constant Cy > 0 such that,

Risk(j) < O 1o 1= e ! (6"
1S ex — — 0 .
Y= taexb 8 DL 10210
W13 +10571)2 U6 13 +165113)2
" i~ 100 16
When conditions of Lemma [2hold, conditions of Lemma[2[|hold. Also, with ”9(52) T ”91(42) T
Il w1

assumed in Lemma 2} the results of Lemma 2] imply the results of 2] Therefore, it suffices to prove
the generalized version, Lemmagﬂ

We prove the lower bound and upper bound separately.

J.1 PROOF OF LOWER BOUND ([73)

Proof. Let P() and P(®) be the joint distribution of A and X given 7* = e; and 7* = e, respectively.
For a random variable or vector or matrix Y, let IP’%,1 ) and ]P’§,2 ) be the distribution of Y given 7* = e,
and 7 = ey, respectively.

According to Theorem 2.2 in Section 2.4.2 of [I'sybakov| (2009),

inf{Risk(7)} > 2 £ (1 /H2(B0) B@)(1 — H2(BD), B2) /1))

1 2
—1_ \/1 - (1 _ 5H2<1p>(1),19><2>>)

1= (13- e )

1, 1 2
=3 (1 - 51—12(19><1>,IP><2>)) (76)

where
2
HQ([P(D,P(Z)) — /(\/d[p(l 4 /d[p)(2))
is the Hellinger distance between P(!) and P(2),

As in Section 2.4 of Tsybakov| (2009), one key property of Hellinger distance is that if Q') and Q(?)
are product measures, Q(1) = ®f\;1(@§1), Q® = ®Z‘J\L1Q§2), then

(2)

HQ(Q(”,@(Q))=2(1—1]_V[(1— HZ(@E;),Qi H) o

i=

Notice that for k£ = 1, 2, since according to DCBM, A, X, ..., X, are independent,

P® =P x @7, P} (78)

Combining and (78), we obtain

Hz(]p(l)’pm)) — 2(1 _ (1 — }w> ﬁ(l — HZ@P%)’P()?})» (79)

Given m* = e; and m* = e5, according to DCBM, the distribution of A remains the same. As a
result, H2(PY) P&)) = 0.

On the other hand, for k = 1,2 and i € [n], according to DCBM model

IP’E?} ~ Bern(0*0; Pyy,)

40



Published as a conference paper at ICLR 2023

where k; is the true label of node 7.

As aresult,
H2 P(l) ]P)(Q)
)
2
2
=1- 2 [(\/9*9 Prx, — \/070; Py, ) (VI=00:Pu, V1= 0°0:Par, ) |
= /070, P11,,0°0; Por,, + /(1 — 070, P11,,) (1 — 0%0; Pay,,) (80)
For z,y € R, denote g(z,y) = log(zy + /(1 — 22)(1 — y?)).
(%) PY))
Then, 1 — ——5— = expg(\/H*HiPlki, \/9*91-P2k1.)
Hence, by (79)

(1) m(2) n 2/m(1) m2)
_ EHZ(]P’(U IE”(Q)) _ (1 _ H?(P, ', P, )) 1 H (PX“]P)Xi)
2 )

2 . 2
=1
=exp »_ g(y/070:Piy,, \/070: Pay,) 81)
Substituting (8T)) into (76), we obtain
inf{Risk(g)} > 1exp( Z (\/0%0; P11, /0%0; Pay, )) (82)
Y =1

To reduce the RHS of , we need to evaluate g. The following lemma shows that g(z,y) =
1 2

—z(z—y)*
Lemma 10. Suppose that 0 < z,y < a < 1. Then,
1

2l

g(x,y) 2=

Proof. We first prove a short inequality on log. For z > 0, define g3(z) = log(z) —

d (2) = 11 z-1

2PV T T AT
Therefore, when z < 1, - 4-93(2) <0, g3(2) is monotonously deceasing, hence g3(z) > g3(1) = 0;
when z > 1, &L g5(z) > 0, g3(2) is monotonously increasing, hence gs(z) > gs(1) = 0.

In all, g3(2) > 0, so
—1
z (83)

log(z) =

Since z,y € [0, 1], we could define ¢, = arcsinz € [0, 5], ¢, = arcsiny € [0, 5]. Then,

9(x,y) = g(sin ¢z, sin o)
= log(sin ¢z sin ¢y + \/(1 — sin? ¢, )(1 — sin? (by))

= log(sin ¢, sin ¢, + cos ¢, cos ¢y
= log(cos(¢s — ¢y))
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cos(¢y — ¢y) — 1
BYED) = = con(or — o)

_94in2 (@2— %)
= oos( = by)
4sin? P2 %
- ; (sin ¢, — sin ¢y) cos(@gl— by) (sin g —sin¢,)*
1 4Sln2 (m ¢u) 1 9
T2 (2sin (% ) cos (%;%) )2 cos(¢z — dy) (e=1)
1 ) 1

(84)

cos(|hy — oy |) cos? Letos)

Oyl W € |0, arcsin a]. Plugging

Since z,y € [0, al], ¢z, ¢y € [0, arcsin a].As a result, |, —
this result back into (84), we have

1 ) 1 1 )

> —(a - =- - 85

9(@.y) = 2 (@=y) cos(arcsin a) cos? arcsin a 2(1 — a2)% (z =) ®5)

This concludes the proof. O

Back to the proof of lower bound . Define 6¢ = \/9* (maxie[n] Qi) (max{1,b}), then for any
ke {1,2},i € [n], \/H*GiPkki < 0°. Therefore, applying Lemmain , we have when 6% < 1,

inf {Risk(7) % ( 7( P - W*f)iszi)Q)
el Sy
el oy B0
- e(~ eyt W )
- ge(- 21+f T e+ ) o

Since 0* = o(1), b = 1 — o(1), and by DCBM model, max;c[,) 0; <, we have 0% =
\/*(maxie[n] Gi)(max{l,b}) = o(1). Since b = 1 — o(1), (1 + vb)?> — 4. Therefore,

———34 =1 0(1). Substituting these results into 1@) we obtain
(14+V)2(1-(89)2) 2

1 1—-10)?2
it (Risk(3)} > 3 exp{ 21+ o) S 0ok + o)} @D
This concludes our proof of lower bound , with ¢y = %
O

J.2 PROOF OF UPPER BOUND (767))
Proof. When K = 2, Risk(§) = P(g = 2|7* = e1) + P(§ = 1|7* = ez). The evaluation of

P(g = 2|7* = e1) and P(§ = 1|7* = ey) are exactly the same. Without the loss of generosity, we
would focus on P(j = 2|7* = ey).
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Recall that in the proof of we define v, = f(A®);IIy), v* = f(X;1Iy), 0 = F(QF);1T,),
7 = F(EX;TIy), k € [K].

We have
P(j = 2|7" = e1) = P(sp(v2,v") > (v1,v")|7" = e1)

* *
( <ii ’U2> > <’L:< 7Ul> - el)
lv* ozl = llo*{[flval

V2 U1
e (2 i) 20 =)
2l floall

~

(88)

Recall that in proof of Lemma I@ we define Cj, = {lieUU:7;=ep—r}k=K+1,..,2K. Let
w= Since when [ € [K],

Hvzl\ Hvlll

(W)= (F(X; ) = X1y = Z X;

JjecNL

;whenl e {K +1,...,2K},

)= (f(XiTh) = X1 = Y X;

j€C
we have
P(y =2|7* =e1) (Zwk Z X+ Z wkZX >’7T —61)
1€CrNL k=K-+1 1€Ck
:P(Z 3 wi(X; — EX;) Z 3 wn(X; —EX;) >
k=1i€CinL k=K+1;c¢,
K
*Z Z wirEX; — iw*:el)
k=1i€CLNL k=K+1icc,
K 2K
SIP(‘Z Z wp(X; —EX;) + Z Zwk(Xi_]EXi) >
k=1i€CiNL k=K+1;icC,
K
> 7= e1)
k=1i€Cinl k=K+1ie¢,
{(‘Z S wi(X, — EX,) Z 3w (X — EX)| 2
k=1ieCrNL k= K+116Ck
K
> ) e
k=1i€CrnL k=K+1 e,

Since A and X are independent and for k € [2K], wy, is measurable with respect to A, given A,
{wp(X; —EX;) 1 k € [K],i € C NLYU{wi(X; —EX;) : k € 2K]\[K],¢ € Cy} are a collection
of independent random variables. Also, for any k € [2K], i € [n],
Furthermore,

-1<-EX; <X, -EX,; <X; <1
So |wk(X; —EX;)| < maXge[2K] |wg|.
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Additionally,
var(wy(X; — EX)|A) = wivar(X;) = wiEX;(1 — EX;) < wiEX;
Let «
1 1 -
-~ | = w5l
k=1i€C,NL k=K+1iec,
(Z Y wiEX; + Z Zw,%]EX) (wowv>
k=1i€C,NL k=K+1jec,
where w o w is defined as (w?, ..., w3y ).
Then by Lemmal[7]
P(j = 2|n* —61<E{ (*’Z 3 w(Xi —EX,) Z 3 wn(X; —EXy)| >
k=14i€CrNL k=K+1ic,
1K 2K
LY S wExs 3 3 wex)|ar —a)
k=1i€C,NL k=K+1ec,
L2
<2Eexp | — 1 2
0% + 3 maxgear] (Wit
1 2
1,
=2Eexp | — — 12< ) — (90)
(wow,v*) + 3 MaXpe[2K] |wg||{(w, 0*)]
2 llog7)?
By Lemma (8] when ¢ > 221 Co K ———,
16,7 111116111

- 1 - Co 9 ,(k)
— > < ——
P’(|(v;C U )1| > - ﬁKqSHka) < 2exp< Cz¢ 16711111011

Take
2 o* 0.25
= max{2\/§7ngK2|(|k)L7”, 11— b\(—(k)) }
||95 ||1||‘9H1 mMiNgeK) ||‘95 ||1
. (k)
Then because —————7— = o(1) and by conditionH ‘(l,ffi“z < 38, = of ), we have
minge(x) [0 1 02 llaloll
= o(|1 = b|). Also,
P(ak € [K].1 € [2K], (s — 00| > ——ol5s])
™K
< — >
‘k%le%;f( vg — )| \Fasnvkn)
k
PIP> 2exp (— a0 Ll
K] l€[2K]
A 05 00,
-3 Y 2ew (—Ciu—b)?( : e e e A (]
ke[K] 1e2K] minge(r) [0z (11 mingex |0, 11
1
< 2 - _ 1\2p*
< 4K exp( L 1011)
< inf{Risk(§)} 1)
]
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Hence, we can focus on the case where for all k € [K|, [ € [2K], |(vi — Uk )1] = o(|1 — b])||0k]|-
Until the end of the proof, we assume that we are under this case.

We first evaluate (w, *). Let & = 2 — 2L Then,
I A
- o U2 U1 U2 U1\
[{w, 0%) = (w,0%)| = [{(7—=7 = - (=7 — =)
7 7 lvall - Hloall™ T2l (5wl
~ Vg 172 (%1 771 o*
= [lo™1 - [{C ) — )|

EIRRE lodll Tl Tioe]]
— [5°)] (cos vn, 5°) — cos (B2, %) — (cosb(ur, 5°) — cos p(r,5°))
w(v271~}*) - ¢(772777*) sin w(U%@*) + w(ﬁ27ﬁ*)

= [[o*]| - | = 2sin 5 !
+ 25in YT - LICTUINRCICTED) ;w@l,ﬁ*) |
< 2||5* - sin |9 (02, 0%) giﬁ(ﬁz,@*)l i Y (02,7) er W (s, %)
+ 2[5 - sin [ (vy, %) gw(ﬁl,ﬁ*)\ i (1, D )_;¢(U1, )
(By Lemmafl) < 2] | -sin P1502) i 20002000 E 0022
42 sin L0 gy 200000 L0, ) o)

Since 7* = 1, by — 0, by Theorem Y(01,0%) = tp1 = 0, Y(02,0%) = 3 > cofn = co|1 — bl
On the other hand, that for all k£ € [K], [ € [2K], |(vk — 9k)i] = o(|]1 — b])||Ux]| indicates that
vk — Dl = o(|1 — b])||||. By lemma 5] this implies that ¢(vi,91) = o(|1 — b),k = 1,2.
Therefore,

[{(w, o) — (w0, 0%} < o(1) - 2|07 sinM sin ¢(vq, 0%)

= o(1) - 2/|5" | sin W“’;’@*)gsm Wgﬁ*) w(fg@*)
= o(1) - " sin? LT g V2T

< o(1) - ||5*]| sin? @

< o(1) - [|5*[|(1 — cosb(da, 7))

= o(1) - [[77]|(cos 1h(D1,7") — cos(D2,7"))

— o(1) - 15* 171_172’17*

=o(1) - (—(w,v"))

< o(1) - |(w,5")] .

Therefore, (w, ™) = (1 + o(1))(w, 17*)

Let Nkl = Zm:ek,iri:ez 9 Let:u’ = He k)”l’a € {E Z/[} ke [ ] Then,
Uy = M(l)(ﬂﬁ ab,u[, aﬂu) — T2 + b, bﬂu + iz = biy)
Uy = M(Q)(bﬂ,(cl)a M,(r,z)a bﬂ(l) — bz + 121, Ng) + bz —721)

vt =0" (/J’Lll)ab,u[, a,U/Z(,{) — M2 +bn21’bul(/12) +me — b’l721)

Hence,

—<w,@*>:\|@*||( (007)  (0207) )

[oullllo*]l e flllo]
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1912|921

_ 2
— |I5"| (1 - \/1 — (1 - 222 @fww) 94)

where

= () + (i) — ma)? +

Ty = (32 + (1)) — mo1)? + 0

()

I3 = (MS) —m2)n21 + (pg” — M21)M2

Notice that
|7\ T, — 4T3 — << O+ (P (E? + ()
< ()2 + () + (WD) + (i) (s + 31
+ 22 ()2 + (])?) + 2021y (122 + (i)))?)
+ 4T3
< () + (i) + (WD + (V) (mz + 11)?
20101y (BE)? + (i) + 2y ()2 + (1))
+8( (1)) 31 +8(Mz(42))27712
<0113 (2 + m21)® + 2(10[13 (12 + n21) + 8[16]13 (12 + 121)?
< (953 + 2bo) 164

= o(1) - |04 (95)
On the other hand,
1
() + (i Y WED + ) = 0 + g )i+ i]))?
1
= 16O 1607
1
— 2 min o2 gk) |12
7 i 10Y117 max 10411
1
(By condition (9)) > 4702 &I?KX] 163
> 640 1oy
(96)
Therefore,
T, — 472 = (1 + o(1) (1E)2 + () (1) + (15))?)
Similarly,

01 [|%]| D2 |2 1 1 2 2
(ﬂ<13|)|2|(|u<2||>)2 = (1 o)D) + (1) + (WD) + ()2
L L

15711 = (1 + 0(1)8"/ (12 + ()2 + (1P)2 + (uP)2
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Therefore,

(€5) (1)

)?)

e ()2 + (g V) () + (o
—(w,0") = ||v 1— 11— (1+0(1))(1—02)2 1 1 2 2
(@0 = 1] J ot o = O L T Dy + (a4 (P

! : () + () () + G)?)
L o 9 _p2)2 L U L U
2 0 R+ @+ s
a1 4 (10 (1 — b2+ G P + (1))

)

2

(97)
1 1 2 2
(G 4 (g2 + ()2 + (gt
We turn to (w o w, 0*).
Denote that
N 1
U= M(l)vl = (M(gl),b,u(gz)a,uz(,}) — 2 + b7721,b,uz(42) + 112 — bnar)
L
N 1
Uy = pvz = (bu(j),uf),buz&l) — b2 + 7721,,111(42) + bz — n21)
L
One simple but useful fact is that |21 ||, || #2]] = O(||f]|1). The reason is that for k € [K]
~ ~ 1 2 1 2
17l = OlZ]l1) = Ol + bp + iy + b)) = O(1911)
Notice that
by = bMZ(}) —bma+na1 Ml(}) — M2 + bn2y
(2] (2]
1 1 1-b, @
= (b)) = bpa + o1 ) (e — ——) — —— (11} — M2 — 71
u AN e P s
buy) —bmz+men . ol 1-b
=— = 1— =) — =iy +o(l—0b)
(1] 2ol " o] 7
bty — bz + 12 152 = )2 1=b @
=— - 1—/1— _ — ———py +o(1— (98)
[RAl 1722 [[o9]] 7Y
Since
1721 = 7112 = (1 = b2 ((E))? + () = m21)? = (UZ))? = (1)) — m12)?)
= (1= ) () + () = (W) = () +o(1) - [013) (99
‘We have
b)) +o(1) - 0] 1 2 2 1 1
N s (1= (W) + () = (1) = (i) + 0(1) - 16113)
17|l |72
1 - b (1)
- — +0o(l—-0b
et et
1—b (2)2+ 2)\2 /(D2 (D)2
R (1 W)+ )||a ”gu[; St 770 BT (100)
1 2
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Since forall k € [K],1 € [2K], |(vix — T )i| = o(]1 — b|)|| k||, we have |wy, — Wi = o(|1 = b]), k =
(1))2

@)y2., 2, (12
1,2, ..., 2K. Hence, denote y = £ Py )" (g 0" =Gy )° e obtain

ll7=1

1-0b (1)

ws = =yt (1+7) +o(1-b) (101)
Similarly, we can show that
1—-0
W == pP(1+7) + o(1 - b) (102)
ws = == 2uD (1= 5) 4 01— b) (103)
72|
1-9b
ws = oty (1= ) +o(1 =) (104)
As a result,
(wow,v")
= Y Z o || — (=1)%y) + o(1 = b))20" uF)
ae{L U} k=1
— (—1)k4)? (ue)?(1 = (=1)%9) 5 u)
1 — b + 20(1 —~ +o(1
2 Z( Tl S A SATAE
ac{LU} k=1
(105)

When ||0]|; = o(1), the bounds and (76’ both become trivial, so we can focus on the case
where ||0|; > O(1).

() ()
In this case, W < 0(1), ﬁ < O(1). On the other hand, for k € [K],

k k k
(1) (u)* + ()’

A 7% 12

W Py
4|2

_ o™

AR
minge (g |03

- 4|7 ||?

(k)13
maxge ) [|04)]|?
B > —

By @) = = a5, 2

ac{L,U}

(Holder Inequality) >

10]1%
~AKSCS |72
> 0(1) (106)
Since 1 — v and 1 +  cannot be both o(1), we have
K , (k
Z Z ()3 ( (2*1)16’7)2 > 0(1)
ae{Lu} k=1 ””’“H
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Therefore,

K 0 ()\3(1 _ (_1\kn)2
(wow,7*) = (14 0(1))0*(1 — b)? Z Z(““ ) (1~ (=)™)

= (1+0(1))46%(1 — b)?

B+ D)+ ())D? + (8 + ) () + (u))?)?
(e + (g + (W) + (7))

107)

y (101) (102) 1 ), maxyc2x] |wr| = O(1 — b) = o(1). Substituting this result together
w1th 97) and l l 1nto | we obtain

P(j=2|7" =€)

(1 - b)2 * 4
=2 —(1—o(1 . 1
exp | =(1—o(1)) 8 10113 +1108 113 16213 +165113 (108)
W12+ 712)2 T (62 12+11612)2
Similarly,
P(j = 1|7* = e3)
<2 (1—o(1)) (L= A (109)
ex — — 0 .
P 8 D1, 1021162
WLV 12+165712)2 T 6P 12 +116712)2
Therefore,
Risk(j) < 4 (1—o(1)) (=07 4 (110)
1S ex — — 0 .
b) = 2P 8 0 113+105 113 10 13+165 13
W1+ 7122 T (16212 +16512)2
Taking Cy = 4, we conclude the proof. O

K PROOF OF THEOREM [3]

Theorem 3. Suppose the conditions of Corollary[I) hold, where by is properly small , and suppose
that 11y, is by-correct. Furthermore, we assume for sufficiently large constant C3, 0* < C%, 0* <

mingexj C’3||9(Lk)||1, and for a constant ro > 0, mingx{Pr¢} > ro. Then, there is a constant
Gy = C2(K, C1,Ca,Cs,¢c3,70) > 0 such that [—log(¢éaRisk(y))]/[— log(infz{Risk(7)})] > éo.

Proof. On one hand, for any k, k* € [K], k # k*, using exactly the same proof as in Section we
can show that when C5 > C1,
inf(P(g = k|ln* = ex+) + P(g = k*|7* = k))
¥

n

(22—21_7%(\/0 0;Per, — \/070, Py k) ) (111)

1=1

l\D\»—~

where k; is the true label of node 7, 8¢ = MaX;e ] MaXpe[K] /0*0; P,. According to DCBM
model and condition , e < C% Hence take C5 > /2C}, then

inf{Risk(§)} > _max inf(B(j = kln* = ex-) + PG = K'|n* = ex)
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>  max }iexp( 2\[2(\/90]3% —\/GGPkk))

k#k*€[K

1 N . 2
= S exp(—2v20 Juin ; 1091 (VPa = VPer) ) (12)

Let By be the event that T is bo-correct. When inf;{Risk(§)} is replaced by the version condi-
tioning on By, since X and A are independent, and B, € o(A), conditioning on By or not does not
affect the distribution of X. On the other hand, for any k, k£, since 7* does not affect the distribution
of A, the distribution of A|By, 7* = ey, and A| By, 7* = ey~ are the same, so their Hellinger distance
is still 0. Hence, all the proofs in Section{J|and above remain unaffected. In other words, one does
not gain a lot of information from Bj.

On the other hand, notice that proof of Theorem [2still works conditioning on By. In other words,
there exists constant C' > 0, such that given By, for any § € (0,1/2), with probability 1 — 4,
simultaneously for 1 < k < K,

[e(TT) — ()] < © ( og(1/5) 0PI ) |

. k k
1611 - min{6*, 1611} 1697111611

Define Bk = ¢k(f[u). Replacing ¢y 3, by B, and replicating the proof of Corollary, we can show

that
K

~ * * ~ Co 5 . *
P # '|Bo.7" = cie) < €3 exp( "z B0l - min{o”. [0 ,})
0

Since 0* < mingegr) Cs 1087 1. min{6*, 0571} > min{1, & }6*, therefore,

K
P() # K| Bo,m" =€) < O exp(— 2mm{l G VB 611) (113)

k=1

Recall that in (20) of Section[G] we show that

B = () > 1/ (ex — ex+) M (e, — epe
B = i) = 4/ ( ) M( ) (114)
By Lemmal|f] denote
2 2 Hf)u\ll
Cs = 8K*VKC2by 1l (115)
Suppose that C'5 < %. Then, for any vector o € R¥,
. 1-3Cs ~ 1, -
where recall that in Section[G] we define
MO = P(Gfm + GZ,M)P
Dy = diag(M, .., M%), and M, M® = D, 2, MOD, 2
Hence, when by is sufficiently small,
32 Iy 1 1 77(0)
Bic = (ex — ex=)' M (e, — ep) 2 §|(€k —ep) M (e, — ep+)
MO
2 -
=3 o Mae (117)

0) 0)
N
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Define \; = ||0g)||§ + HHZ(/PH%,Z € [K]. Then,

K K
M. =3 NPuPie = > A PuPi
I=1 =1

M) = Z A PPy = Z AP

MO, ZAlPk (P = ZA?P,?*Z
=1 =

Therefore, plugging the above result into (TT7), we have

)
kk k k*
2 >y AP Pt

3
m NPEYE 2P,

K K K
_ Z 1 _ (21:1 )‘IQPle)(lel )‘ZQPkZ*l) - (21:1 )‘lzpklpk*l)Q
- K K
K K K
1 (lel )‘lzplgl)(lel >‘Z2Pk2*l) - (Zz=1 )‘ZQPk'lPk*l)2 (118)
= K K
3 (i PR (i AP PRy
Notice that
K
AT ST SR
=1
= > NMN(PuP.j— PgPi)’
1,ie[K]
> N NN (PuPiek — PekPie1)? + > AN (PuPieir — Page Pie1)?
le[K] le[K]
(Identiﬁcation COHditiOIl) = Z )\12 (Ai(Pkk*Pkl — Pk*l)Q + /\%* (Pkl — Pkk*Pk*l)2>
l€[K]
1 2
(Cauchy-Schwartz) > Z )\%ﬁ (Pkk*Pkl — Py« + Py — Pkk*Pk*l)
vy
le[K] A} Z,
1
= Z N1 1+ P )*(Prt — Pie1)?
le[K] A + z,
1
=z T T Z AL (P — Pe1)?
minggx) A mine(x) A} 1€[K]
1
== N N (Py — P 119
2lrél[%n] l%:{] i (Pot — Peer)? (119)

Substituting (TT9) into (TT8), we have

B 1 minge (] AF 2oe s AT (Prt = Pet)?
=

6 (El:l )\ZQPkQZ)(Zl:I )\IQPI?*I)
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1 mingeqr) A7 X e ey AT (Prt — Peet)?

(By Condition (8)) > — = (120)
6CY OIEP I
On one hand, by Cauchy-Schwartz inequality,
l l
A= 10D13 + 108013
1. a !
> S U621 + 167 1)?
1
= 5\\9“)H? (121)
So
1
in \? > ~(min ||0?],)?
mmin A > Q(ZIg[lKn] 10°7111)
1.1
(By Condition (9)) > 5(52 max 10D]1)?
1,1
> = (—— [|0]]1)?
> 2(K02 10[]1)
1
= —|19|]?
el (122)
On the other hand,
K K
l l
SN =D + N6 1)
=1 =1

K K
l l
<O 1691+ S 116102
=1 =1
=613 (123)

Plugging (TZ1), (122), (123) into (I20), we obtain
32 > 1 mingepr) A Xiepg AT (Pt — Piet)?
~ ey (i 72
1 ﬁllﬂllf > lelK] S10DN3 Py — Pyer)?
~ 6Ct (ene)?
1 Sieir) 16D1F (Pt — Pier)?
24K2C{C3 19113
Lt w100 S 1001 (P — V)
T 2UKE0ICS 1011 (v/Prt + v/Pe-1)
(By @), min{ Py} > 7o) > ! C% maxiex) 167l 2ielK] 16D (VPet = v/ Pie1)?
kAl 24K2C1C2 16122+/70
o1 w20 Eie 1091 (VP — VP
T 24K7C1C3 16]132+/70
_ 1 2 ieK] 10Dl (v Prt = v/ Prei)?
48\/ro K3CC3 160111

(124)
Substituting (124) into (T13), we obtain

K
e . Co o 1z,
B(j # K| Bo, 7" = ex-) < €'Y exp(——y min{L, -} 32670l )

k=1 0 3
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K K
< C*Zexp(—cse* S 16D (vPra — \/P,mﬁ) (125)
k=1 =1
Where Cg = %‘:mln{l, é}m = min{l, C%}W’W
As a result,
1 C 1A
F7cz Risk(9] Bo) = CK2 ZPy#k |Bo, 7" = ex-)
kx=1
K K
= Kz Z C) ex (_089* Z 16V 11 (v/ Pra — \/Pk*z)z)
kx=1 k=1
= K2 Z Zexp( CSG*ZH@U (VP — /Pret) )
kx=1k=1

<  max exp(—CgG* Z 10D]1 (v Pra — v/ Pk*l)Q)

k#k*€[K]

ZII 01 (v/Prt — v/ Pe-) ) (126)

= ex
(0" i

Comparing (T12)) and (126), we have

_log(ch2 Risk(§|By)) > log(2) + CsT
— log(infz{Risk(7)}) log(2) + 22T

(127)

where 7 = 0* ming_,p-c (k] Z{il 1011 (v/Pr; — v/Pix;)? denotes the efficient information in the
data.

Notice that since Z > 0, when Cg > 2v/2 log(2)+CsT > 1; when Cs < 2v/2 log(2)+CsT

> log(2)+2v2T > log(2)+2v2T —
log(2) +CgI
W =3 f Therefore,
_log(chlesk(gABo)) S lo (2)+CSI min{1 Cs } (128)
—log(infg{Risk(7)}) ~ log(2) —|—2\[I 22

Take ¢y = mln{l, 2\[, 2CK2 }. Then é; only depends on K, Cy, Cy, Cs, c3, 10 (recall that both Cj
and ¢ only depend on K, Cy, Cs, C3, c3, 79, and C = 2), and

— log(éaRisk(g|Bo)) _ —log(za7=Risk(9]Bo)) , Cs ~
> > 1, —=1}> 129
loglinfy (Risk(3)}) © —loglmfy(Risk(@)) -~ otz (129
This concludes our proof. O

L PROOF OF THEOREM [4], [3]

L.1 PROOF OF THEOREM 4

Theorem 4. Consider the DCBM model where @ hold. We apply SCORE+ to obtain ﬂu\{i}
and plug it into the above algorithm. As n — oo, suppose for some constant gy > 0, min;ecy 0; >

go maxsers 03, Ball0ul > qor/1og(n), 52|61 minew 6 — oo, and B26]|; mink{nﬁz’“)nl} - 00,
i

Then, |71\ Y icu P(Ji # ki) — 0, so the in-sample classification algorithm in section|3|is consistent.
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Proof. Leti* = argmax;cy P(J; # ki). Then

ﬁ ZP@Z # ki) <P(gir # kix)

icU

Notice that the assumptions of theorem ] directly imply the assumptions of Corollary [2] when taking
1" as the new node. Hence, regard ¢* as the new node and leveraging on Corollary [2| we have

P(gi« # ki=) = 0

Therefore,
1
iU
In other words, the in-sample classification algorithm in section [3]is consistent. O

L.2 PROOF OF THEOREM[3

Theorem 5. Suppose the conditions of Corollary[I|hold, where by is properly small , and suppose
that ﬁZ/l\{i} is bg-correct for all i € U. Furthermore, we assume for sufficiently large constant Cs,
1. log(|U]) < C5B7 10l miniey 0, and for a
constant rg > 0, ming2e{ Pye} > r0. Then, there is a constant ¢o1 = é21 (K, Cy,Co,Cs,¢3,79) > 0
such that [— log(é21Risk;ys(9))]/[— log(infg{Riskins(§)})] > €21, so the in-sample classification
algorithm in section[3)is efficient.

1 . k
maX;ey 91 S T3’ maX;ey 91 S mmke[K] C3||9(£)

Proof. For i € U, define individual risk Risk(5;) = >y« (s P(5i # k™[ = ep+). Then the
in-sample risk Risk;,s(g) = ﬁ > icu Risk(g;).

The minimizer of Risk;, (%) may not exist, so we define §(*) to be an approximate minimizer such
that Risk;ps(7(?) < 2 inf;{Risk;,s(7)}. By the definition of infimum, such 79 always exists as
long as inf;{Risk;,s(y)} > 0. Notice that for any i € U, inf;{Risk;,s(7)} > infy, ﬁ{Risk(gi)}.
Regarding node i as the new node and leveraging on (112), we know that infy, {Risk(g;)} > 0.
Hence, inf;{Risk;,s(g)} > infy, ﬁ{Risk(g}i)} > 0 (note that we are not taking n or |U| — oo
here), and Q(O) is well-defined.

Let i* = argmax;cy Risk(9;), and let k* be the true label of i*. Regard [n]\{i*} as the existing
nodes in the network and ¢* as the new node. By (T12)) and (126), we have

1

~ log (7 Risk(7i)) > log(2) + G T, (130)

—log({Risk(7”)}) < — inf log({Risk(§i-)}) < log(2) + 2V/2T;- (131)
Yix

where Z;- = 0 mingspe 5 (X ey 10911 (VPr — VPert)? — 03 (1 — V/Pyi-)?) denotes the
efficient information in the data for classifying node *.

As a result, we have

— log(ﬁRiSkms(g})) o - log(ﬁRiskms(gj))
—log(infz{Riskins(9)}) ~ —log(2Riskins(5(?))
— log(3eer i acus Risk(7:)
—log (57 X Risk(3);”)
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— log(wK2 Risk(g;+))
~ —log(z Risk(9)!”)

log(4) + CsZ;-
By (130), (131)) > e
(By (E31)) log(4) + 2v2Z;- + log(|U]) Y

Notice that

T

= i*k;é%’l‘ln ZHG(DH (VP = v/ Pi=1)® = 0i- (1 = /P )?)

>0, min |0< (VP = v/ Prei)? + 10511 (v Prre — v/ Prooge)? = 05 (1 — /Prg)?)

(By identification condition that Py = Py«g+ = 1)

=0;-min ((||9’<>||1+||9<’f 1 = 05=)(1 = \/Prer)?)

k£k* €
(The true label of node i* is k*)

> 0 mln ||0<’€ 1 ( Piere) (133)
kk*€

By assumption for any k € [K],
9 (1- Pk*k)Q
VP =
_(2-2Pp)?
T A VR
(By identification condition that Py, = Py« = 1)
_ (Pyk + PE*k* — 2P)?
B/ esE
~ ((ex — ex=) Pleg — ex+))?
T A0+ VR
o (Pmin(P)]llex — ex-
B 41+ VCh)?
32
SIEavent
By assumption[9] for any k € [K]

6™y > min (6P,
k#k* €[K]

2)2

(134)

| \/

o(k)
Cg k;érl?*ae)%K I Il

1
> (k)
> 2 > 1%

k#k*€[K]
1
= —10 135
K02|| ll1 (135)

From the assumption, log(|U|) < C352]0||1 min;ey 0;. Plugging (134) (135) into (133)), we obtain

1
Tie > 6 e
> m*ewmm el

> Wﬁ 11011 mlnG
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1
>
= KCyCs(1+/Ch)

log () (136)

In other words,
log(lU|) < KCyCs(1 + /C1)*T;- (137)

Substituting (137) into (I32), we have

- log(ﬁRiSkins (@)) > 10g(4) + Cin*

~Tog(infy {Riskins(5)}) — log(4) + (2v/2 + KCaCs(1 + VC1)2)Tir (138)

Similar to the proof of Theorem notice that since Z;~ > 0, when Cg > 2v/2 + KCoC3(1++/C1)?,
10g(4) + Cin*

>1 139
log(4) + (22 + KCoCy(1 + VT 2T — (139
; when Cg < 2\5 + KCQCg(]. + v 01)2,
Cs .
log(4) + CsZ;- S log(4) VTR CCa (11 vaE T CsTi-
log(4) + (2v2 + KC5C3(1 4+ v/C1)2) T+ log(4) + (2v2 + KCoC5(1 + /T )2) L
Cy
= (140)
2v2 4+ KCyC3(1 + /Ch)?
Therefore,
— log(5zs Riskins (7)) log(4) + CsZ;-
- IOg(infﬂ{RiSkins(g)}) ~ log(4) + (2\/? + KC2C5(1 + v 01)2)Ii*
. Cy
> min{1, 141
a { 2\/§+KCQC3(1+\/01)2} ( )

Take é2; = min{1, 2\/§+K0222(1+m)27 4@1I(2 }. Then ¢é; only depends on K, Cy, Co, Cs, c3,70

(recall that both Cj and ¢ only depend on K, C,, Cy, C3, c3, g, and C' = 2), and

—log(éa1Riskins (7)) — log (7 Riskins (§))
—log(infz{Risk;ns(9)}) — —log(inf;{Riskins(7)})
. Cs
> min{1,
> min{ 2\/§+K0203(1+\/cl)2}
> o1 (142)
This concludes our proof. O
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