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Abstract

Dynamic Scene Graph Generation (DSGG) focuses on
identifying visual relationships within the spatial-temporal
domain of videos. Conventional approaches often employ
multi-stage pipelines, which typically consist of object de-
tection, temporal association, and multi-relation classifica-
tion. However, these methods exhibit inherent limitations
due to the separation of multiple stages, and independent
optimization of these sub-problems may yield sub-optimal
solutions. To remedy these limitations, we propose a one-
stage end-to-end framework, termed OED, which stream-
lines the DSGG pipeline. This framework reformulates
the task as a set prediction problem and leverages pair-
wise features to represent each subject-object pair within
the scene graph. Moreover, another challenge of DSGG
is capturing temporal dependencies, we introduce a Pro-
gressively Refined Module (PRM) for aggregating tempo-
ral context without the constraints of additional trackers
or handcrafted trajectories, enabling end-to-end optimiza-
tion of the network. Extensive experiments conducted on
the Action Genome benchmark demonstrate the effective-
ness of our design. The code and models are available at
https://github.com/guanw—-pku/OED.

1. Introduction

Scene Graph Generation (SGG) has emerged as a crucial
component in advancing human-centric scene understand-
ing, garnering significant research attention in recent years.
The SGG research has been extensively employed in var-
ious high-level tasks, such as Visual Question Answer-
ing [3, 12, 18, 20], Visual Commonsense Reasoning [31]
and Image Generation [7]. Dynamic scene graph genera-
tion (DSGQG) further extends SGG with additional temporal
dimension and then becomes more challenging, which aims
at understanding more informative spatial-temporal cues.
The primary objective of DSGG is to provide a sequence
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Figure 1. Comparison between existing multi-stage paradigm and
proposed one-stage end-to-end framework. (a) Multi-stage meth-
ods, typically detect object instances by individual object detector
and may associate objects between frames to aggregate temporal
context based on detection results, followed by predicate classi-
fication for all candidate subject and object pairs, where tracking
maybe lost. (b) Our one-stage end-to-end method, directly gen-
erates dynamic scene graph for given video sequence, without in-
dividual consideration for object instance detection and tracking.
The missing spatial context and predicate temporal dependency
could be supplemented with spatial context of reference frames.

of comprehensive and structural representation of scenes by
taking video sequence as input and detecting subject and
object as nodes, as well as identifying the multi-relations
between them as edges in graphs. Existing studies [8, 14]
present promising results in DSGG by decoupling this task
into multiple stages: instance detection, temporal asso-
ciation, and multi-relation classification, as illustrated in
Fig. 1(a). Specifically, subject and object detection results
are obtained using an object detector. Subsequently, a tem-
poral module, such as a tracker, establishes temporal links
between instances in adjacent frames and aggregates tempo-
ral features on pair-wise combined subject-object proposals
within the temporal sequence. The final stage entails per-
forming multi-relation classification utilizing pair-wise fea-
tures. Notably, prior to multi-relation classification, multi-
stage methods requires the enumeration of instance or track-
let pairs. However, enumerative constructing all candidate
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subject-object pairs inevitably introduces not only a con-
siderable of negative samples, significantly outnumbering
positive ones, which is harmful in the training, but also sub-
stantial redundant computational costs. Furthermore, these
methods suffer the problem of sub-optimal solutions due to
independent optimization of separated multiple stages.

Recent research [38] has proposed an end-to-end frame-
work that unifies multiple tasks through a transformer-
based structure. This approach first obtains instance re-
sults for each frame based on a transformer-based track-
ing model [35]. Subsequently, it enumerates subject-object
pairs from tracked objects. Finally, the selected pairs from
the previous frame are propagated to the target frame to
aggregate temporal context and perform relation classifi-
cation with pair-wise features. Nonetheless, this method
still adopts a two-stage paradigm, constructing candidate
subject-object pairs based on the detection results and sub-
sequently executing relation classification. Such pairs are
not always valid, rendering the pipeline more intricate and
computationally expensive.

Within the DSGG research community, the primary chal-
lenge lies in capturing temporal dependencies. Addressing
this concern facilitates the detection of occluded or blurred
objects and the perception of relation reliant on adjacent
frames, such as looking at, holding and drinking from.
Existing methods have adopted complex yet sub-optimal
strategies, including the utilization of trajectories or 3D con-
volution operators, to equip models with the capability to
capture temporal dependencies. Nevertheless, trajectories
generated by additional trackers are difficult for joint train-
ing, while 3D convolutions introduce substantial computa-
tional overhead, thereby limiting the overall efficiency and
effectiveness of these approaches.

In this paper, we present a novel One-stage End-to-
end architecture to directly predict Dynamic scene graphs
through set prediction, termed OED, and introduce an ef-
fective temporal context aggregating strategy. OED refor-
mulates dynamic scene graph generation as a set predic-
tion problem by extending DETR [2] across both spatial
and temporal dimensions. Our method comprises a Spa-
tial Context Aggregation module and a Temporal Context
Aggregation module, as shown in Fig. 1(b). The architec-
ture first employs cascaded decoders to aggregate spatial
context, with the former outputting pair-wise instance fea-
ture and the latter generating pair-wise relation feature. The
pair-wise instance feature aggregates pair-wise instance re-
lated information and acts as the pair-wise relation query in
Pair-wise Relation Decoder, providing a strong prior. Sub-
sequently, we concatenate both two features to obtain over-
all pair-wise feature and feed it into the proposed Progres-
sively Refined Module (PRM) for temporal context aggre-
gating. PRM progressively selects pair-wise feature in ref-
erence frames and simultaneously optimizes the pair-wise

feature in target frame to mine temporal dependencies via
selected reference features, which implicitly links temporal
information. This approach eliminates additional trackers
and handcrafted trajectories, enabling end-to-end optimiza-
tion of the network. Following this, classification heads and
regression heads are utilized to predict DSGG results given
spatial-temporal aggregated pair-wise feature. Finally, due
to the challenge of incomplete annotations in video training
data, we compute predicate classification loss only over a
portion of the predictions that match ground truth, mitigat-
ing potential deterioration caused by missing annotations.

In summary, the primary contributions are as follows: (1)
We introduce a simple one-stage end-to-end framework for
DSGG, termed OED, which models dynamic scene graphs
as a set prediction problem with pair-wise feature. (2) To
effectively mine the temporal dependencies of relation, we
propose a Progressively Refined Module (PRM) for ag-
gregating temporal context without the constraints of ad-
ditional trackers, enabling end-to-end optimization of the
network. (3) Experimental results on the Action Genome
dataset demonstrate the superiority of the proposed one-
stage end-to-end framework and the efficacy of the imple-
mented temporal aggregation module.

2. Related Work
2.1. Scene Graph Generation

Scene Graph Generation for static image has caught broad
attention since the benchmark was proposed [11]. Most pre-
vious works [16, 32, 33] adopt two-stage paradigms. The
first stage is to detect all objects by a off-the-shelf object
detector, such as a pretrained Faster R-CNN [22]. Then the
relationship between all candidate object pairs is classified
using designed modules, such as Message Passing [32, 33],
Graph Convolutional Network [16], Casual Inference [26].
Recently, some works [5, 27] adopts one-stage end-to-end
paradigms to improve detection and predicate classification
jointly without explicit detection.

However, additional temporal axis brings the need for
effective perception and usage of complex spatial-temporal
context, which means that SGG model hardly effectively
handles DSGG task and thus the extension is not trivial.

2.2. Dynamic Scene Graph Generation
2.2.1 Stacking Multi-stage Pipeline

Dynamic scene graph generation task and its benchmark are
proposed by [9]. Given that the context dependencies of this
task span both spatial and temporal dimensions, the simul-
taneous modeling of spatial-temporal information and con-
structing spatial-temporal interaction relationships are es-
sential for enhancing DSGG performance.

Previous approaches employed a multi-stage paradigm,
utilizing object detectors to identify instances, and subse-
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quently performing grouping and multi-relation classifica-
tion on the detection results. STTran [4] leverages an off-
the-shelf object detector to obtain instance detection re-
sults and then enhance and classify pairwise features via
a spatial-temporal transformer. HOTR [10] introduces ad-
ditional human pose features in the second stage to capture
more relationship information. Some works [1, 28] cap-
ture visual temporal dynamics from 3D CNN backbone,
where TRACE [28] designs a hierarchical tree to aggre-
gate spatial context and [ 1] introduces message passing in a
spatial-temporal graph to improve the spatial-temporal fea-
ture. TPT [38] unifies object detection and object track-
ing together, thereby enhancing the pair-wise feature by
the results of previous frame and aggregating rich spatial-
temporal context. These methods enhance the instance fea-
tures derived from object detection or achieve instance fea-
tures via tracker directly, aggregate temporal information,
and improve the accuracy of the classification.

Nonetheless, they rely on dedicated modules for multiple
tasks, thereby requiring individualized training schemes.
This inevitably disrupts the collaborative interactions
among these modules for different sub-tasks, ultimately re-
sulting in sub-optimal solutions. On the other hand, the nu-
merous interaction pairs generated by enumeration opera-
tion lead to substantial computational redundancy.

2.2.2 Modeling Temporal Dependence

In recent years, an increasing number of studies [8, 14, 29]
have delved into the temporal information of features, con-
structing trajectory information to enhance inter-frame tem-
poral dependencies. APT [14] proposes an anticipatory
pre-training scheme to explore the temporal correlations
among object pairs across different frames based on object
tracking. TR?[29] tracks object first and utilize the cross-
modality feature from CLIP [21] to guide the consistency
between the temporal difference of pair-wise visual and se-
mantic features. DSG-DETR [8] constructs inter-frame tra-
jectories of object instances and pairs using bipartite graph
matching, aiming to enhance the long-term temporal depen-
dencies of temporal information and subsequently improve
the performance of multi-relation classification.
Nevertheless, trajectories generated by additional track-
ers are difficult for joint training, while handcrafted tra-
jectories exhibit poor robustness, are prone to introducing
noise, and consequently impact network performance. In
this work, we formulate the DSGG as a one-stage set pre-
diction task, utilizing pair-wise features to represent each
subject-object pair within the scene graph. The one-stage
framework eliminates the issue of inconsistent optimiza-
tion objectives introduced by multi-stage approaches. Con-
currently, we propose the PRM, which progressively fil-
ters reference frame pair-wise features and simultaneously

optimizes target frame pair-wise features to mine tempo-
ral dependencies of relationships. By discarding additional
trackers and handcrafted operators, notable performance
enhancement is attained.

3. Method
3.1. Problem Formulation

Dynamic scene graph generation aims to detect visual rela-
tions occurred in the target frame in video sequence. De-
tected visual relations are represented by a special form of
graph, called scene graph. The nodes and edges in the scene
graph refer to object instances and relations between them
respectively, where an object instance consists of its label
and spatial position. Therefore, a scene graph is equivalent
to a list of triplets (subject, predicate, object), or (s, p, 0)
for short. To generate scene graphs, the target is to model
the joint probability P(({s,p,0)|V) at each frame, where
(s,p,0) belongs to a pre-defined triplet set and V' denotes
the video sequence.

Some of previous works [4] factorize the joint probabil-
ity as follows:

P({(s,p,0)|[V) = P(pls,0)P(s,0o|D)P(D|V) (1)

where D represents object detection results in V. Re-
cent works [8, 29, 38] introduce additional tracking across
frames to aggregate temporal information:

P((s,p,0)|[V) = P(pls,0)P(s,o|T)P(T|D)P(D|V)
2
where T represents object tracking results in V. These two
types of solutions inevitably lead to multi-stage pipeline,
which is sub-optimal due to separate training and upper
bound of each stage.

In this work, we propose a one-stage method to directly
model P((s,p,0)|V). To utilize the temporal dependen-
cies of predicate and alleviate the impact of motion and
occlusion, we progressively aggregate temporal context in-
formation from reference frames. That is to say, we di-
rectly model P((s,p,0)|I;,{I cf}) at i-th frame, where I;
indicates the i-th frame and {I,.y} refers to the reference
frames of I;.

3.2. Overview

The pipeline of proposed approach is illustrated as Fig. 2.
Given the target frame and reference frames, OED directly
generates scene graphs with spatial-temporal context in a
way of set prediction.

First, the CNN backbone and Transformer encoder are
sequentially utilized to extract visual features of each frame.
To extract and aggregate useful spatial context, we adopt
DETR-like [2] architecture and associate learnable queries
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Figure 2. OED Framework: Spatial-temporal context aggregation is conducted within a one-stage end-to-end paradigm. Visual features
of the target frame and reference frames are extracted using a CNN backbone and a Transformer encoder. Subsequently, two cascaded
decoders are employed to aggregate spatial context both within and between pairs. Temporal context is then aggregated in a progressively
refined manner, considering pair-wise features of the target frame and reference frames.

with pair-wise feature of candidate object pairs. The pair-
wise feature then extracts and aggregates spatial context in
Transformer decoder. To improve the detection of blurred
object and predicate classification with dependencies on
contextual frames at the same time, we introduce a pro-
gressive refined pair-wise feature interaction module (PRM)
to select and aggregate useful information from reference
frames to the pair-wise feature of the target frame in a pro-
gressively refined way. PRM fuses additional temporal con-
text with the spatial aggregated pair-wise feature of the tar-
get frame, and then we obtain the final pair-wise feature
with spatial-temporal context.

The pair-wise detection and predicate classification re-
sults will form a list of triplets (s, p, 0), which corresponds
to the scene graph of target frame.

3.3. Spatial Context Aggregation

CNN visual backbone and Transformer encoder yield the
visual features of each frame F = {fr,fr,....fr,}
where f; € REWXdwawa i ¢ (T Ty .. T,} and (H,W)
represents the scale of feature map.

In order to fully exploit the potential of set prediction
design in the DSGG, we associate learnable queries () €
RNa*dmast with subject-object pairs (s,0). The pair-wise
queries are to obtain specific visual features related to corre-
sponding candidate pairs, which means spatial context ag-
gregation. In addition to aggregating the spatial informa-
tion of each pair individually, the underlying connections
between different pairs are significant as well, e.g. (per-
son, dish) tends to co-occur with (person, table). We model

and aggregate spatial context in these two ways using multi-
head attention in transformer decoders.

Multi-head Attention. Given query embedding X,
key embedding X and value embedding X, the output
of multi-head attention is computed as follows:

MHead(X,, X, X,) = Concat(heady, ..., head, )W

head; = Attention(X, W7, X, WF, X, W) 3)

Attention(X,, Xy, X,) = soft (XqX’“T)X
ention(X,, Xy, X)) = softmax v
Vg

where W € Réwwxde Pk Riwoaerxde v ¢
Rémosa X dv and W € Rfdo X dmoder,

The spatial context dependencies between pairs are cap-
tured by multi-head self-attention SelfAttn(Q)) and Spa-
tial Context Aggregation of each pair is performed by
multi-head cross-attention CrossAttn(Q, f;) for i-th frame
of given video sequence.

SelfAttn(Q) = MHead(Q, Q, Q)
CrossAttn(Q7 fl) = MHead(Qa f’i7 fl)

Considering that a single decoder struggles to handle two
different tasks [36], pair detection and predicate classifica-
tion, we introduce two cascaded decoders. One is tailored
to decode features for pair-wise instance related feature,
while another one is for pair-wise predicate related feature.
Specifically, a set of learnable queries are used to capture
pair-wise instance related information in Pair-wise Instance
Decoder. Considering that pair-wise instance related fea-
ture can act a strong prior to predicate classification, we

“)
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aggregation.

take it as pair-wise relation query to the Pair-wise Relation
Decoder. In a word, the cascaded decoders aggregate the
spatial context by pair-wise instance query and pair-wise
relation query.

Pair-wise Instance Decoder. A set of learnable queries
@ extract and aggregate pair-wise instance related spatial
context, as shown in Eq. 4. Pair-wise instance feature
from Pair-wise Instance Decoder QP = {q?, ...,qﬁ,q} €

RNa*dmoel then acts as query of Pair-wise Relation Decoder.

Pair-wise Relation Decoder. Apparently pair-wise in-
stance could provide strong priors to classify predicate, es-
pecially for spatial and contacting predicates, such as (per-
son, chair) with large overlapping area leading to sitting.
Thus, Pair-wise Relation Decoder take pair-wise instance
feature QP as query to capture and aggregate pair-wise
relation specific spatial context Q" = {q7, ...,q}"\,q} €
RNaXdmowel - similar to the operations in the Pair-wise In-
stance Decoder.

Therefore, the spatial context information of triplets
(s,p,0) corresponds to overall pair-wise feature Q¢ =
Concat(Q”,Q") = {gf....a%,} € RNa*2dmosst - ywhere
g5 = Concat(q?, q7),i € {1,..., Ng}.

3.4. Temporal Context Aggregation

Through the cascaded decoders, the pair-wise feature Q¢
has aggregated rich spatial context information. Besides
spatial dependencies discussed in section 3.3, there are tem-
poral dependencies of predicate across frames, e.g. (looking
at - holding - drinking from). Reference frames could also
improve the detection of blurred and occluded object in the
target frame. Therefore, this section further supplements
pair-wise feature with additional temporal context, which is
orthogonal to the spatial context. To achieve this, we pro-
pose a multi-step progressively refined interaction module
PRM, motivated by [6].

Specifically, we extract the spatial pair-wise feature of

target frame and reference frames {Q%, Q% , ..., @%, } and
concatenate the pair-wise features of reference frames to-
gether Q7. , = {q5, ..., ququ}. Then we split the pair-
wise feature ¢§ into pair-wise instance feature g} and pair-
wise relation feature g; and use classification heads to score
subject and object with g} and score predicate with g7. We
calculate the score of triplet by the multiplication of subject
score Sgyp, Object score s,,; and predicate score s,..;, and
then rank them.

p(qf) = Ssub X Sobj X Spel (5)

The pair-wise feature with higher score tends to have more
correlations with corresponding ground truth. Thus, we ag-
gregate the temporal context from more confident reference
pair-wise features. Selecting a fixed number of reference
pair-wise features is hard to hit a good balance and either
bringing much noise or missing some informative reference
pair-wise features, so we aggregate temporal context in a
multi-step progressively refined way.

In i-th step, the selected Top-K reference pair-wise fea-
tures Qiekf interact with the pair-wise features in the target
frame @) in Transformer decoder progressively, which is
formulated as

Q) = CrossAttn(SelfAttn(Q)_,), Qf,ekf),z >0

Qi = TopK(Qfop ki) (©)
Qi = Q7

The value of k; is gradually reduced to obtain more con-
fident refined reference pair-wise features. This progres-
sively refined selection realizes the trade-off between more
context information and less background noise.

As shown in Fig. 3, in the progressively refined process,
some selected noises from reference frames, such as rowel
denoted as yellow box, are gradually filtered out. Besides,
PRM provides a way of long-range global temporal interac-
tion, which means that the temporal interaction is not con-
strained inside the trajectories of object pair. With the ben-
efit of global perspective, PRM could capture the gradual
movement of sandwich from the dish to person.

After m steps’ progressively refined temporal aggrega-
tion, the pair-wise feature @)}, is composed of abundant
spatial-temporal context information. The spatial-temporal
pair-wise feature is then divided into pair-wise instance fea-
ture Q’} and pair-wise relation feature Q)7 , which are used
to detect object pair and classify predicate respectively.

3.5. Training and Inference
3.5.1 Training

Given video sequence, OED generates a fxied set of predic-
tions for each frame. Then Hungarian algorithm finds out
the optimal one-to-one matching 6 € & between prediction
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set P = {pi}fv:ql and ground truth set G = {gi}f-vqu that is
padded with @ to the same length.

Nq

6 =argminy_ Luaien (9,777 @)
AN i

where Liaten(9i, Po(s)) is the pair-wise cost between

ground truth g; and the prediction with index o(i). In the

dynamic scene graph generation, we define the matching

loss as:

Lmatch <gi,pa(i)) - Z ajﬁgls+ﬁ Z E{;ﬁox (8)
je{s,o.p} je{s,0}

J
where L

= ’Czls (9}29}7(”) ,j € {s,o,p} indicates the
Jj

classification loss for subject, object and predicate, £{ =

ol <g§,p;'-(l)) ,j € {s,0,p} indicates the bounding box
regression loss of subject and object. We use cross entropy
loss as classification loss of subject L7, and object L,
weighted sum of L; loss and GIoU loss [23] as bounding
box regression loss of subject £; . and object £y _ and
focal loss [15] as the classification loss of predicate.

We adopt the matching loss as overall objective func-
tion but predicate loss. Due to the incomplete annotation
issue, we only calculate the predicate loss over the predic-
tions matched with real ground truth, which is not padded

background.

LY (917170(1)) = ]l{g#@}ﬁfls (glvpa(z)) ©)
The intuition here is that if the unmatched predictions are
directly deemed as negative samples, the false negative sam-
ples keep misleading the model, which are positive samples
at other frames instead. The experiment in ablation studies
shows that the matched predicate classification loss effec-
tively mitigates the impact of incomplete annotation.

3.5.2 Inference

In the inference stage, there are a fixed number of pair pre-
dictions for each frame. Because there may be multiple
predicates for one pair, we rank the candidate triplets by
scoring them as the multiplication of three-part confidences.
To reduce duplicate triplet detection, we filter out the pre-
dictions with lower scores that have the same triplet label
and large overlapping area with others. Specifically, we
take the multiplication of IoU of subject and object as the
correlation in NMS to filter repeated predictions. The scene
graph is generated by those retained triplet predictions.

4. Experiments
4.1. Experimental Setting

Dataset: We evaluate OED on the Action Genome (AG)
dataset [9], which annotates 234,253 frame scene graphs

for sampled frames from around 10K videos, based on Cha-
rades dataset [24]. The annotations cover 35 object cate-
gories and 25 predicates. The overall predicates consist of
three types of predicates: attention, spatial and contacting.
There may be multiple spatial predicates or contacting pred-
icates between the same pair.

Evaluation Metrics: Following previous works [8, 9, 14],
we adopt Recall@Fk as evaluation metrics to measure the
fraction of ground truth hit in the top k predictions un-
der With Constraint and No Constraints setting, where
k € {10,20,50}. Specifically, We evaluate our method on
two protocols: scene graph detection (SGDET) and predi-
cate classification (PredCLS), following TPT [38]. SGDET
aims to generate scene graphs for given videos, comprising
detection results of subject-object pairs and the associated
predicates. The localization of object prediction is consid-
ered accurate when the Intersection over Union (IoU) be-
tween the prediction and ground truth is greater than 0.5.
PredCLS, a simplified task to eliminate object detection er-
rors, requires methods to classify predicates for given oracle
detection results of subject-object pairs.

Implementation Details: We employ ResNet-50 as the
CNN backbone. The Image Encode, Pair-wise Decoder and
Relation Decoder consist of 6 transformer layers, with the
number of predefined learnable query N, = 100. Fol-
lowing TPT [38], we initialize Image Encoder and Pair-
wise Decoder with the weights pretrained on the MS-COCO
dataset and subsequently fine-tune all modules on the Ac-
tion Genome dataset. PRM includes three instances of pro-
gressively refind pair-wise interaction with Top-K as [80n,
50n, 30n] respectively, where n denotes the number of ref-
erence frames. The threshold adopted in inference stage is
0.9. For the PredCLS task, aimed at predicting predicate
labels for specified object pairs, we initialize the learnable
queries using semantic features derived from the Glove em-
beddings of the given pair labels. Additionally, we incor-
porate position embeddings with spatial features obtained
from the specified bounding boxes of the pairs. During in-
ference, we derive the outputs by associating the labels and
bounding boxes of the ground truth with the predicate clas-
sification results for the corresponding pairs.

4.2. Comparison with State of the Arts

We present a comparison of our results with state-of-the-art
methods for dynamic scene graph generation in Tab. 1. The
performance in the SEDET task exemplifies the effective-
ness of our approach. The SGDET task is aligned with the
objective of dynamic scene graph generation, which entails
generating scene graphs by aggregating spatial-temporal
context from video sequences without incorporating addi-
tional information. In SGDET, our streamlined one-stage
end-to-end pipeline surpasses other methods across all met-
rics under both With Constraint and No Constraints settings.
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Table 1. Comparison with state-of-the-art dynamic scene graph generation methods on Action Genome. The others methods follow multi-
stage paradigms, while ours adopt a one-stage one.

With Constraint

No Constraints

Method SGDET PredCLS SGDET PredCLS
R@10 R@20 R@50 R@10 R@20 R@50 R@10 R@20 R@50 R@10 R@20 R@50
VRD [17] 19.2 245 260 51.7 547 547 19.1 288 40.5 59.6 785 99.2
MSDN [13] 24.1 324 345 655 685 685 231 347 465 749 927 99.0
M-FREQ [34] 23.7 314 333 624 651 651 228 343 464 734 924 99.6
VCTree [25] 244 326 347 660 693 693 239 353 468 755 929 993
RelDN [37] 245 328 349 663 695 695 241 354 468 757 93.0 99.0
GPS-Net [16] 247 33.1 351 668 699 699 244 357 473 760 93.6 995
TRACE [28] 139 145 145 275 275 275 265 356 453 726 916 964
RelTR [5] 19.7 234 259 - - - 209 246 282 - - -
STTran [4] 252 341 370 686 71.8 71.8 246 362 488 779 942 99.1
APT[14] 263 361 383 694 738 73.8 257 379 50. 785 951 992
STTran-TPI [30] 26.2 34.6 374 69.7 72.6 72.6 - - - - - -
TR2[29] 268 355 383 709 738 73.8 278 392 500 83.1 966 99.9
TEMPURA [19] 28.1 334 349 688 715 71.5 29.8 38.1 464 804 942 994
DSG-DETR [8] 30.3 348 361 - - - 321 409 483 - ; -
TPT [38] - - - - - - 320 396 515 856 974 999
Ours 335 409 489 730 761 761 353 44.0 518 833 953 992
. With Constraint No Constraints i ; ;
# | Baseline SA TA R @10 R@20 R@50|R@10 R@20 R@S0 ‘ RE10 RG20 R@S0 ‘ R@10 RO RSO
1 Ve 263 292 321 284 329 372 1 375 448 51.9 401 48.6 56.5
2 Ve Ve 315 377 437 | 334 41,6 49.0 ) ‘ 33.5 40.9 48.9 ‘ 353 44.0 51.8
3 Ve v v | 335 409 489 | 353 440 518

Table 2. Ablation studies on our framework.

. With Constraint No Constraints
#|Baseline CD ML |p 610 R@20 R@50 R@10 R@20 R@50
1| v 263 292 321 | 284 329 372
20 v v 272 303 337 | 292 340 384
30 v v v | 315 377 437 | 334 416 490

Table 3. Ablation studies on Spatial Context Aggregation.

With Constraint No Constraints
#|SA NPR PR R@10 R@20 R@50 R@10 R@20 R@50
1|V 315 377 437 | 334 416 490
21V v 323 397 478 | 34.0 427 50.6
3/ v vV v | 335 409 489 | 353 440 518

Table 4. Ablation studies on Temporal Context Aggregation.

OED outperforms the second-best methods by an average of
6.2% (3.2%, 4.8% and 10.6% respectively) under the With
Constraint setting and an average of 2.2% (3.3%, 3.1% and
0.3% respectively) under No Constraints setting. This out-

Table 5. Comparison between oracle query selection and progres-
sively refined query selection.

come underscores the importance of addressing dynamic
scene graph generation as a comprehensive task rather than
partitioning it into multiple sub-tasks. More performance
comparison in SGDET task with long-tail issue related me-
tircs can be found in supp.M section 1.

In PredCLS, OED improves the performance of the
second-best methods by an average of 2.1% (2.0%, 2.2%
and 2.3% respectively) under the With Constraint set-
ting. However, our method’s performance in PredCLS is
marginally lower than that of TPT and TR? under the No
Constraints setting. We conjecture the reason is as follows:
in the PredCLS task, oracle object tracks from ground truth
are provided. Both TPT and TR? are tracking-based meth-
ods, and they utilize the oracle trajectories in their respec-
tive track-based temporal aggregation modules. Due to the
nature of the one-stage paradigm, our method cannot ex-
plicitly use this information, which consequently reduces
the efficiency of leveraging oracle information. Further-
more, TPT employs additional multi-scale features and TR?
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incorporates the CLIP [21] model, which is pre-trained us-
ing 4M image-text pairs, providing them with an advantage
over our approach. Despite the fact that multi-stage meth-
ods benefit from oracle tracks and can directly aggregate en-
tirely accurate spatial-temporal context, our approach still
outperforms others by a significant margin under the With
Constraint setting and attains comparable performance un-
der the No Constraints setting.

4.3. Ablation Study

In this part, we evaluate the effectiveness of different mod-
ules and designs of our OED with SGDET task on the Ac-
tion Genome test set.

Spatial-Temporal Context Aggregation: In Tab. 2, We
evaluate the effectiveness of the proposed Spatial Context
Aggregation (SA) and Temporal Context Aggregation (TA)
modules individually. We first adapt DETR [2] for dy-
namic scene graph generation, establishing it as our base-
line (#1), where the object pair predictions and predicate
classification are derived from the same decoded query rep-
resentation. By incorporating the Spatial Context Aggre-
gation module into the baseline (#2), we observe a signif-
icant improvement in performance. This indicates that the
performance of spatial scene graph generation plays a cru-
cial role in the effectiveness of dynamic scene graph gen-
eration. Furthermore, when the Temporal Context Aggre-
gation module is integrated alongside the Spatial Context
Aggregation module (#3), a further gain is achieved. This
suggests that effectively exploiting temporal dependency in-
formation can further enhance the performance of DSGG.
Designs in Spatial Context Aggregation: In Tab. 3,
we evaluate the efficacy of the proposed Cascaded De-
coders (CD) and Matched Predicate Loss (ML). Building
upon the baseline, we introduce an additional Pair-wise Re-
lation Decoder and combine the two decoders in a cas-
caded manner (#2), addressing the optimization challenges
of unified representation in multi-task settings and the de-
pendence of predicate classification on pair detection re-
sults. The performance improvement achieved by the cas-
caded decoders validates our aforementioned considera-
tions. More qualitative results can be found in supp.M sec-
tion 2. Furthermore, to mitigate the misleading effects of
incomplete annotations in the Action Genome dataset, we
compute the predicate loss only over the predictions from
queries that match the ground truth (#3). The resulting per-
formance gain underscores the effectiveness of the matched
predicate classification loss in addressing the issue of in-
complete annotations.

Designs in Temporal Context Aggregation: In Tab. 4, we
evaluate the importance of temporal context and our pro-
posed PRM. We select the spatial aggregation model as our
baseline (#1). Taking into account the potential loss of in-
formation due to motion and the temporal dependency of

predicates, we hypothesize that context clues can be ob-
tained from adjacent reference frames to enhance pair de-
tection and predicate classification. To incorporate the tem-
poral context, we interact the pair-wise feature of target
frame with all reference pair-wise features (#2) without pro-
gressively refined (NPR). The experimental results substan-
tiate the effectiveness of temporal context in dynamic scene
graph generation. Moreover, considering that not all pair-
wise features are valid, as they may attend to duplicate ar-
eas or background noise, we implement a progressively re-
fined interaction (PR) between the pair-wise features of tar-
get frame and reference frames (#3). The demonstrated ef-
fectiveness of the progressive refinement of pair-wise inter-
actions indicates that filtering out background noise is cru-
cial for improving semantic context aggregation.

4.4. Discussion

To further assess the effectiveness of temporal pair-wise in-
teraction and estimate the upper bound of our PRM, we as-
sume that the selected reference queries are oracle queries,
meaning that these queries are matched with ground truth
via bipartite matching. As illustrated in Tab. 5, the oracle
selection (#1) achieves a significantly higher performance
compared to our PRM (#2). This result indicates that there
is still room for exploration and improvement in our ap-
proach. In the future, we plan to delve deeper into the
effective selection of true positive samples from pair-wise
features of reference frames. It is worth noting that our ob-
jective is not to obtain precise trajectories. We regard trajec-
tories as a form of long-term yet local information, subject
to instance-level constraints. It impedes the perception of
the relationships among different instances across frames.
We consider that long-term global information extracted by
PRM plays a crucial role, and our approach focuses on fil-
tering more accurate pair-wise instances across frames to
facilitate the relation classification for the target frame.

5. Conclusion

In this paper, we present a one-stage end-to-end framework,
named OED, for dynamic scene graph generation. Our ap-
proach reformulates the task as a set prediction problem and
employs pair-wise features to represent each subject-object
pair within the scene graph. Furthermore, we introduce a
Progressively Refined Module (PRM) for temporal context
aggregating. The PRM progressively filters pair-wise fea-
tures of reference frames while simultaneously optimizing
the pair-wise features of the target frame to extract temporal
dependencies through filtered features. Consequently, OED
achieves significant improvement over the baseline, estab-
lishing sota performance across all metrics in SGDET task.
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