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Abstract

Grammar plays a critical role in natural lan-001
guage processing and text/code generation by002
enabling the definition of syntax, the creation003
of parsers, and guiding structured outputs. Al-004
though large language models (LLMs) demon-005
strate impressive capabilities across domains,006
their ability to infer and generate grammars has007
not yet been thoroughly explored. In this pa-008
per, we aim to study and improve the ability of009
LLMs for few-shot grammar generation, where010
grammars are inferred from sets of a small num-011
ber of positive and negative examples and gen-012
erated in Backus-Naur Form. To explore this,013
we introduced a novel dataset comprising 540014
structured grammar generation challenges, de-015
vised 6 metrics, and evaluated 8 various LLMs016
against it. Our findings reveal that existing017
LLMs perform sub-optimally in grammar gen-018
eration. To address this, we propose an LLM-019
driven hybrid genetic algorithm, namely HyGe-020
nar, to optimize grammar generation. HyGenar021
achieves substantial improvements in both the022
syntactic and semantic correctness of generated023
grammars across LLMs 1.024

1 Introduction025

Grammar inference, also known as grammar induc-026

tion, consists of inferring a grammar from a set027

of examples (Horning, 1969; De la Higuera, 2010;028

Stevenson and Cordy, 2014b; D’Ulizia et al., 2011).029

It has been studied and used in various fields, such030

as natural language processing, where it can re-031

duce the effort required to generate syntactic or032

semantic models automatically (Kai et al., 2024;033

D’ulizia et al., 2011), and software engineering,034

where inferred grammars can guide reverse engi-035

neering and automated parser generation (Steven-036

son and Cordy, 2014a). By relying on characteristic037

examples (De la Higuera, 2010), grammar infer-038

1The code is anonymous and available at https://
anonymous.4open.science/r/HyGenar.
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merge[x,y]
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<stmt> ::= <func> "(" <args> ")"

<args> ::= <expr> | <expr> "," <args>

<expr> ::= <char> | <number>

<func> ::= <char> <func> | <char>
<char> ::= "a" | ... | "z"

<number> ::= "0" | ... | "9"

Generated BNF Grammar

Figure 1: Given a small set of positive and negative
examples, LLMs should infer and generate a grammar
that accepts all positives and rejects all negatives.

ence enables automated discovery of underlying 039

syntactic or structural patterns. 040

Backus-Naur Form (BNF) is used to define the 041

grammar of formal languages (Chomsky, 1956; 042

Backus, 1959; Backus et al., 1960), typically 043

Context-Free Grammars (CGFs) (Chomsky, 1956; 044

Aho, 2007). It has also been used in various ways 045

such as in parser generators like ANTLR4 (Parr, 046

2013) and Yacc (Johnson and Hill, 1978) or in 047

constraining output structure of Large Language 048

Models (LLMs) (Willard and Louf, 2023; Beurer- 049

Kellner et al., 2024). 050

Although LLMs have exhibited remarkable capa- 051

bilities across diverse domains (Gaur and Saunshi, 052

2023; Imani et al., 2023; Pan et al., 2023; Tang and 053

Belle, 2024; Li et al., 2024; Jiang et al., 2024a), 054

their capacity for grammar inference, and partic- 055
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ularly for generating grammars in BNF, has not056

yet been well explored. This paper focuses on in-057

vestigating and improving the ability of LLMs to058

infer a CFG and generate it in BNF from a given059

set of positive and negative examples. A correctly060

generated grammar should accept all positives and061

reject all negatives. Typically, grammar inference062

requires a large set of characteristic examples that063

can uniquely identify a CFG (De la Higuera, 2010).064

However, we instead explore whether LLMs can065

infer a CFG from fewer examples without impos-066

ing any constraints on the examples, based on their067

experience and knowledge acquired through train-068

ing on large-scale corpus. We refer to this process069

as “few-shot grammar generation”, emphasizing070

both the grammar inference of CFGs with fewer071

examples and their generation in BNF, and we use072

“grammar” to denote a CFG represented in BNF.073

An example is shown in Figure 1.074

To explore the capacity of LLMs for few-shot075

grammar generation, we first construct a dedicated076

dataset of 540 challenges, each with only 3 pos-077

itive and 3 negative examples, and use it to eval-078

uate the performance of 8 LLMs, encompassing079

both open- and closed-source models of varying pa-080

rameter sizes, including those specialized for code081

generation. We then propose an LLM-driven hy-082

brid genetic algorithm, namely HyGenar, which083

adapts the principles of genetic algorithms with the084

integration of LLM-driven population initialization085

and mutation. We devised and adopted 6 metrics to086

comprehensively evaluate and analyze their perfor-087

mance from the perspectives of syntax and seman-088

tics correctness, over-fitting, over-generalization,089

and utility. The results show that, while most LLMs090

demonstrate unsatisfactory performance, our pro-091

posed algorithm significantly enhances the gram-092

mar generation ability across most of the evaluated093

LLMs.094

We summarize the main contributions of this095

paper as follows:096

1. We constructed a dedicated dataset of 540097

challenges for few-shot grammar generation098

and comprehensively evaluated 8 LLMs;099

2. We designed 6 metrics for measuring the abil-100

ity of LLMs in this task and performed an101

extensive analysis based on them;102

3. We proposed a novel method, HyGenar, to103

improve the grammar generation performance104

of LLMs and show that it achieves significant 105

improvements across LLMs. 106

2 Background 107

2.1 Context-Free Grammar 108

A context-free grammar (CFG) consists of termi- 109

nals, non-terminals, a start symbol, and production 110

rules (Hopcroft et al., 2001; Aho, 2007). It can be 111

formally defined as a quadruple G = (V,Σ,Π, S), 112

where V is a finite set of non-terminal symbols, Σ 113

is the set of terminals, Σ ∩ V = ∅, Π is a finite set 114

of production rules, Π ⊆ V ×(V ∪Σ)∗, and S ∈ V 115

is the start symbol of the grammar. Elements of 116

(V ∪ Σ)∗ are known as sentential forms. 117

The language generated by G, denoted L(G), 118

comprises all strings derivable from S using the 119

rules in Π: L(G) = {σ ∈ Σ∗ | S ∗→ σ}. For 120

α, β ∈ (V ∪Σ)∗, we say α directly derives β in one 121

step as α→β, and define α ∗→ β as α deriving β in 122

zero or more steps if there exists a finite sequence 123

of γ0, . . . , γn ∈ (V ∪ Σ)∗ where n ≥ 0, such that 124

α = γ0 → γ1 → · · · → γn = β. 125

2.2 Backus-Naur Form 126

Backus–Naur Form (BNF) is a notation used to 127

define the grammar of formal languages, typically 128

CFG (Chomsky, 1956; Backus, 1959; Backus et al., 129

1960). In this paper, LLM generates grammars in 130

BNF. 131

A context-free grammar G = (V,Σ,Π, S) is 132

given in BNF notation as a list of grouped produc- 133

tion rules, where each rule group is written: 134

<vi> ::= α1|α2| . . .

where vi enclosed between the pair “< >" is 135

a nonterminal symbol in V , and α1, α2 . . . ∈ 136

(Σ ∪ V )∗ is the list of sentential forms that can 137

be derived in one step from vi. This represents the 138

set of all production rules with vi on the left-hand 139

side, i.e., vi → α1, vi → α2, . . .. 140

We extend the definition of a CFG to define a 141

grammar in BNF to be G = (V,Σ,Π, S,R), where 142

V,Σ,Π, and S are defined as before. R is a set 143

of sets of production rules, denoted {r1, . . . rn}. 144

Each ri ∈ R is a set of production rules where the 145

left-hand side of all rules is the ith non-terminal 146

symbol vi, i.e., ri is (vi × (Σ ∪ V )∗) ∩ Π. Since 147

each non-terminal symbol has a corresponding rule 148

set, n = |V | = |R|. The language of the BNF 149

grammar G is denoted by L(G) and is equal to the 150

language of the original CFG, L(G). 151

2



We say that a grammar G is a valid grammar,152

and that valid(G) evaluates to true, if it is correct153

BNF syntax, and if R is as defined above, and if all154

nonterminal symbols have at least one rule in their155

corresponding rule set.156

2.3 Grammar Inference157

Grammar inference aims to learn grammar auto-158

matically from a set of examples (Horning, 1969;159

De la Higuera, 2010; Stevenson and Cordy, 2014b;160

D’Ulizia et al., 2011). In this paper, we focus on161

inferring a CFG, in BNF notation, from a small set162

of positive and negative examples.163

Given a set of positive examples P and negative164

examples N , consisting of strings that must be,165

respectively, accepted and rejected, the objective166

is to infer a BNF grammar G. The generated G167

should satisfy P ⊆ L(G) and N ∩ L(G) = ∅,168

which ensures G accepts all positive examples and169

rejects all negative examples.170

3 Related Work171

3.1 Grammar Generation172

Grammar inference has been widely studied and173

applied across various fields, such as natural lan-174

guage processing (Kai et al., 2024; D’Ulizia et al.,175

2011), bio-informatics (De la Higuera, 2010), pat-176

tern recognition (Pedro et al., 2013; Richetin and177

Vernadat, 1984; De la Higuera, 2010), and soft-178

ware engineering (Schröder and Cito, 2022; Steven-179

son and Cordy, 2014b). Previous works have also180

proposed various approaches for grammar infer-181

ence (Rodrigues and Lopes, 2007; Cohen et al.,182

2017; Li et al., 2023; D’ulizia et al., 2011; Chen,183

1995). However, few works are directly related to184

exploring the ability of LLMs for few-shot gram-185

mar generation, which, to reiterate, is to infer gram-186

mars from a small set of positives and negatives187

while generating them in BNF.188

3.2 Code Generation189

LLMs demonstrate the ability of code genera-190

tion (Jiang et al., 2024b; Huang et al., 2023; De-191

haerne et al., 2022), with various approaches pro-192

posed to improve it (Shinn et al., 2023; Madaan193

et al., 2023; Huang et al., 2023; Jiang et al., 2023b;194

Chen et al., 2023). We consider grammar genera-195

tion to share notable similarities with code gener-196

ation, since in grammar generation it is not only197

required to infer grammars but also to generate198

grammars in BNF. Thus, following a similar ap-199

proach to Reflexion (Shinn et al., 2023) and Self- 200

Refine (Madaan et al., 2023) to enhance code gener- 201

ation, we propose a method as one of the baselines 202

for evaluation. 203

4 Grammar Generation Ability of LLMs 204

In this section, we describe the dedicated dataset 205

constructed to evaluate the ability of LLMs in gram- 206

mar generation, introduce 6 metrics we use in eval- 207

uation, explain experiments, and analyze results in 208

detail. We detail each in the following subsections. 209

4.1 Dataset 210

To evaluate the capacity of LLMs for grammar 211

generation, we present a dedicated dataset. 212

During dataset construction, for each k ∈ 213

{1, 2, . . . , 9}, we prompted GPT-4o (OpenAI et al., 214

2024) to generate 10 distinct reference grammars, 215

where each reference grammar Gref has k nonter- 216

minal symbols and thus |R| = k. This gives a total 217

of 90 reference grammars. We used Gref to prompt 218

GPT-4o to produce 6 different challenges with each 219

challenge consisting of a set of positives P and neg- 220

ativesN where |P| = 3 and |N | = 3, in a way that 221

P ⊆ L(Gref ) and N ∩ L(Gref ) = ∅. However, 222

GPT-4o often failed to produce challenges with 223

valid reference grammars, positives, and negatives 224

as k increased. We manually corrected erroneous 225

reference grammars, positives, and negatives by 226

using a BNF parser which takes a grammar and 227

outputs whether a grammar is in valid BNF, and 228

whether positives are accepted, and negatives are 229

rejected2. 230

Following this process, we obtained a dataset of 231

540 challenges, each consisting of 3 positives and 232

3 negatives. Figure 1 shows an example challenge 233

and a corresponding solution. 234

4.2 Metrics 235

Let C be a set of N challenges where each is a 236

tuple (Gref ,P,N , G∗) consisting of a reference 237

grammar, and a set of positive examples and nega- 238

tive examples, respectively, and the corresponding 239

candidate grammar G∗ generated by an LLM. We 240

evaluate the quality of generated grammars using 6 241

key metrics: 242

Syntax Correctness (SX ) The syntax correct- 243

ness metric SX quantifies the proportion of guesses 244

2Refer to Appendix A for the details of dataset construc-
tion.

3



that conform to the valid BNF syntax defined in245

Section 2.2. We define an indicator function as:246

ISX(G∗) =

{
1 if valid(G∗),
0 otherwise.

247

SX(C) is defined as: 1
N

∑N
i=1 ISX(G∗

i ).248

Semantic Correctness (SE ) SE captures the249

proportion of guesses that are semantically correct.250

We define an indicator function as follows, noting251

that if G∗ is not in valid BNF, then L(G∗) = ∅:252

ISE(G∗,P,N ) =


1 if P ⊆ L(G∗)∧
N ∩ L(G∗) = ∅

0 otherwise.

253

SE(C) is given by: 1
N

∑N
i=1 ISE(G∗

i ,Pi,Ni).254

Estimating Grammar Quality Given a set of255

positive and negative examples, there are many256

possible valid and semantically correct solutions257

that are undesirable. For instance, the following258

grammar would be an undesirable solution for Fig-259

ure 1. Here the L(G∗) = |P |, and is overfitted to260

the examples:261

<stmt> ::= "add(1,2,3)" | "merge(x,y)" |
"fibonacci(9)"

262

Equally undesirable is a grammar that over-263

generalizes from the examples, and defines a sig-264

nificantly larger language than the reference gram-265

mar, because this is highly likely to contain invalid266

strings. There are no standard metrics to measure267

over-fitting or over-generalization in grammar gen-268

eration, so we devise 4 metrics based around the269

number of production rules used in parsing the pos-270

itive examples.271

First, let ΠP ⊆ Π be the set of production272

rules that are used in the left-most derivations of273

all positive examples in P . That is, the set of274

rules in Π which occur in a sequence of rules275

S → α1 → . . . → αn → p where p ∈ P ,276

and all rules expand the left-most non-terminal in277

α1, . . . , αn.278

We report metrics across only solved challenges,279

i.e., a challenge where G∗ is syntactically and se-280

mantically correct. Our four metrics are defined as281

follows3:282

• Diff (C), calculates the difference between283

the number of production rules in G∗ used in284

3Refer to Appendix B for the details of formal definitions.

parsing the positive examples and the number 285

of production rules used by Gref for a given 286

challenge, i.e., |Πref
P | − |Π∗

P |. A grammar 287

that uses substantially fewer production rules 288

has probably overfitted to the examples, and 289

a grammar that uses substantially more pro- 290

duction rules may have over-generalized. We 291

report the average of Diff across all solved 292

challenges as Diff ⋄. 293

• OF estimates over-fitting by counting the per- 294

centage of solved challenges on which G∗ 295

uses fewer than half the number of production 296

rules used by Gref , i.e., the number of times 297

|Πref
P | − |Π∗

P | >
|Πref

P |
2 . 298

• OG estimates over-generalization by count- 299

ing the percentage of solved challenges on 300

which G∗ uses more than half the number of 301

production rules used by Gref , i.e., |Πref
P | − 302

|Π∗
P | < −

|Πref
P |
2 . 303

• TU calculates the proportion of production 304

rules that are used in parsing the positive ex- 305

amples for a given challenge, i.e., |Π∗
P |

Π∗ , indi- 306

cating the utility. We report the average of 307

TU across all solved challenges as TU⋄. 308

4.3 Baselines 309

To establish baselines, we adopted two approaches, 310

Direct Prompting (DP) and Optimization of the 311

BNF Parser for LLM-Friendly Feedback (OPF). 312

In DP, we directly prompted LLMs with positive 313

and negative examples, asking them to produce 314

grammars that accept all positives and reject all 315

negatives4. 316

In OPF, inspired by Reflexion (Shinn et al., 2023) 317

and Self-Refine (Madaan et al., 2023), we further 318

optimized the BNF parser by enabling it to provide 319

more LLM-friendly error messages as feedback, 320

aiming to improve the performance of grammar 321

generation for LLMs5. 322

4.4 Experiment Settings 323

For a comprehensive evaluation, we selected a total 324

of 8 LLMs, ensuring a diverse selection of both 325

open- and closed-source LLMs, along with LLMs 326

with varying parameter sizes and LLMs specifically 327

designed for code generation. 328

Specifically, we selected two closed-source 329

LLMs, GPT-4o (OpenAI et al., 2024) and GPT- 330

3.5-Turbo (Brown et al., 2020a). For the other 6 331

4Refer to Appendix C for the details of DP.
5Refer to Appendix D for the details of OPF.
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open-source LLMs, we note them in the notation:332

{model_name}:{parameter_size}-{model_type}.333

We selected the following LLMs: Llama3:70b-334

Instruct (Grattafiori et al., 2024), Qwen:72b-335

Chat (Bai et al., 2023), Gemma2:27b-336

Instruct (Team et al., 2024), Mistral:7b-337

Instruct (Jiang et al., 2023a), Code-338

stral:22b (MistralAI, 2024), and Starcoder2:15b-339

Instruct (Lozhkov et al., 2024). Among the340

selected LLMs, Starcoder2:15b-Instruct and341

Codestral:22b are LLMs for code generation.342

For the DP baseline, we set the temperature to 0343

and the maximum token to 2000.344

For the OPF baseline6, we set the temperature to345

0.3, the maximum token to 2000, and the maximum346

number of turns, max_turns, to 5.347

4.5 Results & Analysis348

The results of SX and SE for the 8 LLMs are349

presented in Table 1. We observed that GPT-4o,350

GPT-3.5-Turbo, and Gemma2:27b-Instruct achieve351

relatively high SX , while the other LLMs generally352

fare worse in DP baseline. Compared to the DP353

baseline, applying OPF leads to a significant en-354

hancement in SX for both Mistral:7b-Instruct and355

Codestral:22b, yielding an 18% improvement for356

each of them, suggesting that parser feedback can357

help increase SX . Nevertheless, for most LLMs,358

OPF yields only slight gains in SX . Furthermore,359

it is worth noting that for Starcoder2:15b-Instruct,360

SX decreases by 16% after applying OPF. This361

indicates that feedback from the parser can some-362

times lead to performance degradation if LLMs fail363

to interpret the feedback correctly.364

Although several LLMs attain high SX , their365

SE remains low in DP, with an average of 39%.366

For example, GPT-3.5-Turbo has 94% SX but only367

37% SE . With OPF, LLMs like Mistral:7b-Instruct368

and Codestral:22b achieve notable SE improve-369

ment with enhanced SX , illustrating that improved370

SX can positively influence SE . However, for371

most LLMs, OPF yields only marginal SE gains,372

particularly in the case that their SX is already373

high and OPF fails to contribute significant SX374

improvement.375

Noticeably, although OPF helps improve SX , a376

significant gap still persists between SX and SE377

for most LLMs. For example, even after OPF, GPT-378

3.5-Turbo maintains a 57% gap between SX and379

SE , and Starcoder2:15b-Instruct has a 40% gap.380

6Refer to Appendix D for the reason of setting the temper-
ature greater than 0 for OPF.

Since the ultimate objective is to improve SE , a 381

more advanced approach is needed to address this 382

limitation. 383

Furthermore, as other four metrics shown in Ta- 384

ble 2, on average, for most of LLMs, the lower 385

Diff ⋄, OF , and OG indicate negligible over-fitting 386

or over-generalization issues, and the higher TU ⋄ 387

means LLMs are not predisposed to generate irrel- 388

evant production rules. Nevertheless, as the num- 389

ber of production rules increases, Diff ⋄ and OF 390

exhibit slight increases, indicating a tendency to- 391

ward mild over-fitting, while no significant over- 392

generalization issues are observed 7. 393

In addition to the quantitative metrics, we also 394

conducted a qualitative analysis by examining the 395

generated grammars. We compared the grammars 396

containing syntactic errors generated in the DP but 397

corrected after the OPF. We primarily found four 398

significant issues causing lower SX: unsupported 399

symbols such as injecting quantifiers like “*” and 400

“?” or character classes like “[a-z]”, erroneously 401

introduced and misplaced brackets such as wrap- 402

ping two terminals with round and square brackets, 403

failing to wrap non-terminal with angle brackets, 404

and omission the separators “|” between sentential 405

forms. While the the first two issues are rampant 406

across most LLMs, the third issue is mainly found 407

in Mistral:7b-Instruct and the last one is sporadic. 408

For most LLMs, OPF can occasionally mitigate 409

these issues, but insignificantly. Furthermore, no- 410

tably, we also observed LLMs show an ability to 411

recognize keywords in the examples, treating them 412

as complete terminals rather than decomposing 413

them into multiple terminals as individual char- 414

acters. For example, they treat “if” and “SELECT” 415

as complete terminals rather than splitting them 416

into multiple characters. This may be benefited 417

from the common sense acquired by LLMs from 418

the corpus (Brown et al., 2020b). 419

5 LLM-Driven Hybrid Genetic Algorithm 420

The results of the baselines demonstrate the unsat- 421

isfactory performance of LLMs in grammar gener- 422

ation. To address this, we propose an LLM-driven 423

hybrid genetic algorithm, namely HyGenar, a novel 424

algorithm inspired by the concept of genetic algo- 425

rithms. The following sections detail HyGenar and 426

elaborate on our experiment settings, results, and 427

analysis. 428

7Refer to Appendix F.3 and F.4 for more details.
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Models Syntax Correctness (SX ) Semantics Correctness(SE )

DP OPF HyGenar DP OPF HyGenar

GPT-4o 93 97 ↑4 96 ↑3 ↓1 84 85 ↑1 93 ↑9 ↑8

GPT-3.5-Turbo 94 95 ↑1 99 ↑5 ↑4 37 38 ↑1 61 ↑24 ↑23

Llama3:70b-Instruct 57 61 ↑4 75 ↑18 ↑14 41 42 ↑1 61 ↑20 ↑19

Qwen:72b-Chat 47 49 ↑2 76 ↑29 ↑27 20 21 ↑1 38 ↑18 ↑17

Mistral:7b-Instruct 1 19 ↑18 1 − ↓18 0 8 ↑8 1 ↑1 ↓7

Gemma2:27b-Instruct 91 92 ↑1 98 ↑7 ↑6 56 57 ↑1 79 ↑23 ↑22

Starcoder2:15b-Instruct 76 60 ↓16 98 ↑22 ↑38 30 20 ↓10 44 ↑14 ↑24

Codestral:22b 53 71 ↑18 80 ↑27 ↑9 44 52 ↑8 67 ↑23 ↑15

Table 1: The results of syntax and semantic correctness for LLMs grammar generation are presented as percentages
(%). For each LLM, the best syntax and semantic correctness are highlighted with bold font. Blue arrows ↑↓
represent performance differences relative to the DP baseline, while red arrows ↑↓ indicate differences relative to
the OPF baseline.

5.1 Methodology429

HyGenar consists of four main components: Fit-430

ness, Selection, Crossover, and Mutation. It begins431

by prompting an LLM to generate an initial pop-432

ulation of candidate grammars from positive and433

negative examples. In each generation, the Fitness434

function scores each candidate and the Select func-435

tion chooses a subset of the population. To form436

a new population, the Cross function operates on437

two randomly selected candidates from this subset438

to generate a new candidate, which is then mod-439

ified by the Mut function and added to the new440

population, until the maximum population size is441

reached. The new population then advances to the442

next generation. We provide pseudocode in Algo-443

rithm 1 in Appendix E. We detail each component444

as follows:445

Fitness Given a generated grammar G∗, if it is446

syntactically incorrect, it is assigned a score of447

−1. For a valid grammar, we define two indicator448

functions:449

IA(G∗, p) =

{
1 if p ∈ L(G∗),

0 otherwise.
450

IR(G∗, n) =

{
1 if n /∈ L(G∗),

0 otherwise.
451

The Fitness function Fitness(G∗,P,N ) is then452

defined as:453 ∑
pi∈P

IA(G∗, pi) +
∑
ni∈N

IR(G∗, ni).454

Selection Let G = {G∗
1, G

∗
2, . . . , G

∗
k} be a pop-

ulation of candidate grammars. Each G∗
i ∈ G is

assigned a fitness score si ∈ S by the Fitness func-
tion, where S = [s1, s2, . . . , sk] is a sequence of
their corresponding scores. We define the Select
function as:

Select(G, S) = {G∗
σ(1), G

∗
σ(2), . . . , G

∗
σ( k

2
)
},

where σ : {1, 2, . . . , k} → {1, 2, . . . , k} is a per- 455

mutation of the indices such that: sσ(1) ≥ sσ(2) ≥ 456

· · · ≥ sσ(k). Hence, half of the candidates from the 457

population are selected in decreasing order of their 458

fitness scores. 459

Crossover The crossover function splices the pro- 460

duction rules from two grammars together, at a 461

randomly chosen splicing point. Let G∗
a and G∗

b 462

be two candidate grammars, with rules R∗
a and R∗

b 463

respectively. If both R are empty, we return one 464

grammar at random. If one grammar has a non- 465

empty R, we return that grammar. Otherwise, we 466

apply the crossover function with probability ρ (the 467

crossover rate). 468

The crossover operation works in the following 469

way. Let ℓ = min(|R∗
a|, |R∗

b |). First sample a 470

crossover point w ∼ Uniform({1, 2, . . . , ℓ}). Let 471

R∗
a = ra1 , r

a
2 . . . be the rules from G∗

a and R∗
b be 472

the rules from G∗
b . We take the first w− 1 rule sets 473

from R∗
a and then prefix these to the last n−w rule 474

sets from R∗
b , where n = |R∗

b |. This generates a 475

new rule set R′ = {r1a, . . . , rw−1
a , rwb , . . . r

n
b }. 476

Crossover returns a new grammar G′ = 477

(V ′,Σ′,Π′, Sa, R
′), where V ′ and Σ′ are all non- 478

terminal and terminal symbols in R′, Π′ is all rules 479

in R′, and Sa is the start symbol from G∗
a. 480

Mutation We use two mutation methods: mu- 481

tation by LLM, and local mutation. We chose 482
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whether to mutate a grammar at all, with proba-483

bility µ (the mutation rate). If the grammar has no484

production rules, we apply the LLM mutation. Oth-485

erwise, we apply local mutation with a probability486

0.5 and LLM mutation otherwise.487

LLM-Driven Mutation The LLM-driven muta-488

tion uses G∗, P , and N to prompt8 an LLM to489

produce a new grammar. In this approach, we490

expect that, with the knowledge and experience491

obtained by training on vast corpora, LLMs can492

heuristically provide more novel and dramatic mod-493

ifications such as introducing new terminals or non-494

terminals, adding or removing production rules, or495

reshaping the structure of grammars, which is hard496

to approach with local mutation.497

Local Mutation The local mutation is designed498

to produce incremental, targeted alterations to the499

grammar while preserving the majority of its origi-500

nal form. It is less flexible than LLM-driven muta-501

tion and it is unable to introduce new non-terminals502

or to drastically restructure grammars. However, it503

can not only potentially find a grammar candidate504

but also provide insights for LLM-driven muta-505

tion. Given a grammar G∗, with a set of sets of506

production rules R∗, local mutation comprises the507

following steps:508

• Rule set selection We sample an integer i ∼509

Uniform({1, . . . , |R|}). This index i chooses510

the rule set ri ∈ R∗ that will be mutated.511

• Shuffle The Shuffle mutation shuffles the512

order of symbols on the right-hand side of513

a production rule. That is, each rule is514

a mapping from a non-terminal v to a se-515

quence of non-terminal and terminal sym-516

bols (V ∪ Σ)∗, and we shuffle this se-517

quence randomly. For example, the rule set:518

<e> ::= <e> "*" <e> | <e> "/" <e>519

with infix operators, may be shuffled to520

<e> ::= "*" <e> <e> | "/" <e> <e>,521

switching to prefix operators.522

Shuffle is applied to all production rules in ri.523

• Space Insertion The SpaceInsert mutation524

inserts a randomly chosen number of whites-525

pace terminal symbols "␣" into the right-526

hand side of a production rule. Given a527

rule v − i → α, Shuffle chooses the num-528

ber of whitespace terminals to be inserted by529

8Refer to Prompt Template 2 in Appendix E for the prompt
we designed for LLM-driven mutation.

sampling I ∼ Uniform(0, |α|), where |α| is 530

the number of symbols in α. Each space is 531

inserted before or after a randomly chosen 532

symbol in α. As an example, the rule set: 533

<s> ::= <noun> <verb> may be changed to 534

<s> ::= <noun> "␣" <verb>. 535

For each production rule in ri, we randomly 536

decide whether SpaceInsert should be ap- 537

plied to that rule with a low probability9. 538

The Shuffle alteration heuristic is motivated by two 539

key insights. First, shuffling the right-hand side of 540

production rules may yield a grammar that accepts 541

more positive examples and rejects more negative 542

ones. Second, although Shuffle may rarely yield a 543

better candidate for a complex target grammar, the 544

new variant of the grammar produced from Shuffle 545

is expected to provide alternative perspectives and 546

new insights for LLMs to help generate subsequent 547

grammars in future generations. 548

The SpaceInsert alteration was introduced be- 549

cause some LLMs tended to omit explicit space 550

symbols between symbols in an alternative, result- 551

ing in degraded grammar generation, even if they 552

were prompted to pay attention to space inclusion10. 553

We expect that incorporating SpaceInsert will of- 554

fer insights for LLMs of the explicit inclusion of 555

spaces to thereby enhance performance. 556

5.2 Experiment Settings 557

In addition to a set of positive and negative exam- 558

ples and an LLM, HyGenar takes four parameters: 559

population size (grammars per generation), gener- 560

ations (number of evolution iterations), crossover 561

rate (probability of crossover), mutation rate (prob- 562

ability of mutation). In our experiments, we set 563

these to 10, 5, 0.7, and 0.3, respectively. 564

We selected the same 8 LLMs as the DP and 565

OPF baselines, setting maximum tokens to 2000 566

and temperature to 0.7. In HyGenar, a nonzero 567

temperature is necessary for diversity. To ensure 568

it does not significantly impact results and show 569

its robustness, we further repeat the experiments 5 570

times with GPT-3.5-Turbo and GPT-4o. 571

5.3 Results & Analysis 572

As shown in Table 1, HyGenar substantially boosts 573

SX for most LLMs. For example, Qwen:72b- 574

Instruct gains 29% over DP and 27% over OPF. 575

Even for LLMs already improved by OPF, such 576

9We fix it to 0.1.
10Refer to Prompt Template 1 in Appendix C for details.
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Methods Diff ⋄ OF OG TU ⋄

DP 1.12 3.83 0.63 88.74
OPF 1.10 4.72 1.31 90.76
HyGenar 1.19 4.44 0.92 91.27

Table 2: The averages of Diff ⋄, OF (%), OG(%), and
TU ⋄(%) across all LLMs.

as Codestral:22b with an 18% improvement,577

HyGenar adds an additional 9%. Meanwhile,578

Starcoder2:15b-Instruct, which experiences a 16%579

drop under OPF, achieves a 22% improvement com-580

pared to DP and a 38% improvement over OPF,581

with HyGenar. On average, it improves SX 13.88%582

compared to DP and 9.88% over OPF.583

While enhancing SX is essential, the ultimate584

objective is to improve SE . As shown in Table 1,585

our method significantly boosts SE for all LLMs586

except Mistral:7b-Instruct. For example, with Hy-587

Genar, GPT-4o rises from 84% with DP and 85%588

with OPF to 93%, and GPT-3.5-Turbo, noted for589

low semantic accuracy, increases by 24% over DP590

and 23% over OPF. Notably, although the contri-591

bution from the enhancement of SX is essential to592

SE , HyGenar does not rely solely on enhancing593

SX to achieve significant improvement of SE , as594

five LLMs demonstrated higher SE increases than595

their SX . Across the selected LLMs, the average596

SE improvement is 16.5% compared to DP and597

15.13% compared to OPF.598

We further analyzed the performance as the num-599

ber of non-terminals and production rules increases.600

For non-terminals, we partition the dataset into601

3 groups: C1 (1–3 non-terminals), C2 (4-6 non-602

terminals), and C3 (7-9 non-terminals). For pro-603

duction rules, we split the dataset into another 3604

groups: P1 (1–6 production rules), P2 (6-15 pro-605

duction rules), and P3 (greater than 16 production606

rules). We observed that the performance of LLMs607

decreases as the number of non-terminals and pro-608

duction rules increases. Nevertheless, HyGenar609

still substantially improves both SX and SE 11.610

Furthermore, as shown in Table 2, OF does not611

significantly increase in HyGenar, indicating that612

the substantial improvements observed in both the613

SX and SE for HyGenar are not attributed to over-614

fitting12.615

Moreover, we also conducted a qualitative anal-616

ysis of how HyGenar improves SX and SE. For617

11Refer to Tables 4 and 5 in Appendix F.1 and F.2 for details.
12Refer to Tables 6, 7, and 8 in Appendix F.3 for the more

details.

SX , HyGenar significantly reduces the issues 618

of unsupported symbols injection and misplaced 619

brackets. However, it fails to address the issue of 620

unwrapped non-terminals, which is also the issue 621

mainly happened in Mistral:7b-Instruct. Unlike 622

OPF, which benefits from more explicit syntax er- 623

ror feedback, our approach lacks such direct syntax 624

corrective guidance, meaning that if an LLM in- 625

herently struggles to generate syntactically correct 626

grammar, our method may fail to produce valid 627

candidates and process evolution, thereby lowering 628

both SX and SE. Nevertheless, as long as at least 629

a few candidates are generated in correct syntax, 630

HyGenar can optimize their generations during the 631

evolutionary process to mitigate aforementioned 632

issues and improve SX . For SE , attributing the 633

significant improvement is complex. However, we 634

still observed two findings. First, after applying 635

HyGenar, terminals that were not previously con- 636

sidered in the grammars generated by DP or OPF 637

have been introduced. Second, the semantic errors 638

that were caused by the absence of space terminals 639

in DP or OPF have been alleviated. 640

Due to the relatively high temperature of 0.7 641

used for HyGenar, we repeated the experiments 642

5 times with GPT-4o and GPT-3.5-Turbo13 to en- 643

sure robustness. The averages of SX for GPT-4o 644

and GPT-3.5-Turbo are 95.8% and 98.6%, with 645

standard deviations 0.4% and 0.49% respectively, 646

while the averages of SE are 93.2% and 61.6% 647

with standard deviations 0.4% and 0.49% respec- 648

tively. These results indicate that setting the temper- 649

ature to 0.7 has a negligible impact on performance 650

and show the robustness of HyGenar. 651

6 Conclusion 652

To explore the few-shot grammar generation abil- 653

ity of LLMs, we constructed a dedicated dataset 654

consisting of 540 challenges, devised and adopted 655

6 metrics, and evaluated 8 various LLMs. Due to 656

their unsatisfactory performance, we introduced 657

HyGenar, an LLM-driven hybrid genetic algorithm 658

for grammar generation. Our results indicate that 659

HyGenar significantly enhances both syntax and se- 660

mantic correctness compared to the two baselines. 661

We believe this work provides valuable insights into 662

LLM-based grammar generation and highlights the 663

potential of LLM-driven hybrid genetic algorithms 664

in this domain. 665

13Refer to Table 3 in Appendix F.5 for details.
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7 Limitations666

We discuss several limitations and concerns in this667

work, revealing potential challenges, constraints,668

and confusion.669

First, although the results indicate that GPT-4o670

exhibits remarkable SX and SE, it is important to671

note that these results may be attributable to the use672

of GPT-4o during dataset construction. Nonethe-673

less, even though GPT-4o already demonstrates674

excellent performance, HyGenar can still enhance675

it significantly.676

Second, as demonstrated, our method does not677

outperform OPF for Mistral:7b-Instruct in SX and678

SE due to its inherent failure to generate syntac-679

tically correct grammars. Nevertheless, our ap-680

proach yields significant SX and SE improve-681

ments for all other LLMs. We also propose to682

combine syntactical feedback and HyGenar to mit-683

igate this limitation and further improve the perfor-684

mance.685

Third, one may argue that given any finite set686

of positive and negative examples, it could always687

be possible to construct a regular grammar rather688

than a CFG that can accept all positives and re-689

ject all negatives. However, such an approach may690

function more like a classifier rather than a gram-691

mar and may lack applicability in subsequent tasks,692

such as constructing an abstract syntax tree.693

Finally, in this work, we primarily focus on694

LLM-based few-shot grammar generation without695

comparing algorithms that are not LLM-based. The696

reasons behind this are that most algorithms require697

a large set of characteristic examples to uniquely de-698

termine the target grammar (De la Higuera, 2010).699

Instead, we do not impose such constraints on700

our example set and hypothesize that the expe-701

rience and knowledge acquired from corpus can702

enable LLMs to handle few-shot grammar genera-703

tion tasks. Consequently, those algorithms may not704

be directly applicable. In addition, since we focus705

on the exploration and improvement of the abil-706

ity of LLMs in few-shot grammar generation, we707

construct two LLM-based baselines for fair com-708

parison.709
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A Dataset Construction1253

To evaluate the capacity of LLMs in few-shot gram-1254

mar generation, we present a dedicated dataset. We1255

explain the details of the construction process in1256

this section.1257

For clear explanation, let Gref =
⋃K

k=1G
ref
k1258

be a set of reference grammars, where Gref
k is a1259

set of reference grammars in which each reference1260

grammar Gref
k having exactly k non-terminals and1261

thus its |R| = k. Each set of reference grammars1262

Gref
k = {Gref

k,1 , G
ref
k,2 , . . . , G

ref
k,n} contains n refer-1263

ence grammar with k non-terminals.1264

Initially, we constructed Gref =
⋃9

k=1G
ref
k .1265

For each number k, we prompted GPT-4o to1266

produce n = 10 reference grammars to yield1267

Gref
k = {Gref

k,1 , G
ref
k,2 , . . . , G

ref
k,10}, with the prompt1268

template demonstrated in Prompt Template 3. In1269

Prompt Template 3, k means the placeholder of the1270

number of non-terminals, and n means the num-1271

ber of reference grammars needed to be produced.1272

However, GPT-4o failed to consistently generate1273

reference grammars in the correct syntax or with1274

the correct number of non-terminals, especially as1275

the number of non-terminals increased. To ensure1276

that the generated reference grammars are syntacti-1277

cally correct and have the correct number of non-1278

terminals, we used a BNF parser to do verification.1279

It takes a Gref and checks whether valid(Gref )1280

is true and whether it has the required number of1281

non-terminals. Any reference grammar that is not1282

valid or has a wrong number of non-terminals were1283

manually corrected. For duplicated reference gram-1284

mars, we prompted GPT-4o to generate an alter-1285

native. This resulted in 90 reference grammars1286

(i.e., |Gref | = |
⋃9

k=1G
ref
k | = 90), which are the1287

reference grammars used to generate positive and1288

negative examples subsequently.1289

For each reference grammar Gref ∈ Gref , we1290

prompted GPT-4o to generate 6 various challenges.1291

For each challenge, GPT-4o is prompted by Prompt1292

Template 6 and Prompt Template 4 to produce a set1293

of 3 positive examples (P ⊆ L(Gref )), and a set1294

of three negative examples (N ∩L(Gref ) = ∅), re-1295

spectively. In both Prompt Template 6 and Prompt1296

Template 4, m means the number of examples1297

needed to be generated, and reference_grammar1298

means the given reference grammar by which1299

the generated examples should be accepted or re-1300

jected. However, we observed that GPT-4o fre-1301

quently failed to produce valid positive and nega-1302

tive examples, leading to either P ̸⊆ L(Gref ) or1303

N ∩L(Gref ) ̸= ∅, or both. The number of failures 1304

tends to increase as the number of non-terminals 1305

of Gref increases. To ensure the correctness of 1306

the generated challenges, we used a BNF parser 1307

to verify whether all given positive examples and 1308

negative examples can be accepted and rejected, re- 1309

spectively, by their corresponding Gref . Erroneous 1310

positive and negative examples were manually cor- 1311

rected. Ultimately, we obtained a dataset consisting 1312

of a total of 540 challenges. 1313

We visually summarize the dataset construction 1314

procedure in Figure 2. 1315

B Grammar Quality Metrics 1316

This section covers the formal definitions of the 1317

grammar quality metrics. 1318

First define ΠP ⊆ Π to be the set of production 1319

rules that are used in the left-most derivations of all 1320

positive examples in P . That is, the set of rules in 1321

Π which occur in a sequence of rules S → α1 → 1322

. . .→ αn → p where p ∈ P , and all rules expand 1323

the left-most non-terminal in α1, . . . , αn. 1324

Let Π∗ be the production rules in G∗ and Πref

be the production rules in Gref . Let us define
Diff (Gref , G∗) = |Πref

P | − |Π∗
P |. The average dif-

ference in production rules used over the whole set
of k solved challenges, C ′, is given by:

Diff ⋄ =
1

k

k∑
i=1

Diff (Gref
i , G∗

i ).

We define two indicator functions, which indicate 1325

when a grammar uses substantially fewer rules 1326

than the reference grammar, and substantially more 1327

rules than the reference grammar: 1328

IOF (G
ref , G∗,P) =


1 if |Πref

P | − |Π∗
P |

>
|Πref

P |
2

0 otherwise.

1329

1330

IOG(G
ref , G∗,P) =


1 if |Πref

P | − |Π∗
P |

< − |Πref
P |
2

0 otherwise.

1331

The metric to estimate whether the generated
grammars overfit the examples, is then given by

OF (C ′) =
1

k

k∑
i=1

IOF (G
ref
i , G∗

i ,Pi).
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(1) Prompt LLMs for Reference Grammar Generation

Grammars with  Non-Terminals...

Grammars with 1 Non-Terminal

1. <digit> ::= "0" | "1" | ... | "9"
2. <word> ::= "yes" | "no"
3. <symbol> ::= "!" | "@" | "#"
4. <letter> ::= "a" | "b" | ... | "z"
5. <greeting> ::= "hello" | "hi"
6. ...

(4) Report Erroneous Grammars

(3) Verify

(5) Refine & Correct

(6) Prompt LLMs for Challenge Generation

Grammars with  Non-Terminals...

Grammars with 1 Non-Terminal

<digit> ::= "0" | "1" | ... | "9"

1. "1"
2. "0"
3. "8"

1. "a"
2. "@"
3. "?"

1. "2"
2. "9"
3. "3"

1. "!"
2. "#"
3. "&"

...

(7) Generate Challenges

(9) Report Erroneous Examples

(8) Verify
(10) Correct & Refine

(11) Obtain the Full Dataset

(2) Generate Grammars

Figure 2: The Dataset Construction Process: (1) GPT-4o is prompted with Prompt Template 3 to generate a set
of reference grammars; (2) A set of reference grammars Gref =

⋃9
k=1 G

ref
k are generated by LLMs; (3) A BNF

parser is used to check the correctness of each generated reference grammar; (4) Erroneous reference grammars are
reported to humans; (5) Reported reference grammars are modified and corrected manually; (6) GPT-4o is prompted
with Prompt Template 6 and Prompt Template 4 to generate challenges for each reference grammars; (7) Challenges
are generated by LLMs, in which each challenge consists of 3 positive and 3 negative examples; (8) A BNF parser
is used to verify whether positive and negative examples are accepted and rejected by their corresponding reference
grammar respectively; (9) Erroneous challenges are reported to humans; (10) Reported challenges are corrected
manually; (11) The final dataset consisting of 540 challenges are obtained.

The metric to estimate whether the generated1332

grammars overgeneralize the examples, OG , is1333

given as:1334

OG(C ′) =
1

k

k∑
i=1

IOG(G
ref
i , G∗

i ,Pi).1335

In addition, the TU metric, for a given challenge,
to measure the percentage of |Π∗| taken up by |Π∗

P |,
indicating the utility of G∗, is given as:

TU (G∗,P) =
|Π∗

P |
|Π∗|

for which lower TU indicates a bunch of irrelevant
or nonsensical production rules of G∗ while higher
TU indicates the opposite. The average utility over
C ′ is given by:

TU ⋄ =
1

k

k∑
i=1

TU (G∗
i ,P)

C Direct Prompting1336

For the DP approach, Prompt Template 1 is used to1337

prompt LLMs to directly generate a grammar with1338

a given set of positive and negative examples. In1339

Prompt Template 1, positive_examples and nega-1340

tive_examples are placeholders for a set of positive1341

and negative examples. In addition, it also specifies1342

a list of requirements LLMs should take care of1343

and obey when generating grammars.1344

D Optimization of BNF Parser for 1345

Providing LLM-Friendly Feedback 1346

For the OPF approach, we use the same prompt 1347

template used in DP, as shown in Prompt Tem- 1348

plate 1, to prompt LLMs to generate an initial 1349

grammar. Then, Prompt Template 5 is used in the 1350

iterations of the feedback loop to construct prompts 1351

from feedback offered by the BNF parser to LLMs. 1352

In Prompt Template 5, positive_examples and nega- 1353

tive_examples are the placeholders for a set of pos- 1354

itive and negative examples, bnf_grammar means 1355

the previously generated erroneous grammar, and 1356

parser_feedback is the placeholder for feedback 1357

provided from the BNF parser. 1358

Furthermore, for each feedback given by the 1359

BNF parser, in addition to giving essential feedback 1360

such as notifying the line number for the place the 1361

error occurs, we optimize the BNF parser to also 1362

provide LLM-friendly feedback to LLMs, such as 1363

the possible reasons for the error or ways to fix it. 1364

We have shown some of them in Parser Feedback 1 1365

and Parser Feedback 2. 1366

In addition, OPF includes a parameter called 1367

max_turns, which specifies the maximum number 1368

of feedback iterations. If an LLM can generate 1369

a valid grammar based on earlier feedback, the 1370

algorithm stops early; otherwise, it continues until 1371

reaching the specified maximum. 1372

Moreover, it is worth noting that this approach 1373

does not aim to follow every component of Reflex- 1374

ion or Self-Refine strictly. For instance, it does not 1375
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maintain a long-term context or external memory.1376

Instead, it uses only the most recent feedback in1377

each turn to guide self-refinement. Concretely, in1378

each feedback iteration, an LLM is provided with1379

the previously generated erroneous grammar, cor-1380

responding positive and negative examples, and1381

the latest feedback, to produce revised grammars.1382

Therefore, since, in each iteration, an LLM may1383

produce similar and even the same grammar as the1384

previous ones, especially when they fail to fix the1385

previous errors leading to the same feedback pro-1386

vided by the parser, we set the temperature to 0.31387

to expect to enable LLMs to generate more diverse1388

grammars even for encountering the same feed-1389

back, to optimize the performance. This approach1390

highlights the optimization from the perspective of1391

the parser to provide more LLM-friendly feedback.1392

However, due to limited space and the trivial-yet-1393

complex optimization process, for the details of the1394

optimization of the BNF parser, please refer to our1395

source code and the comments.1396

E LLM-Driven Hybrid Genetic1397

Algorithm1398

The pseudocode of HyGenar is presented in Algo-1399

rithm 1, with detailed descriptions of its primary1400

functions including Fitness, Select, Cross, and1401

Mut provided in Section 5. In Algorithm 1, we1402

note Fitness function as FITNESS, Select function1403

as SELECT, Cross function as CROSS, and Mut1404

function as MUTATE.1405

As shown in Algorithm 1, it takes seven parame-1406

ters: P and N means a set of positive and negative1407

examples respectively, k indicates population size,1408

g represents generations which means the number1409

of iterations of evolution, ρ means the crossover1410

rate, µ means the mutation rate, and LLM means1411

an LLM which takes a prompt and returns a re-1412

sponse. In addition, PROMPTGENERATOR means1413

to generate a prompt from the prompt template1414

shown in Prompt Template 1. MAXFITNESSS-1415

CORE is a constant indicating the highest fitness1416

score any candidate grammar can achieve and due1417

to each challenge in the constructed dataset only1418

having 3 positive and 3 negative examples, the1419

highest fitness score is 6. We thus set MAXFIT-1420

NESSSCORE to 6.1421

In addition, for LLMMut, we have shown the1422

prompt template used to prompt LLMs to mutate1423

a given grammar in Prompt Template 2, in which1424

bnf_grammar means the placeholder for a candi-1425

date grammar while positive_examples and nega- 1426

tive_examples means a set of positive and negative 1427

examples respectively. 1428

F Additional Results 1429

In addition to the results shown in Table 1, we have 1430

shown 7 more results and discussed them respec- 1431

tively in subsections F.1, F.2, F.3, F.4, and F.5. 1432

F.1 Results for C1, C2, and C3 1433

Table 4 presents the results categorized into three 1434

subsets: C1, C2, and C3. The subset C1 includes 1435

challenges where the reference grammars have 1436

1 ∼ 3 non-terminals, C2 are those with 4 ∼ 6 1437

non-terminals, and C3 consists of challenges with 1438

7 ∼ 9 non-terminals. Therefore, it aims to demon- 1439

strate and analyze the performance of LLMs as the 1440

number of non-terminals increases. 1441

As the results are shown in Table 4, as the num- 1442

ber of non-terminals increases, both SX and SE 1443

decrease across all LLMs. While DP and OPF ex- 1444

hibit suboptimal and unsatisfactory performance, 1445

HyGenar consistently demonstrates and contributes 1446

substantial improvements across most LLMs, even 1447

as the number of non-terminals increases. For ex- 1448

ample, in the case of GPT-4o, HyGenar increases 1449

the SE by 21% compared to DP and OPF on C3. 1450

Similarly, with GPT-3.5-Turbo, compared to DP 1451

and OPF, HyGenar improves the SE by 30% and 1452

28% on C2 and 20% and 19% on C3, respectively. 1453

F.2 Results for P1, P2, and P3 1454

Table 5 demonstrates the results grouped into three 1455

subsets: P1, P2, and P3. The subset P1 consists 1456

of challenges where the reference grammars have 1457

1 ∼ 6 production rules, P2 includes those with 7 ∼ 1458

15 production rules, and P3 consists of challenges 1459

with the number of production rules greater than 1460

16. Therefore, it aims to show and analyze the 1461

performance of LLMs as the number of production 1462

rules increases. 1463

Similar to the results of C1, C2, and C3, as the 1464

number of production rules increases, both SX and 1465

SE decrease across all LLMs. Nevertheless, Hy- 1466

Genar can still steadily improve both SE and SX , 1467

even as the number of production rules increases. 1468

F.3 Results for Diff , OF , and OG Metrics 1469

To investigate whether LLMs generate grammars 1470

in an overfitted manner and whether HyGenar im- 1471

proves performance through overfitting, as well as 1472
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Algorithm 1 HyGenar

1: procedure GENERATEGRAMMAR(P,N , k, g, ρ, µ, LLM )
2: population← [] ▷ Initialize population as an empty list
3: G∗.best← null ▷ Keep track of overall best grammar
4: fitness.best← −1 ▷ Track highest fitness found so far
5: for i← 1 to k do
6: prompt← PROMPTGENERATOR ▷ Use prompt template from Prompt Template 1
7: G∗ ← LLM(prompt) ▷ Use LLM to get an initial candidate
8: score← FITNESS(G∗,P,N ) ▷ Compute fitness
9: if score = MAXFITNESSSCORE then

10: return G∗ ▷ Return early if perfect score is achieved
11: population← population ∥ [G∗] ▷ Add candidate to population
12: for i← 1 to g do
13: fitnessScores← []
14: for G∗ ∈ population do
15: score← FITNESS(G∗,P,N )
16: fitnessScores← fitnessScores ∥ [(score,G∗)] ▷ Add a tuple of score and grammar
17: if score > fitness.best then
18: fitness.best← score
19: G∗.best← G∗

20: if fitness.best = MAXFITNESSSCORE then
21: return G∗.best ▷ Return the best grammar found
22: G = [G∗ | (score,G∗) ∈ fitnessScores]
23: S = [score | (score,G∗) ∈ fitnessScores]
24: selected← SELECT(G, S)
25: population.new ← []
26: while |population.new| < k do
27: G∗

a, G
∗
b ← RANDOMCHOICE(selected)

28: G∗ ← CROSS(G∗
a, G

∗
b , ρ)

29: if UNIFORM(0, 1) < µ then
30: G∗ ← MUTATE(G∗,P,N , LLM)

31: population.new ← population.new ∥ [G∗]

32: population← population.new ▷ Proceed to the next generation
return G∗.best

to examine whether LLMs and our method pro-1473

duce overly generalized grammars, we employed1474

the three evaluation metrics: Diff , OF , OG . The1475

results are presented in Table 6, 7, and 8, respec-1476

tively. The notation “N/A” indicates inapplicability.1477

Since these three metrics are only applicable when1478

a grammar possesses correct semantics, “N/A” thus1479

signifies that no grammar in the evaluation set ex-1480

hibits correct semantics.1481

Through the Diff metric, as shown in Tabel 6,1482

we observe that the number of production rules1483

used in derivations of the generated grammars and1484

the reference grammars does not differ significantly1485

on average. However, as the number of production1486

rules in the reference grammar increases, the Diff ⋄1487

exhibits a slight upward trend. The Diff ⋄ is almost 1488

always positive across most LLMs and methods, 1489

which indicates that, in most cases, the number of 1490

production rules used by the generated grammars 1491

is lower than that of the reference grammars. 1492

Furthermore, Table 7 presents the OF metric. 1493

For some models, particularly GPT-3.5-Turbo, an 1494

increasing number of production rules corresponds 1495

to a certain degree of overfitting. Nevertheless, 1496

on average, most LLMs do not exhibit significant 1497

overfitting. Additionally, we observe that in HyGe- 1498

nar, the OF metric does not show a significant dif- 1499

ference compared to the baselines, indicating that 1500

HyGenar does not improve performance through 1501

overfitting. 1502
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Additionally, we present the OG metric in Ta-1503

ble 8. We observed that, for some models, such1504

as Qwen:72b-Instruct, as the number of produc-1505

tion rules in the reference grammar increases, they1506

tend to generate overly generalized grammars. Nev-1507

ertheless, on average, most LLMs do not tend to1508

generate overgeneralized grammars.1509

F.4 Results for TU Metrics1510

To investigate whether LLMs generate irrelevant1511

production rules, we employ the TU metric. For1512

example, given the challenge shown in Figure 1, a1513

generated grammar might be:1514

<stmt> ::= <func> "(" <args> ")"
<args> ::= <expr> | <expr> "," <args>
<expr> ::= <char> | <number>
<func> ::= <char> <func> | <char>
<char> ::= "a" | ... | "z"
<number> ::= "0" | ... | "9"
<hello> ::= "hello"
<world> ::= "world"

1515

in which:1516

<hello> ::= "hello"
<world> ::= "world"1517

are two irrelevant production rules.1518

As shown in Table 9, on average, across both1519

baselines and in HyGenar, TU remains relatively1520

high, indicating that LLMs do not tend to produce1521

irrelevant production rules. However, as the num-1522

ber of production rules increases, TU shows a ten-1523

dency of declination. Nevertheless, this does not1524

imply that LLMs generate more irrelevant rules.1525

Considering the results from OG , we think this1526

decrease may more likely be attributable to the1527

generated grammar becoming more generalized.1528

F.5 Results for Robustness Evaluation1529

Since HyGenar requires setting the temperature1530

greater than 0 which we set to 0.7, we repeated1531

5 independent experiments for both GPT-4o and1532

GPT-3.5-Turbo to ensure the temperature does not1533

affect the results significantly.1534

The results are demonstrated in Table 3, in which1535

each row means the results of one experiment. The1536

averages of syntax correctness of GPT-4o and GPT-1537

3.5-Turbo are 95.8% and 98.6% and the standard1538

deviations are 0.4% and 0.49%, respectively. The1539

averages of semantic correctness of GPT-4o and1540

GPT-3.5-Turbo are 93.2% and 61.6% and the stan- 1541

dard deviations are 0.4% and 0.49%. Therefore, it 1542

indicates that although we set the temperature to 1543

0.7 in HyGenar, the fluctuation of both syntax cor- 1544

rectness and semantic correctness are very slight 1545

and the performance across multiple experiments 1546

stays steady. Thus, the results demonstrated the 1547

robustness of our proposed method, HyGenar. 1548

Prompt Template 1: Generate a Grammar
Directly with a Given Set Positive and Neg-
ative Examples

Given a set of positive and negative
examples, generate the Backus–Naur Form
(BNF) grammar that accepts all positive
examples and rejects all negative examples.
1. Only generate the standard BNF
grammar;
2. The generated BNF grammar MUST
accept all positive examples and reject all
negative examples;
3. Each terminal symbol MUST be quoted
with double quotes and MUST NOT escape
double quotes or pipeline in terminal
symbols;
4. Pay special attention to whether spaces,
line breaks, or other special symbols are
required between each symbol, and if so,
these need to be explicitly specified, e.g.
<term> ::= "1" "+" "2" can handle "1+2"
but not "1 + 2" while <term> ::= "1" " " "+"
" " "2" can handle "1 + 2" but not "1+2";
5. The entry point of the generated BNF
grammar MUST be the non-terminal
symbol in the first production rule;
6. Only the generated BNF should be
wrapped in a pair of triple backtick;
7. Do NOT output any additional texts,
comments, or explanations.

===Positive Examples===
{positive_examples}
===Negative Examples===
{negative_examples}
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Experiment SX SE

GPT-4o

1st 95 93
2nd 96 93
3rd 96 94
4th 96 93
5th 96 93

GPT-3.5-Turbo

1st 98 62
2nd 98 62
3rd 99 62
4th 99 61
5th 99 61

Table 3: Results of Syntax and Semantic Correctness for
HyGenar with GPT-4o and GPT-3.5-Turbo on Grammar
Generation by Conducting 5 Independent Experiments
(%)

Parser Feedback 1: Invalid Production Rule

This error is likely due to not satisfying one
of the following requirements:
1. A rule MUST start with a non-terminal
definition;
2. A non-terminal symbol MUST be in
angle brackets, e.g. <non-terminal>;
3. A non-terminal definition must be
followed by ’::=’ to indicate the start of the
right-hand side;

Prompt Template 2: LLM-Driven Mutation

Modify the following BNF grammar
slightly to improve its acceptance of the
positive examples and rejection of the
negative examples.

===BNF Grammar===
{bnf_grammar}

===Positive Examples===
{positive_examples}
===Negative Examples===
{negative_examples}

Only output the modified BNF grammar
wrapped in triple backticks.

Prompt Template 3: Generate Grammars

Generate a list of random standard
Backus-Naur Form (BNF) grammar with
the following constraints:
1. Each generated BNF grammar MUST be
SELF-CONTAINED and VALID, which
means it should be able to recognize a valid
string;
2. Each generated BNF grammar MUST
have exactly {k} lines;
3. Each generated BNF grammar MUST be
unique;
4. Each generated BNF grammar MUST be
separated by a newline in addition to the
linebreak;
5. For each generated BNF grammar, the
entry point MUST be at the first line;
6. Only generate {n} BNF grammars;
7. Only output BNF grammars WITHOUT
any additional text or code block, like
"```".

Prompt Template 4: Generate Negative Ex-
amples with a Given Grammar

Generate a list of negative examples with
the following constraints:
1. Each example MUST be separated by a
newline in addition to the linebreak;
2. Only output examples WITHOUT any
additional text or code block, like "```";
3. Only output {m} examples;
4. Each example MUST be generated based
on the given BNF grammar;
5. Each example should be greatly related
to the given BNF grammar, but ensure it is
NOT a valid string for the given BNF
grammar.
For example, given the following BNF
grammar:
<term> ::= "0" | "1" | "2"
you should output negative examples like:
6

*

9

Then, the given BNF grammar is:
{reference_grammar}
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Challenge Set SXDP SXOPF SXHyGenar SEDP SEOPF SEHyGenar

GPT-4o

C1 100 100 100 99 99 100 ↑1 ↑1

C2 100 100 100 93 95 ↑2 100 ↑7 ↑5

C3 79 92 ↑13 87 ↑8 ↓5 59 59 80 ↑21 ↑21

All 93 97 ↑4 96 ↑3 ↓1 84 85 ↑1 93 ↑9 ↑8

GPT-3.5-Turbo

C1 98 97 ↓1 100 ↑2 ↑3 72 71 ↓1 93 ↑21 ↑22

C2 98 99 ↑1 100 ↑2 ↑1 28 30 ↑2 58 ↑30 ↑28

C3 84 90 ↑6 96 ↑12 ↑6 11 12 ↑1 31 ↑20 ↑19

All 94 95 ↑1 99 ↑5 ↑4 37 38 ↑1 61 ↑24 ↑23

Qwen:72b-Chat

C1 73 76 ↑3 96 ↑23 ↑20 52 53 ↑1 76 ↑24 ↑23

C2 48 48 77 ↑29 ↑29 6 8 ↑2 26 ↑20 ↑18

C3 20 23 ↑3 56 ↑36 ↑33 1 2 ↑1 11 ↑10 ↑9

All 47 49 ↑2 76 ↑29 ↑27 20 21 ↑1 38 ↑18 ↑17

Llama3:70b-Instruct

C1 88 90 ↑2 97 ↑9 ↑7 78 77 ↓1 94 ↑16 ↑17

C2 54 60 ↑6 76 ↑22 ↑16 31 35 ↑4 61 ↑30 ↑26

C3 28 34 ↑6 52 ↑24 ↑18 15 14 ↓1 29 ↑14 ↑15

All 57 61 ↑4 75 ↑18 ↑14 41 42 ↑1 61 ↑20 ↑19

Gemma2:27b-Instruct

C1 99 100 ↑1 100 ↑1 91 92 ↑1 98 ↑7 ↑6

C2 97 97 99 ↑2 ↑2 49 49 84 ↑35 ↑35

C3 76 79 ↑3 93 ↑17 ↑14 26 29 ↑3 54 ↑28 ↑25

All 91 92 ↑1 98 ↑7 ↑6 56 57 ↑1 79 ↑23 ↑22

Mistral:7b-Instruct

C1 1 25 ↑24 3 ↑2 ↓22 0 17 ↑17 2 ↑2 ↓15

C2 1 20 ↑19 1 ↓19 1 6 ↑5 0 ↓1 ↓6

C3 1 11 ↑10 0 ↓1 ↓11 0 1 ↑1 0 ↓1

All 1 19 ↑18 1 ↓18 0 8 ↑8 1 ↑1 ↓7

Codestral:22b

C1 82 96 ↑14 99 ↑17 ↑3 82 92 ↑10 98 ↑16 ↑6

C2 53 77 ↑24 86 ↑33 ↑9 36 45 ↑9 69 ↑33 ↑24

C3 23 39 ↑16 57 ↑34 ↑18 15 19 ↑4 33 ↑18 ↑14

All 53 71 ↑18 80 ↑27 ↑9 44 52 ↑8 67 ↑23 ↑15

Starcoder2:15b-Instruct

C1 97 68 ↓29 100 ↑3 ↑32 67 42 ↓25 84 ↑17 ↑42

C2 73 65 ↓8 99 ↑26 ↑34 14 12 ↓2 31 ↑17 ↑19

C3 58 48 ↓10 94 ↑36 ↑46 11 7 ↓4 17 ↑6 ↑10

All 76 60 ↓16 98 ↑22 ↑38 30 20 ↓10 44 ↑14 ↑24

Table 4: Averages of Syntax and Semantic Correctness Grouped in C1, C2, and C3 (%)
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Challenge Set SXDP SXOPF SXHyGenar SEDP SEOPF SEHyGenar

GPT-4o

P1 100 100 100 99 99 100 ↑1 ↑1

P2 100 100 100 96 95 ↓1 100 ↑4 ↑5

P3 81 93 ↑12 89 ↑8 ↓4 62 64 ↑2 82 ↑20 ↑18

All 93 97 ↑4 96 ↑3 ↓1 84 85 ↑1 93 ↑9 ↑8

GPT-3.5-Turbo

P1 98 97 ↓1 100 ↑2 ↑3 69 67 ↓2 93 ↑24 ↑26

P2 99 100 ↑1 100 ↑1 18 22 ↑4 42 ↑24 ↑20

P3 86 90 ↑4 96 ↑10 ↑6 23 24 ↑1 46 ↑23 ↑22

All 94 95 ↑1 99 ↑5 ↑4 37 38 ↑1 61 ↑24 ↑23

Qwen:72b-Chat

P1 72 74 ↑2 96 ↑24 ↑22 42 43 ↑1 69 ↑27 ↑26

P2 51 51 76 ↑25 ↑25 12 13 ↑1 24 ↑12 ↑11

P3 21 25 ↑4 59 ↑38 ↑34 6 7 ↑1 21 ↑15 ↑14

All 47 49 ↑2 76 ↑29 ↑27 20 21 ↑1 38 ↑18 ↑17

Llama3:70b-Instruct

P1 86 90 ↑4 97 ↑11 ↑7 73 73 92 ↑19 ↑19

P2 63 69 ↑6 86 ↑23 ↑17 38 40 ↑2 67 ↑29 ↑27

P3 26 30 ↑4 47 ↑21 ↑17 15 15 29 ↑14 ↑14

All 57 61 ↑4 75 ↑18 ↑14 41 42 ↑1 61 ↑20 ↑19

Gemma2:27b-Instruct

P1 99 100 ↑1 100 ↑1 87 88 ↑1 98 ↑11 ↑10

P2 99 99 100 ↑1 ↑1 48 47 ↓1 84 ↑36 ↑37

P3 77 80 ↑3 94 ↑17 ↑14 33 37 ↑4 58 ↑25 ↑21

All 91 92 ↑1 98 ↑7 ↑6 56 57 ↑1 79 ↑23 ↑22

Mistral:7b-Instruct

P1 2 26 ↑24 3 ↑2 ↓23 1 15 ↑14 2 ↑1 ↓13

P2 0 19 ↑19 1 ↑1 ↓18 0 5 ↑5 0 ↓5

P3 0 13 ↑13 0 ↓13 0 3 ↑3 0 ↓3

All 1 19 ↑18 1 ↓18 0 8 ↑8 1 ↑1 ↓7

Codestral:22b

P1 82 97 ↑15 99 ↑17 ↑2 79 89 ↑10 97 ↑18 ↑8

P2 51 73 ↑22 80 ↑29 ↑7 35 38 ↑3 66 ↑31 ↑28

P3 29 47 ↑18 64 ↑35 ↑17 21 30 ↑9 41 ↑20 ↑11

All 53 71 ↑18 80 ↑27 ↑9 44 52 ↑8 67 ↑23 ↑15

Starcoder2:15b-Instruct

P1 96 68 ↓28 100 ↑4 ↑32 54 34 ↓20 74 ↑20 ↑40

P2 65 59 ↓6 99 ↑34 ↑40 16 10 ↓6 26 ↑10 ↑16

P3 67 55 ↓12 95 ↑28 ↑40 20 15 ↓5 31 ↑11 ↑16

All 76 60 ↓16 98 ↑22 ↑38 30 20 ↓10 44 ↑14 ↑24

Table 5: Averages of Syntax and Semantic Correctness Grouped in P1, P2, and P3 (%)
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Challenge Set Diff ⋄
DP Diff ⋄

OPF Diff ⋄
HyGenar

GPT-4o

P1 0.22 0.22 0.21
P2 1.38 1.32 1.18
P3 4.37 3.95 3.36
All 1.76 1.63 1.65

GPT-3.5-Turbo

P1 0.42 0.37 0.27
P2 2.43 2.34 2.21
P3 3.38 3.42 4.30
All 1.40 1.43 1.81

Qwen:72b-Chat

P1 0.12 0.08 -0.02
P2 0.32 0.38 0.38
P3 2.33 3.00 3.02
All 0.04 0.50 0.68

Llama3:70b-Instruct

P1 0.39 0.38 0.44
P2 1.56 1.62 1.50
P3 2.52 2.42 2.85
All 1.00 1.00 1.21

Gemma2:27b-Instruct

P1 0.55 0.54 0.59
P2 1.77 1.74 1.50
P3 4.03 4.27 4.40
All 1.64 1.74 1.93

Mistral:7b-Instruct

P1 1.00 -0.59 0.00
P2 N/A 1.88 N/A
P3 N/A 3.17 N/A
All 1.00 0.44 0.00

Codestral:22b

P1 0.18 0.16 0.10
P2 1.26 1.17 0.75
P3 1.86 2.34 2.96
All 0.72 0.85 0.94

Starcoder2:15b-Instruct

P1 0.39 0.41 0.20
P2 0.40 0.62 0.71
P3 2.90 3.13 4.11
All 1.02 1.22 1.32

Table 6: Averages of Diff ⋄ Grouped in P1, P2, and P3
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Challenge Set OFDP OFOPF OFHyGenar

GPT-4o

P1 0.00 0.00 0.00
P2 4.03 0.68 1.28
P3 13.49 11.54 11.31
All 5.08 3.50 4.17

GPT-3.5-Turbo

P1 0.00 0.00 0.00
P2 35.71 34.29 24.24
P3 17.02 16.67 24.47
All 9.05 9.85 11.89

Qwen:72b-Chat

P1 0.00 0.00 0.00
P2 0.00 0.00 0.00
P3 25.00 21.43 19.05
All 2.8 2.65 3.92

Llama3:70b-Instruct

P1 0.00 0.00 0.00
P2 1.67 4.76 0.95
P3 6.45 6.45 10.17
All 1.35 2.21 2.12

Gemma2:27b-Instruct

P1 0.00 0.00 0.00
P2 9.33 9.59 6.11
P3 16.18 16.00 14.41
All 6.00 6.19 5.88

Mistral:7b-Instruct

P1 0.00 0.00 0.00
P2 N/A 12.05 N/A
P3 N/A 33.33 N/A
All 0 7.32 0

Codestral:22b

P1 0.00 0.00 0.00
P2 0.00 0.00 0.00
P3 4.76 6.56 10.84
All 0.84 1.42 2.49

Starcoder2:15b-Instruct

P1 0.00 0.00 0.00
P2 16.00 6.25 4.88
P3 12.20 12.90 15.87
All 5.49 4.63 5.04

Table 7: Averages of OF Grouped in P1, P2, and P3 (%)
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Challenge Set OGDP OGOPF OGHyGenar

GPT-4o

P1 0.00 0.00 1.11
P2 0.00 0.00 0.00
P3 0.00 0.00 0.60
All 0.00 0.00 0.60

GPT-3.5-Turbo

P1 0.00 0.00 1.19
P2 0.00 0.00 0.00
P3 2.13 0.00 1.06
All 0.50 0.00 0.91

Qwen:72b-Chat

P1 1.32 2.56 3.20
P2 0.00 0.00 2.70
P3 8.33 0.00 0.00
All 1.87 1.77 2.45

Llama3:70b-Instruct

P1 0.00 0.00 0.00
P2 0.00 0.00 0.00
P3 0.00 0.00 0.00
All 0.00 0.00 0.00

Gemma2:27b-Instruct

P1 0.00 0.00 0.00
P2 0.00 1.37 1.53
P3 0.00 0.00 0.00
All 0.00 0.33 0.47

Mistral:7b-Instruct

P1 0.00 11.11 0.00
P2 N/A 0.00 N/A
P3 N/A 0.00 N/A
All 0.00 7.32 0.00

Codestral:22b

P1 0.70 1.25 1.14
P2 1.85 1.67 0.97
P3 0.00 0.00 0.00
All 0.84 1.07 0.83

Starcoder2:15b-Instruct

P1 0.00 0.00 2.24
P2 12.00 0.00 4.88
P3 0.00 0.00 0.00
All 1.83 0.00 2.10

Table 8: Averages of OG Grouped in P1, P2, and P3 (%)

24



Challenge Set TU ⋄
DP TU ⋄

OPF OG⋄
HyGenar

GPT-4o

P1 100 100 99.81
P2 99.60 99.55 99.67
P3 93.04 92.80 91.39
All 97.93 97.81 96.96

GPT-3.5-Turbo

P1 99.64 99.33 97.93
P2 90.91 89.71 89.11
P3 78.56 79.74 77.57
All 93.43 93.04 90.32

Qwen:72b-Chat

P1 92.95 94.66 90.47
P2 76.56 74.29 81.31
P3 79.79 77.88 77.53
All 88.56 88.79 86.14

Llama3:70b-Instruct

P1 100 100 99.80
P2 88.48 89.06 93.03
P3 97.73 98.24 87.33
All 96.58 96.71 95.41

Gemma2:27b-Instruct

P1 99.82 99.82 99.25
P2 92.67 94.21 95.80
P3 93.06 94.02 90.61
All 96.50 97.07 95.78

Mistral:7b-Instruct

P1 50.00 68.34 83.33
P2 N/A 64.67 N/A
P3 N/A 64.17 N/A
All 50.00 67.01 83.33

Codestral:22b

P1 98.83 98.11 98.36
P2 88.76 90.31 89.58
P3 87.33 85.27 83.37
All 94.54 93.66 92.41

Starcoder2:15b-Instruct

P1 97.86 96.44 96.64
P2 83.29 87.57 81.92
P3 84.91 85.39 80.48
All 92.40 91.96 89.83

Table 9: Averages of TU⋄ Grouped in P1, P2, and P3 (%)
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Parser Feedback 2: Lack of Alternatives

This error is likely due to the reason that the
right-hand side is not defined after ’::=’.

Prompt Template 5: Feedback Prompt in
OPF

Given a set of positive and negative
examples, generate the Backus–Naur Form
(BNF) grammar that accepts all positive
examples and rejects all negative examples.
1. Only generate the standard BNF
grammar;
2. The generated BNF grammar MUST
accept all positive examples and reject all
negative examples;
3. Each terminal symbol MUST be quoted
with double quotes and MUST NOT escape
double quotes or pipeline in terminal
symbols;
4. Pay special attention to whether spaces,
line breaks, or other special symbols are
required between each symbol, and if so,
these need to be explicitly specified, e.g.
<term> ::= "1" "+" "2" can handle "1+2"
but not "1 + 2" while <term> ::= "1" " " "+"
" " "2" can handle "1 + 2" but not "1+2";
5. The entry point of the generated BNF
grammar MUST be the non-terminal
symbol in the first production rule;
6. Only the generated BNF should be
wrapped in a pair of triple backtick;
7. Do NOT output any additional texts,
comments, or explanations.

===Positive Examples===
{positive_examples}
===Negative Examples===
{negative_examples}

===Generated BNF===
{bnf_grammar}

===Feedback===
The generated BNF grammar has incorrect
syntax and please consider fixing it by
referring to the feedback.
Here is the feedback from the BNF parser:
{parser_feedback}

Prompt Template 6: Generate Positive Ex-
amples with a Given Grammar

Generate a list of positive examples with
the following constraints:
1. Each example MUST be separated by a
newline in addition to the linebreak;
2. Only output examples WITHOUT any
additional text or code block, like "```";
3. Only output {m} examples;
4. Each example MUST be generated based
on the given BNF grammar;
5. Pay attention to whether the whitespaces
are allowed between symbols.
For example, given the following BNF
grammar:
<term> ::= "0" | "1" | "2"
you should output positive examples like:
0

1

2

Then, the given BNF grammar is:
{reference_grammar}
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