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ABSTRACT
This study investigates ethical compliance in AI applications within
the healthcare sector, focusing on alignment with established eth-
ical frameworks from government and non-government organi-
zations. Utilizing Deductive Thematic Analysis (DTA), this work
analyzes publicly available documents from prominent AI health-
care companies to assess adherence to key ethical themes—privacy,
transparency, fairness, accountability, and patient autonomy. The
study introduces the Thematic Completeness Index (TCI), quanti-
fying both theme coverage and depth. The findings indicate that
while themes like fairness and privacy are moderately represented,
their depth remains limited, suggesting a need for more thorough
ethical practices. Diagnostics and imaging companies exhibited
higher compliance than those in drug discovery. The results un-
derscore the importance of adaptive regulatory frameworks and
multi-stakeholder collaboration to bridge ethical gaps, ensuring
AI-driven healthcare remains responsible and equitable.
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1 INTRODUCTION
The evolution of artificial intelligence (AI) in medicine started in
the late 1950s when early rule-based systems were used in health-
care. For example, expert systems like MYCIN emerged during that
time, leveraging if-then rules to identify bacteria and recommend
antibiotics. Advancements continued into the 1980s and 1990s as
machine learning (ML) algorithms were slightly introduced to re-
fine the decision-making processes in medical diagnostics. The
late 1990s and early 2010s observed the rise of artificial neural
networks (ANNs), deep-learning models, the internet of medical
things (IoMT), and augmented reality (AR), marking the beginning
of a new era of sophisticated AI applications in the medical sector.
Building on these advancements, AI applications in healthcare are
now expanding rapidly, with companies integrating these technolo-
gies into diagnostics, medical imaging, personalized medicine, drug
discovery, patient management, predictive healthcare, and robotic
surgeries.

There was no ethical enforcement of AI and ML in the medical
sector until the late 1990s. From the late 1990s to the beginning of
2010s, there was an increase in ethical awareness; early regulations
and discussions about them started to shape the field [1]. The dis-
cussion was followed by establishing formal regulatory frameworks
along with robust ethical discussions [2]. In the mid-2010s, a global
effort to harmonize these regulations became evident [3], despite
varying approaches across different regions [4]. The late 2010s wit-
nessed the integration of ethical AI principles into clinical practice

and education [5] [6]. Currently, many organizations, like the world
health organization (WHO) [7], UNICEF [8] and patient safety net-
work (PSNet) [9] are evolving towards more patient-centered AI
ethics, indicating a shift to prioritize the well-being and rights of
patients in the development and application of AI in healthcare
[10] [11].

Assessing AI ethical readiness and compliance presents signif-
icant challenges due to the complexity and diversity of ethical
standards across various sectors and organizations. AI ethical readi-
ness refers to howwell published guidelines cover important ethical
issues. It assesses whether these guidelines fully address key ethical
concerns for AI use in the medical field. In contrast, compliance as-
sesses the degree to which companies implement these guidelines in
practice and adhere to the frameworks established by governmental
and non-governmental organizations (GOs and NGOs).

The deductive thematic analysis (DTA) proposed in this study is
a qualitative, theory-driven approach. It leverages natural language
processing (NLP) to effectively explore the ethical themes across
large text corpora. DTA evaluates the completeness of published
AI ethical guidelines and the extent to which companies adhere
to these established standards. DTA employs predefined themes
and keywords derived from a comprehensive review of ethical
frameworks and relevant literature. DTA employs the thematic
completeness index (TCI) to quantify thematic presence within the
corpus. TCI uses two key metrics: theme depth, which reflects the
proportion of relevant keywords identified for each theme, and
theme coverage, which measures the breadth of theme representa-
tion across the corpus. By integrating these metrics, TCI provides
an overall evaluation of thematic alignment and the depth of eth-
ical considerations in AI. DTA is an NLP-based framework that
continuously assesses the ethical adherence in healthcare AI, help-
ing stakeholders track and address ethical gaps as they emerge,
supporting sustainable governance.

The remainder of this paper is organized as follows: Section 2
provides historical background and reviews related work. Section
3 outlines the Deductive Thematic Analysis (DTA) approach and
describes the Thematic Completeness Index (TCI) used in this re-
search. Section 4 details the methodology for data collection and
ethical gap assessment. Section 5 presents the analysis of results, in-
cluding thematic trends and corporate compliance findings. Section
6 discusses the impact of the identified ethical gaps and their im-
plications for AI in healthcare. Finally, Section 7 offers concluding
remarks and suggests directions for future research.

2 HISTORICAL BACKGROUND AND RELATED
WORK

The integration of AI and ML into the healthcare sector has revolu-
tionized medical practices and raised complex ethical issues.
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2.1 History of AI Ethics in Medical Practice
The medical sector has a history of introducing strict regulations to
address technology’s inherited ethical issues. Figure 1 highlights the
timeline evolution of the regulation applied in the healthcare sector.
Beginning with regulatory inattention, the field saw a shift toward
awareness and preliminary guidelines in the late 1990s, evolving
into formal regulatory frameworks and robust ethical debates by
the 2010s [2]. 2020 witnessed formal regulatory frameworks and
ethical debates, reflecting a more structured approach to AI gover-
nance [12]. Recently, beyond 2020, a global divergence in regulatory
approaches has been noted, along with efforts to combine inter-
national regulations [13]. The slight integration of ethical AI into
clinical practices is expected to continue evolving in the future [14].

Figure 1: Evolution of regulation in the healthcare sector

2.2 Related work
Recent literature addresses the ethical integration of AI in health-
care, focusing on themes like transparency, accountability, and
privacy. [15] identifies transparency and bias as critical challenges
in AI-driven healthcare, emphasizing ethics throughout the life-
cycle of AI applications. NIST’s AI risk management framework
provides a structured approach for managing AI risks with up-
dates to maintain alignment with societal values [16]. Similarly,
[17] advocates for policy frameworks that balance diagnostic ac-
curacy and patient privacy in clinical AI systems. [18] propose a
human-centric AI framework emphasizing global standards and
adaptability to address biases and interpretability issues. [19] and
[20] underscore the importance of liability frameworks and general
data protection regulation (GDPR) compliance for enhancing trust
and ethical accountability in healthcare AI. In governance, [13] sug-
gests a model for ethical oversight of AI in clinical settings, while
[21] focuses on equity and informed consent in Indian healthcare,
underscoring regional factors. [22] examine the global gap between
ethical AI principles and practical applications, stressing the need
for governance that ensures robust ethical compliance.

3 DEDUCTIVE THEMATIC ANALYSIS (DTA)
DTA is a theory-driven approach used to assess AI ethical com-
pliance in the medical field by identifying relevant themes and
keywords derived from extensive reviews of governmental, non-
governmental, and academic sources. Table 1 displays the list of
predefined themes and their associated keywords utilized in this

study. These themes were specifically generated, focusing on AI
ethics in the medical sector. DTA employs NLP to identify ethical
themes associated keywords across large text corpora.

Table 1: Predefined themes and their associated keywords.

Theme Keywords
Privacy privacy, data confidentiality, consent, data protec-

tion, patient rights, information security, data breach,
anonymization, personal health information, data shar-
ing, confidentiality breaches.

Transparency transparency, explainability, disclosure, openness, AI un-
derstanding, algorithmic transparency, decision-making
process, transparent reporting, data sources, model in-
terpretability, user trust, ethical disclosure.

Fairness fairness, bias, equitable access, discrimination, equal-
ity, algorithmic fairness, social justice, health dispari-
ties, equal treatment, bias mitigation, diversity, inclusive
healthcare, equity.

Accountability accountability, responsibility, ethical standards, liabil-
ity, regulatory compliance, professional ethics, moral
responsibility, governance, oversight, legal accountabil-
ity, ethical oversight, standards adherence, audit trails.

Safety safety, clinical validation, monitoring, adverse events,
risk management, patient safety, medical errors, safety
protocols, AI safety, clinical safety, safety assessments,
quality control, health risk assessment.

Patient Auton-
omy

autonomy, informed decision-making, patient choices,
self-determination, consent process, patient-centered
care, ethical consent, decisional autonomy, patient em-
powerment, respect for autonomy, personal choices, au-
tonomous decision-making.

Innovation and
Progress

innovation, technological advancements, AI develop-
ment, healthcare innovation, cutting-edge technology,
research ethics, progress, breakthroughs, clinical re-
search, technology adoption, innovative solutions.

Collaboration
and Partner-
ship

collaboration, partnership, stakeholder engagement,
multi-disciplinary teams, public-private partnerships,
cross-sector collaboration, teamwork, joint ventures, col-
laborative models, community involvement, stakeholder
collaboration, cooperation.

Sustainability
and Environ-
mental Impact

sustainability, environmental impact, green healthcare,
sustainable practices, eco-friendly, carbon footprint, sus-
tainable development, energy efficiency, resource con-
servation, waste reduction, environmental sustainability,
climate change.

3.1 Data preprocessing
Depending on the task, many data preprocessing steps are per-
formed in NLP. Tokenization divides text into words or sentences,
while lowercasing standardizes text case. Stopwords like "the"
and "and" are removed to focus on meaningful content, and punc-
tuation and special characters are eliminated. Stemming and
lemmatization reduce words to their base forms. Normaliza-
tion ensures consistent formatting, such as expanding contractions,
while text cleaning removes URLs and other irrelevant artifacts.

3.2 Thematic Completeness Index (TCI)
TCI evaluates theme existence in a corpus against predefined themes
(defined in Table 1). It uses two key metrics: Theme Depth (𝐷𝑖 ),
and Theme Coverage (𝐶). 𝐷𝑖 , where 𝑖 denotes the 𝑖𝑡ℎ theme, is cal-
culated as a percentage of the identified keywords within a theme
(𝑇 ) related to the total number of predefined keywords associated
with that same theme T. This measure quantifies the completeness
of keyword coverage within each thematic category. For a given
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theme 𝑇 , let 𝑇𝑇 be the total number of predefined keywords associ-
ated with a theme 𝑇 , and 𝐹𝑇 be the set of found keywords for the
theme 𝑇𝑖 . The 𝐷𝑖𝑡ℎ theme depth for theme 𝑇𝑖 is calculated as:

𝐷𝑖 =

( |𝐹𝑇𝑖 |
|𝑇𝑇𝑖 |

)
× 100% (1)

Where {0 ≥ 𝑖 ≤ 𝑛} and𝑛 is the number themes. Theme Coverage
(𝐶) is a metric used to quantify the extent to which predefined
themes are represented within a corpus. It is calculated as the ratio
of the number of found themes to the total number of predefined
themes, expressed as a percentage. Thismetric provides an overview
of how comprehensively the corpus addresses the full spectrum
of themes. A higher theme coverage percentage indicates that a
greater proportion of the predefined themes are represented by the
data, suggesting a broader thematic alignment. Let: 𝑇total be the
total number of predefined themes, and 𝑇found be the number of
themes for which at least one keyword has been identified in the
corpus. The theme coverage (𝐶) is calculated as:

𝐶 =

(
𝑇found
𝑇total

)
× 100% (2)

The TCI is defined as:

𝑇𝐶𝐼 = 𝐶 ×
(
1
𝑛

𝑛∑︁
𝑖=1

𝐷𝑖

)
(3)

Where the term 1
𝑛

∑𝑛
𝑖=1 𝐷𝑖 represents the average theme depth

of the 𝑛 themes.

4 METHODOLOGY
The methodology outlined in Figure 2 presents a structured frame-
work for AI Ethical Gap Analysis, employing DTA to assess the
alignment between ethical standards and real-world AI applications
in medical practices. The process begins with the aggregation of AI
ethical guidelines and frameworks published by GOs and NGOs into
a single comprehensive corpus. Hence, eight leading organizations
are selected: the World Health Organization (WHO) [23], National
Institute of Standards and Technology (NIST) [24], Food and Drug
Administration (FDA) [25], United Nations Educational, Scientific
and Cultural Organization (UNESCO) [26], Berkman Klein Center
for Internet & Society (Harvard University) [27], Organization for
Economic Co-operation and Development (OECD) [28], European
Group on Ethics in Science and New Technologies (EGESnT) [29],
Information Commissioner’s Office (ICO) [30], and International
Organization for Standardization (ISO) [31]. The ethical guidelines
from these organizations were downloaded, compiled, and saved in
a single file,AI-Ethical-Corpus.txt. The corpus undergoes the prepro-
cessing phase, described in Section 3.1, to create a cleaned corpus
named the Aggregated Cleaned Corpus (ACC). To extract deeper
insights, text visualization techniques, including Word Clouds and
bar charts, are applied.

Subsequently, Algorithm 1 is applied to identify the themes in
the ACC corpus. After which Equations 1, 2, and 3 are applied to
calculate TCI of the found themes. The calculated TCI value can
then be used to identify gaps between established ethical standards
and predefined ethical guidelines shown in Table 1.

As shown in the methodology depicted in Figure 2, the second
approach is assessing how companies’ practical implementations

align with predefined ethical themes. First, Algorithm 2 is executed
to find themes per company which then used to calculate TCI per
company. Table 4 shows a sample of leading companies that span
diverse AI applications within the medical sector. The list is not
exhaustive; it is a sample of prominent companies at the forefront of
implementing AI and ML in different medical practices. The table is
organized into the following columns: "Area" (the medical domain
where AI and ML are applied), "Comp./Org. name" (the name of the
company or organization), "Application" (specific medical domain
for AI and ML application), "Ethical implications" (ethical concerns
arising from these applications), and "TCI " (Thematic Completeness
Index).

Figure 2: Methodology

Algorithm 1 Theme and Keyword Search Algorithm
1: Input: ACC, Predefined themes (Table 1)
2: Output: Found themes and keywords
3: 𝑆𝑡𝑜𝑝𝑤𝑜𝑟𝑑𝑠 ← English stopwords set; 𝑙𝑒𝑚𝑚𝑎𝑡𝑖𝑧𝑒𝑟 ←WordNetLem-

matizer
4: 𝑤𝑜𝑟𝑑𝑠 ← word_tokenize(ACC)
5: 𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑤𝑜𝑟𝑑𝑠 ← [lemmatizer.lemmatize(word.lower()) for word in

words if word.lower() ∉ 𝑠𝑡𝑜𝑝𝑤𝑜𝑟𝑑𝑠 and word ∉ punctuation]
6: 𝑡ℎ𝑒𝑚𝑒𝑠_𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 ← dictionary with each 𝑡ℎ𝑒𝑚𝑒 as an empty dic-

tionary
7: for each 𝑤𝑜𝑟𝑑 in 𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑤𝑜𝑟𝑑𝑠 do
8: for each (𝑡ℎ𝑒𝑚𝑒, 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 ) in Predefined themes (Table 1) do
9: if 𝑤𝑜𝑟𝑑 ∈ 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 then
10: Increment 𝑡ℎ𝑒𝑚𝑒𝑠_𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 [𝑡ℎ𝑒𝑚𝑒 ] [𝑤𝑜𝑟𝑑 ]
11: end if
12: end for
13: end for

Algorithm 2 List of Fount Themes and Keywords per Company’s
website
1: Input: The company’s URL link
2: Output: Themes and keywords per company.
3: Extract all sub_URLs from the provided URL and save them in the

(sub_URL list.txt) file
4: for each Sub_URL link found in (sub_URL list.txt) do
5: Extract the text
6: Append the extracted text to (text_per_website.txt) file
7: end for
8: text_per_website.txt will be used as input in Algorithm 1 to return

found themes per company’s website.
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5 RESULTS
As illustrated in Figure 2, this study analyzes the findings from three
perspectives: visualizing the ACC corpus through Word Cloud and
Bar Chart, applying Deductive Thematic Analysis (DTA) to the ACC
corpus, and using DTA to evaluate corporate AI ethical compliance.
Each of these approaches is explored in the following sections.

5.1 AI Ethical Gap Analysis of Guidelines
Published by GOs and NGOs

5.1.1 Gap Assessment using Word Cloud and Bar Chart. Figure 3
reveals an uneven distribution of keywords across ethical themes
in healthcare. Fairness and accountability emerge as priorities, with
high keyword counts for "fairness," "bias," "accountability," and "gov-
ernance," highlighting efforts to address biases and enforce ethical
governance in AI systems. Privacy and transparency are moder-
ately represented, with terms like "privacy" and "explainability"
indicating a focus on data protection and clear decision-making
processes. While safety receives some emphasis, patient autonomy
is notably less represented, suggesting that although risk manage-
ment is prioritized, patient-centered care may require additional
attention. Innovation and sustainability are the least emphasized
themes, pointing to limited consideration of environmental im-
pact and future technological advancement. Overall, the focus on
fairness, accountability, privacy, and safety contrasts with gaps in
autonomy, innovation, and sustainability, underscoring a need for
a more balanced ethical approach in healthcare AI.

Figure 3: Themes and keywords found per GOs/NGOs (ACC)
corpus

Figure 4 highlights frequently occurring terms in the ACC corpus,
with keywords such as "AI," "system," "data," "model," "individual,"
and "principle" appearing prominently. The dominance of "AI" and
"system" indicates a central focus on AI systems as an overarching
subject. At the same time "data" and "model" reflect key technical
components frequently discussed in the context of AI ethics. The
prominence of "individual" and "principle" suggests an emphasis on
the impact of AI systems on individuals and adherence to ethical
principles. Words like "risk," "privacy," "protection," and "process"

also appear, indicating concerns around data security, user privacy,
and responsible AI deployment. The word cloud highlights ethical
gaps in Patient Autonomy, Sustainability, and Innovation. Terms
like "informed decision-making" for autonomy, "environmental
impact" for sustainability, and innovation-related keywords are
missing, suggesting these areas are underemphasized.

Figure 4: Word Cloud for ACC corpus

5.1.2 Gap Assessment using TDA. As explained in Section 3 DTA is
applied to quantitatively assess the ethical gaps. In this section, as
shown in Figure 2, DTA is used to evaluate the ethical gaps in the
published frameworks from GOs/NGOs. Algorithm 1 is executed
to find ethical themes and their associated keywords in the ACC.
The results of this analysis are presented in Table2.

Table 2: Found themes and their associated keywords in the
published GOs/NGOs frameworks

Theme
Total
Key-
words
(Table 1)

Found
Key-
words

Frequency Count

Privacy 11 3 privacy (199), consent (65),
anonymization (1)

Transparency 12 4 transparency (185), explainability
(98), openness (6), disclosure (26)

Fairness 13 6
equity (16), diversity (20), bias
(277), fairness (266), equality (63),
discrimination (111)

Accountability 13 5
responsibility (128), governance
(263), accountability (143), liability
(44), oversight (64)

Safety 13 2 safety (175), monitoring (91)
Patient Auton-
omy 12 1 autonomy (53)
Innovation and
Progress 10 2 innovation (90), progress (4)
Collaboration
and Partner-
ship

12 3 collaboration (30), partnership (23),
cooperation (33)

Sustainability
and Environ-
mental Impact

12 1 sustainability (15)

Using Equation 1, the theme depth (𝐷𝑖 ) for each theme 𝑇𝑖 was
calculated as follows: Privacy (27.27%), Transparency (33.33%), Fair-
ness (46.15%), Accountability (38.46%), Safety (15.38%), Patient Au-
tonomy (8.33%), Innovation and Progress (10.00%), Collaboration
and Partnership (25.00%), and Sustainability and Environmental
Impact (8.33%). The average theme depth across all themes was
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23.58%. Given that each theme is represented within the corpus,
the theme coverage (𝐶) is calculated as 100%.

Consequently, using Equation 3, the thematic completeness index
(TCI) was calculated as 23.58% × 100% = 23.58%.

5.2 Evaluating Corporate Ethical Compliance
To assess whether AI implementations in the medical sector adhere
to ethical guidelines, we execute Algorithm 2. It extracts ethical
themes and keywords from company websites (see Algorithm 2 for
details). Table 3 provides an example of the themes and keywords
identified for Atomwise. This algorithm is also applied to all selected
company websites to compile a list of ethical themes. Equations 1,
2, and 3 are applied to calculate the TCI for each company, with
the results displayed in Table 4.

Table 3: Fount Themes and Keywords in Atomwise’s website

Theme
Total
Key-
words
(Table 1)

Found
Key-
words

Frequency Count

Privacy 11 2 privacy (34), consent (13)
Transparency 12 1 disclosure (1)
Fairness 13 1 bias (2)
Accountability 13 0 -
Safety 13 1 safety (5)
Patient Autonomy 12 0 -
Innovation and Progress 10 0 -
Collaboration and Part-
nership 12 2 partnership (2), collabora-

tion (2)
Sustainability and Envi-
ronmental Impact 12 0 -

6 ETHICAL GAP ANALYSIS AND IMPACT
The word cloud Figure 4 reveals ethical gaps, particularly in Patient
Autonomy, Sustainability, and Innovation. Terms like "informed
decision-making" are absent, indicating a lack of focus on patient
empowerment in AI-driven decisions. Sustainability is underrep-
resented, with no mention of "environmental impact," reflecting
insufficient attention to AI’s long-term effects.

Figure 3 reveals several critical concerns that could significantly
impact the responsible use of AI in healthcare. In privacy, miss-
ing elements such as data protection and patient rights highlight
insufficient safeguards, while transparency lacks focus on algo-
rithmic transparency and user trust, potentially reducing clarity
in AI decision-making. Fairness covers bias but underrepresents
diversity and equity, raising concerns about inclusive healthcare
outcomes. Accountability misses essential aspects like ethical
standards and regulatory compliance, and safety lacks attention
to clinical validation and patient safety, risking the reliability of
AI systems. Patient autonomy is underdeveloped, with limited
emphasis on informed decision-making and ethical consent, which
diminishes patient control in AI-driven care. Additionally, gaps in
innovation, collaboration, and sustainability, especially regard-
ing research ethics and environmental impact, pose long-term risks.
These gaps, if unaddressed, could undermine trust, lead to biased
outcomes, and compromise the ethical and sustainable use of AI in
healthcare.

The TCI calculation (23.58%), in the ACC corpus shows that while
all themes are mentioned (100% coverage), their depth is limited.

Table 4: Sample of different medical services

Ar
ea Comp./Org.

name
Application Ethical implication TCI

D
ia
gn

os
tic

sa
nd

Im
ag
in
g

Aidoc [32] Analyzes medical
imaging in real time
to help radiologists
prioritize urgent
cases

1) Potential for unequal
treatment outcomes due to AI
biases,2) Privacy and security
of patient data, 3)
Over-reliance on AI risking
misdiagnosis, 4) Requirement
for human-verifiable AI
decisions, 5 Patient consent
versus immediate data sharing
needs, and 6) Dependence on
technology in critical
diagnoses.

12.87%

Zebra Med-
ical Vision
[33]

Provides radiolo-
gists with AI tools
to detect various
medical conditions
in images.

12.87%

Viz.ai [34] Detects and alerts
stroke and other
acute events in
imaging.

10.94%

Cl
in
ic
al
W
or
kfl

ow

Notable
Health [35]

Automates admin-
istrative tasks in
healthcare, like
patient intake.

1) Genetic data privacy and
bias, 2) Ethical access to
genetic treatments, 3)
Oncology data equity via AI,
4) Predictive models’ impact
on insurance, and 5) Accuracy
in healthcare analytics.

6.66%

Nuance [36] AI-driven clinical
documentation and
speech recognition
solutions.

8.46%

TEMPUS
[37]

Using AI to analyze
data, personalizing
cancer treatment
with their extensive
genomic database.

13.73%

D
ru
g
D
is
co
ve
ry

Atomwise
[38]

AI for small mole-
cule drug discovery,
focusing on molec-
ular binding predic-
tion.

1) Ethics and verification in AI
drug discovery, 2) Data
privacy and AI in treatment
decisions, 3) AI efficiency vs.
scientific and ethical rigor,
and 4) Ethics of AI targeting
aging and drug effects.

6.5%

BenevolentAI
[39]

Understands dis-
eases and discovers
new treatments by
analyzing data.

12.01

Exscientia
[40]

Accelerates drug dis-
covery process with
AI.

4.81%

Insilico
Medicine
[41]

AI for drug discov-
ery, focusing on ag-
ing and other dis-
eases.

4.88%

This indicates that each theme is touched on but not explored
thoroughly, signaling a need for more in-depth discussion.

The TCI calculated for corporations shown in Table 4 highlights
how companies align with ethical standards, with TCI scores rang-
ing from 4.81% (Exscientia) to 13.73% (TEMPUS), revealing signifi-
cant ethical gaps. Companies in diagnostics and imaging showed
better adherence to themes like privacy and fairness, while the drug
discovery sector lagged, particularly in privacy, bias, and consent.
An average TCI of 9.37% highlights a substantial ethical gap in
addressing AI ethics in healthcare.

Limitations
This study has several limitations. Primarily, it relies on thematic
keyword analysis using NLP, which, while insightful, may not
capture the nuanced application of ethical principles in practice.
Additionally, the scope is limited to publicly available documents,
potentially excluding internal practices that could offer a more
comprehensive view. Future research incorporating direct surveys
or interviews with AI developers, healthcare professionals, and
regulatory bodies could provide a richer understanding of how
these ethical principles are practically applied. Finally, the ethical
gap analysis is based on a limited sample of prominent AI healthcare
companies, which may not fully represent the sector. Expanding
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the sample to include smaller organizations and a wider range of
geographic regions would improve the generalizability of these
findings.

While TCI provides a robust model for ethical gap assessment,
it has limitations. Keyword-based NLP analysis may miss some
nuanced contexts, and TCI’s general approach may not capture all
domain-specific details. Despite these limitations, TCI is a practical,
scalable tool that delivers actionable insights to advance ethical
compliance.

7 CONCLUSION
This study presents an ethical gap analysis of AI applications in
healthcare, revealing significant disparities between published guide-
lines and corporate practices in privacy, transparency, fairness, and
accountability. While ethical themes are widely represented, their
depth is limited, with critical areas such as patient autonomy, inno-
vation, and sustainability underemphasized. Corporate compliance
varies, with diagnostics companies showing moderate adherence
and drug discovery firms displaying notable gaps, especially in
privacy and bias.

These findings underscore the need for adaptive regulatory
frameworks and stronger collaboration between developers, health-
care providers, and regulatory bodies to enhance accountability.
Addressing these gaps will be essential for establishing AI as a
trustworthy and ethical tool in healthcare.

The evolving nature of AI ethics requires dynamic compliance
mechanisms. TCI’s adaptable, NLP-based framework offers con-
tinuous assessment of ethical adherence in healthcare AI, helping
stakeholders track and address ethical gaps as they emerge, sup-
porting sustainable governance.
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