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ABSTRACT

Machine learning (ML) datasets, often perceived as “neutral,” inherently encap-
sulate abstract and disputed social constructs. Dataset curators frequently employ
value-laden terms such as diversity, bias, and quality to characterize datasets. De-
spite their prevalence, these terms lack clear definitions and validation in datasets.
Our research explores the implications of this issue, specifically analyzing “di-
versity” across 135 image and text datasets. Drawing from social sciences, we
leverage principles from measurement theory to pinpoint considerations and of-
fer recommendations on conceptualization, operationalization, and evaluation of
diversity in ML datasets. Our recommendations extend to broader implications
for ML research, advocating for a more nuanced and well-defined approach to
handling value-laden properties in dataset construction.

1 INTRODUCTION

Cloaked under the guise of objectivity, machine learning (ML) datasets are portrayed as impartial
entities, giving the illusion of reflecting an “unbiased look” at the world (Torralba & Efros, 2011).
Yet, beneath this veneer, datasets are not neutral—they are infused with values, bearing the indelible
imprints of social, political, and ethical ideologies woven into their fabric by their curators (Raji
et al., 2021; Blili-Hamelin & Hancox-Li, 2023; Malevé, 2021).

This inherent value-laden nature becomes glaringly apparent in the perpetuation of social stereo-
types and the stark underrepresentation of marginalized communities within the lifecycle of ML
datasets (Wang et al., 2022; Buolamwini & Gebru, 2018; Zhao et al., 2021a; Birhane et al., 2021;
Denton et al., 2020). From inception to release, datasets emerge as political artifacts, etched with the
signature of their creators’ perspectives, organizational priorities, and the broader cultural zeitgeist,
making them potent instruments in shaping narratives and reinforcing power structures (Winner,
2017; Hanna & Park, 2020; Birhane et al., 2022).

This politicization of datasets is particularly conspicuous in the criteria set by curators. Terms
related to diversity, bias, quality, realism, difficulty, and comprehensiveness are frequently in-
voked (Scheuerman et al., 2021), despite a glaring lack of consensus regarding their precise def-
initions. For instance, diversity dimensions can encompass a multitude of concepts, spanning
“dressing styles” (Bai et al., 2021), “weather” (Diaz et al., 2022), and “ethnic[ity]” (Fu et al.,
2021a) to “verbs” (Sadhu et al., 2021), “sentential contexts” (Culkin et al., 2021), and “conver-
sation forms” (Fabbri et al., 2021a). Diversity can also refer to part of the collection process, such as
recruiting annotators with “diversity in gender, age, occupation/background (linguistic and ethno-
graphic knowledge), region (spoken dialects)” (Zeinert et al., 2021b) or “psychological personal-
ity” (Chawla et al., 2021).

Recognizing this ambiguity, the need for precise and unambiguous definitions becomes paramount
to ascertain whether datasets genuinely embody the proclaimed qualities. Treating value-laden con-
structs, such as diversity, bias, or quality, as self-evident perpetuates the fallacious belief that datasets
are inherently neutral. Instead, we posit that datasets serve as tools wielded by curators to quantify
abstract social constructs. Interrogating these values demands critical questions: How are these con-
structs defined and operationalized? And how do we validate that datasets genuinely encapsulate
the values they assert?
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In this position paper, we leverage measurement theory, a framework widely employed in the
social sciences, to develop numerical representations of abstract constructs (Bandalos, 2018).
This application is integral to our focused analysis of diversity—a frequently touted trait in ML
datasets (Scheuerman et al., 2019)—providing a structured approach to conceptualizing, opera-
tionalizing, and evaluating claimed dataset qualities. Our scrutiny extends to 135 text and image
datasets, where we uncover key considerations and offer recommendations for applying measure-
ment theory to their collection. We underscore the imperative for transparency in articulating how
diversity is defined (Section 4) and how the data collection process aligns with this definition (Sec-
tion 5). Further, we present methodologies for evaluating diversity, scrutinized through the lenses of
reliability (Section 6) and validity (Section 7).

2 BACKGROUND

Measurement is a fundamental aspect of ML systems (Jacobs & Wallach, 2021; Jacobs, 2021). These
systems employ observable, real-world instances to quantify abstract constructs, including “moral
foundations” (Johnson & Goldwasser, 2018), “emotion” (Wei et al., 2020), and “gender” (Wang
et al., 2019a). However, given the unobservable nature of these constructs, researchers rely on prox-
ies and inference. For instance, the identification and prevalence of specific linguistic features, like
derogatory language, serve as proxies to deduce the existence of misogynistic content in text (Zeinert
et al., 2021a). Assessing the quality of resulting datasets requires careful consideration of the valid-
ity of chosen proxies and the reliability of assumptions underlying ML systems. This is crucial, as
proxies may normalize inadequacies without acknowledging limitations (Andrus et al., 2021). Such
considerations lead us to measurement theory in the social sciences, which offers methodologies
for quantifying and encapsulating theoretical constructs that resist direct measurement (Bandalos,
2018).

Conceptually, measurement theory provides a structured approach to move from latent, abstract
constructs to observable, real-world variables. Conceptualization involves precisely defining con-
structs using agreed-upon terms. Researchers then operationalize these concepts by translating them
into observable indicators that can be empirically measured in the real world (Babbie, 2020; Check
& Schutt, 2011). Finally, the measurements undergo evaluation, considering reliability and valid-
ity (Bandalos, 2018).

Recent ML research explores the application of measurement modeling to refine the conceptualiza-
tion and operationalization of constructs, including fairness (Jacobs & Wallach, 2021), bias (Jacobs
et al., 2020), and intelligence (Blili-Hamelin & Hancox-Li, 2023). There is a growing emphasis
on using measurement theory to improve the precision of evaluation metrics and benchmarks (Xiao
et al., 2023; Zhou et al., 2022; Subramonian et al., 2023). Principles from measurement theory
have also been applied to datasets, where Mitchell et al. (2022) suggests measuring various facets to
facilitate dataset curation and meaningful comparisons.

Complementarily, we leverage measurement theory to enhance ML datasets by transforming im-
plicit, value-laden properties into measurable constructs. In contrast to previous work (Blodgett
et al., 2021) that focused on assessing the validity of natural language processing benchmark datasets
for evaluating stereotyping, our approach treats the data collection process as the measurement to
validate itself. This involves questioning the reliability of the collection process and exploring meth-
ods for researchers to validate claimed properties in the resulting dataset.

Zooming in on the intricacies of diversity, we unearth inconsistencies in its definitions, a pervasive
challenge that our paper addresses head-on. While many ML datasets claim to be more diverse,
neither what researchers mean by the term diversity nor how this property is achieved are clearly
specified. Our aim, by shedding light on these disparities, is not only to guide dataset creators but
also to equip reviewers with the necessary insights to critically evaluate authors’ claims. Our work
extends beyond the confines of dataset creation, presenting a broader contribution to the enhance-
ment of ML and scientific practices.
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Diversity Definition Example

Composition
(N=58)

Variety in what a dataset instance
contains, such as linguistic proper-
ties (e.g., language, vocabulary used),
scene or background, objects, view-
point, image properties (e.g., resolu-
tion, focal length), or pose

• Text: X-CSQA (Lin et al., 2021) is collected to extend question-answering
text evaluation beyond just English into multiple other languages

• Image: Nutrition5k (Thames et al., 2021) contains a “wide variety of in-
gredients, portion sizes, and dish complexities.”

Source
(N=26)

Variety in where data instances are col-
lected from, such as web source online
or geographic origin

• Text: ConvoSumm (Fabbri et al., 2021a) draws from multiple online
sources (New York Times comments, Reddit, StackExchange, and email
threads)

• Image: Tseng et al. (2021) sample their crop dataset across several coun-
tries

Domain
(N=18)

Variety in the “topic area” of the data
instances, such as what disciplines the
text is drawn from or what artistic style
is represented in the image

• Text: S2-VLUE (Shen et al., 2022) consists of scientific papers from 19
different academic disciplines

• Image: TVR (Lei et al., 2020b) contains videos from six TV shows across
diverse genres

Subject
(N=16)

Representation of human subjects in
the dataset, such as by protected at-
tributes (e.g., gender, race, age), phys-
ical characteristics (e.g., skin tone,
weight, height), nationality, socioeco-
nomic status, and language

• Text: SynthBio (Yuan et al., 2021) is a synthetically generated evaluation
set for WikiBio (Lebret et al., 2016) which is balanced with respect to the
gender and nationality of biography subjects

• Image: An et al. (2021) recruit participants with different “skin color and
age” as data subjects

Annotator
(N=2)

Representation of annotator back-
grounds, such as demographic back-
ground, domain expertise, or political
affiliation

• Text: Zeinert et al. (2021a) recruit annotators with diversity “in gender,
age, occupation / background (linguistic and ethnographic knowledge), re-
gion (spoken dialects)” to label misogyny online.

• Image: N/A

Table 1: Taxonomy of the definitions of diversity identified through our literature review. We provide
a definition of diversity, the number of datasets (N) in our corpus that use the respective definition
of diversity, as well as an example of an image and text dataset from our corpus. We do not find any
image datasets in our corpus that seek to use a more diverse annotator pool.

3 METHOD

To inform our position, we conducted a systematic literature review encompassing 135 datasets
presented as being more “diverse”. We focus on image and text datasets, aligning with the prevailing
emphasis on data collection practices in these domains (Scheuerman et al., 2021; Paullada et al.,
2021; Raji et al., 2021). Datasets were identified through searches across well-established venues
in computer vision (ICCV, ECCV, CVPR), natural language processing (*CL), fairness (FAccT,
AIES), and ML (NeurIPS), concluding with publications available until September 2022. Inclusion
criteria involved retaining papers featuring both a diversity-related keyword (“divers*”, “bias*”) and
dataset-related keyword (“dataset”, “annotation”) within their abstracts. See Appendix A for details.

4 CONCEPTUALIZATION

Conceptualization plays a pivotal role in the research process, involving the definition and spec-
ification of clear constructs to be measured (Check & Schutt, 2011; Babbie, 2020). For dataset
creators, this phase resembles the translation of abstract values, such as diversity, into tangible
and concrete definitions. Despite the widely acknowledged importance of diversity as a value for
datasets (Van Horn et al., 2021; Yang et al., 2021; Sugawara et al., 2022; Derczynski et al., 2016),
there is a notable lack of consistency and clarity among creators regarding its practical interpretation.
See Table 1 for a taxonomy of diversity definitions.

4.1 CONSIDERATIONS

Lack of concrete definitions. Recognizing the inherently abstract nature of diversity, a well-defined
concept not only clarifies the significance of a diverse dataset but also lays the groundwork for oper-
ationalizing the collection process. Significantly, only 52.9% of datasets explicitly justify the need
for diverse data. For example, Rojas et al. (2022) underscore the need for geodiverse data, driven
by observations that previous datasets “suffer from amerocentric and eurocentric representation bias
that impacts the performance of classification tasks on images from other regions”. Here, geodiver-
sity serves as a clearly defined construct, specifying the criteria for diversity based on geographical
locations. Such constructs play a crucial role in streamlining the operationalization of data collection
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(e.g., employing photographers across 63 countries), facilitating a more straightforward validation
process against the intended motivation. In essence, unambiguous definitions empower both con-
sumers and reviewers to assess a dataset’s suitability for specific tasks with heightened confidence.

Conflation of constructs. The lack of a standardized conceptualization approach can lead to un-
intended consequences, such as the paradoxical increase in offensive content observed in larger
datasets (Birhane et al., 2023). This stems from misinterpretations where curators conflate scale
with diversity, assuming increased size inherently leads to more diverse data. There is also a ten-
dency to conflate bias with diversity (Scheuerman et al., 2021), exemplified by attempts to mitigate
bias in datasets for text summarization. As Kim et al. (2019) report, prior works “alleviate [ex-
tractive] bias by collecting articles from diverse news publications.” Establishing clear conceptual
frameworks is not only a methodological necessity but also a crucial means to navigate complex re-
lationships, recognizing that surface-level connections between diversity and other constructs, such
as scale and bias, are not causally related.

4.2 RECOMMENDATIONS

Provide concrete definitions. Following the conceptualization phase, curators are urged to establish
a precise definition of diversity, ensuring alignment throughout the dataset collection process (Check
& Schutt, 2011; Babbie, 2020). Highlighting the significance of clear definitions, examine the nu-
anced distinction between seemingly similar claims such as representing “diverse scenarios” (Miao
et al., 2022b) and “diverse social scenes” (Fan et al., 2018b). The former is defined in terms of
things, stuff, and scene location (i.e., “indoor and outdoor”), whereas the latter in terms of people,
cultures, and scene location (i.e., “living room, kitchen, restaurant, ...”). Definitional disagreements
naturally arise, but providing an explicit definition signals the interpretation of diversity within the
context of a dataset, enhancing assessment and enabling meaningful cross-dataset comparisons.

Contextualize definitions. When crafting definitions, curators must align interpretations with ex-
isting literature, evaluating theoretical underpinnings (Blodgett et al., 2020) and building on prior
scholarship. In addressing skin tone diversity, Hazirbas et al. (2021) critically assess the drawbacks
of ethnicity labeling practices in a previous facial attribute dataset (Karkkainen & Joo, 2021), high-
lighting its subjectivity and potential to cause conceptual confusion. This scrutiny extends to citing
“unconscious biases” linked to the other-race effect identified in psychology (O’Toole et al., 1996).
In response, the authors opt to annotate apparent skin tone, using the Fitzpatrick scale (Fitzpatrick,
1975), acknowledging limitations regarding the scale’s reliability and validity (Howard et al., 2021).
Such contextualization plays a crucial role in positioning how a dataset contributes to or challenges
prevailing notions.

Critically reflect on constructs. Definitions hold power. The choices we make in defining con-
structs, or even the decision to define certain constructs, bestow legitimacy upon specific beliefs.
Thus, prior to advancing with the collection and release of the dataset, it is crucial to engage in a
thoughtful reflection on the potential for reification—the act of treating an abstract concept as some-
thing concrete (Bhattacherjee, 2012). This tendency is frequently illustrated by the use of tangible
test scores, such as those from IQ tests, to represent abstract concepts like “intelligence” (Blili-
Hamelin & Hancox-Li, 2023).

This concern gains particular significance in the realm of demographic diversity. For example,
casting gender as binary reaffirms the normative notion of a binary gender system (Hamidi et al.,
2018), and using racial categories may inadvertently endorse the fallacy that these groups are natural
rather than social (Hanna et al., 2020; Khan & Fu, 2021).

Parallel considerations extend to text datasets. Nine surveyed text datasets (Orbach et al., 2021;
Abdul-Mageed et al., 2021; Fabbri et al., 2021a; Peskov et al., 2019; Durmus et al., 2019; Derczynski
et al., 2016; Ide et al., 2008; Rahman et al., 2021; Sugawara et al., 2022) underscore source diversity
by drawing from various topic domains or websites. It is crucial to recognize that different source
media inherently introduce their own values. Take, for instance, the Broad Twitter Corpus (Der-
czynski et al., 2016), a diverse collection of English-speaking social media content sourced from the
US, UK, New Zealand, Ireland, Canada, and Australia. Although the authors “were constrained by
the number of local crowd workers” accessible, the exclusion of English-speaking countries, “such
as Botswana and Singapore,” confines the dataset to a Western-centric view.
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5 OPERATIONALIZATION

Operationalization involves the meticulous development of methodologies to empirically measure
abstract concepts (Check & Schutt, 2011; Babbie, 2020). In the context of ML datasets, this man-
ifests as the tangible process of accumulating instances for a dataset. Within our corpus, we iden-
tify five primary dataset types categorizable by collection methodology: derivatives, “real-world”
sampled, synthetically generated, web scraped, and crowdsourced – for detailed information, refer
to Appendix D. Within this section, we spotlight deficiencies in current collection processes and
present recommendations to surmount these limitations.

5.1 CONSIDERATIONS

Gaps in documentation. A significant concern centers on the insufficiency of information provided
regarding datasets. Consistent with prior work (Scheuerman et al., 2021), we observe that most
papers introduce not only a dataset but also a new model, task, or algorithmic contribution. In
particular, out of the 135 papers analyzed, only 38 are standalone dataset papers, or those where the
dataset is positioned as the primary contribution. Consequently, limited space is allocated for dataset
creators to furnish detailed insights into collection strategies or the rationale behind methodological
choices. For instance, among the 21 “real-world” sampled datasets, information on the location
and time of data capture, as well as the identity of the data collectors (e.g., authors, researchers), is
missing in 13 instances. Similarly, for web-scraped datasets, papers often omit collection criteria,
such as the keyword search queries, crucial for understanding the dataset’s sampled distribution and
potential biases, be they social or methodological.

This documentation gap is, in part, indicative of cultural attitudes prevalent in the ML research. As
echoed previously, there exists a tendency to undervalue data-related efforts in comparison to the
development of models or algorithmic contributions (Sambasivan et al., 2021). Papers exclusively
dedicated to datasets typically do not find their way into “top-tier” research publications (Scheuer-
man et al., 2021; Heinzerling, 2022), potentially dissuading authors from allocating sufficient time
and space to elaborate on their dataset creation processes.

Lack of methodological caveats. Even when datasets offer insights into their collection processes,
methodological considerations or limitations are seldom addressed, accounting for 87.4% of cases.
Nonetheless, it is essential to acknowledge that every data collection method has inherent draw-
backs. For example, web scraping offers a fast and cost-effective means to amass large quantities
of data (Ramaswamy et al., 2023; Raji & Fried, 2021; Li, 2023). However, concerns arise that this
method might only capture “canonical” perspectives, particularly when utilizing Internet search en-
gines (Barbu et al., 2019; Zhu et al., 2016). This issue may be exacerbated by, e.g., consensus-based
quality filtering, which tends to exclude noncanonical examples (Mayo et al., 2022). Synthetic gen-
eration, offering similar benefits to web scraping with increased systematic control (Johnson et al.,
2017a; Wood et al., 2021; Ros et al., 2016; Wei et al., 2020), may introduce a domain gap between
generated and real-world data (Wei et al., 2020; Ros et al., 2016). Inclusion of these considerations
is crucial as it justifies why the chosen method aligns best with capturing the proposed definition of
diversity.

Increase in opacity. We posit that the identified issues will worsen as data collection processes
become more opaque. A clear manifestation of this trend is the increasing reliance on third-party
assistants in in data collection efforts (Orbach et al., 2021; Dave et al., 2020; Miceli et al., 2022b).
While this approach may improve quality and efficiency, it introduces a layer of separation between
those commissioning a dataset and those collecting it. This separation results in the loss of detailed
knowledge, such as participant recruitment methods and quality assessment criteria, necessary for
evaluating the validity of the collection process and the utility of the dataset. Furthermore, closed
models and datasets raise additional concerns (Bommasani et al., 2023). Examples include closed-
and open-sourced models such as GPT-4 (Achiam et al., 2023), CLIP (Radford et al., 2021), Gem-
ini (Team et al., 2023), and LlaMA 2 (Touvron et al., 2023). This growing opacity can lead to serious
issues, as model consumers are unable to audit the training datasets for potential biases or critique
their construction methodology.
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5.2 RECOMMENDATIONS

Clearly define variables of interest. As highlighted by Raji et al. (2021), there is a prevailing
inclination toward generality in ML research. This is evident in benchmarks claiming to evalu-
ate “general-purpose” capabilities and datasets attempting to encompass diversity across numerous
axes. However, just as it is impractical for a dataset to capture all the nuances and complexities
of the world, it is equally implausible to collect diversity across every conceivable dimension (Raji
et al., 2021). For instance, defining diversity as “variety across writing styles” encompasses aspects
such as, but not limited to, “genre” (Soldan et al., 2022), “narrative elements” (Xu et al., 2020), or
“passage source, length, and readability” (Sugawara et al., 2022).

Rather than pursuing generality, we advocate for curators to distinctly select and communicate spe-
cific variables that are most relevant to the task their dataset is meant to serve. Their definition of
diversity, insights from prior datasets, considerations of the limitations in their collection practices,
as well as rationale for excluding plausible aspects of diversity can inform this selection. For exam-
ple, Van Horn et al. (2021) justify the decision to restrict the number of Animalia, Plantae and Fungi
species in iNat2021 to those “observed ‘enough’ times by ‘enough’ people” during a one-year time
period, while transparently acknowledging the arbitrariness of their enumeration of “enough”.

Communicate how indicators are defined. We encourage researchers to explicitly define the em-
pirical indicators they use to measure diversity, specifying the scale, inclusion/exclusion criteria,
and other relevant parameters. The variability in measurements across datasets makes it challeng-
ing to understand specific indicators without clear definitions. For example, Ithaca365 (Diaz et al.,
2022), Mapillary Traffic Sign (Ertler et al., 2020b), JHU-Crowd (Sindagi et al., 2019), and MOT-
Synth (Fabbri et al., 2021b) all claim to include images representing diverse weather conditions.
However, the measurement of weather diversity varies, ranging from MOTSynth employing nine
categories to JHU-Crowd using three.

Clear definitions are paramount to prevent misinterpretations arising from diverse operationaliza-
tions, especially given that different operationalizations of the same construct can yield markedly
distinct results. For example, indicators can be categorized as either objective or subjective—
indicating reliance on explicit criteria and assessment by external observers or involving personal
perception or evaluation, respectively. The YASO dataset (Orbach et al., 2021) exemplifies this
variability, where sentiment, typically considered subjective, is labeled by 7–10 crowdworkers. Al-
though sentiment is inherently subjective, the authors operationalize it as an objective measurement
by reporting the majority sentiment among crowdworkers. This choice results in a measurement
distinct from what would be obtained if sentiment were operationalized as subjective.

The approach by Orbach et al. (2021) also introduces potential concerns related to selection bias.
The authors exclude under-performing workers based on a “test questions with an a priori known
answer” to ensure annotation quality. This practice may inadvertently filter out diverse perspectives
or sentiments misaligned with the authors’ subjective views, impacting the overall representativeness
and objectivity of the YASO sentiment annotations.

Critically reflect on taxonomies and labels. Dataset curators should apply the same care during
operationalization as in conceptualization, giving thoughtful consideration to label taxonomies, their
suitability for the task, and potential implications. As an illustrative example, consider the opera-
tionalization of “offensive” across several offensive language datasets (Warner & Hirschberg, 2012;
Rosenthal et al., 2021; Nobata et al., 2016), where authors employ a keyword-based approach, se-
lecting texts containing slurs or swears (Waseem et al., 2017). Defining “offensiveness” based on
keywords presents challenges, as it may overlook implicitly offensive text (Wiegand et al., 2021;
Waseem et al., 2017) or language where the true offensive nature is obscured (Hada et al., 2021).
Further, this operationalization ignores the context of the text, leading to potential mislabeling. For
example, depending on the text’s author and context, the use of an identity term can be either in-
nocuous or pejorative (Dixon et al., 2018; Davidson et al., 2019).

Evaluate trade-offs for data collection. Curators should thoroughly assess various data collec-
tion strategies and justify their chosen method. Trade-offs are inevitable, and while demonstrating
robustness to different measurement types is ideal, it can be challenging, especially in resource-
intensive dataset collection. At a minimum, transparent communication of the decision-making
process facilitates the evaluation of operationalization and collection process validity. For exam-
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ple, Zhao et al. (2021b) revealed a demographically imbalanced annotator pool, a limitation when
collecting skin color and gender expression annotations on the crowdsourcing platform Amazon
Mechanical Turk. Sharing insights into both successful and unsuccessful methods can prevent the
duplication of null or negative results by future curators.

6 RELIABILITY

Measurement evaluation involves assessing two critical qualities: reliability and validity. In this
section, we specifically delve into the concept of reliability, which concerns the consistency and
dependability of measurement results. For diverse dataset collection, ensuring the reliability of the
dataset is pivotal, forming the bedrock for the validity of the entire collection process—that is, how
effectively the gathered dataset captures the essence of diversity.

To assess reliability in diverse datasets, we illuminate two evaluation methods borrowed from mea-
surement theory literature: inter-annotator agreement and test-retest reliability. We conceptualize
dataset reliability as analogous to concerns about the quality and consistency of the collection pro-
cess. Much like with an unreliable measurement, a dataset that yields inconsistent results when
applied to the same case erodes trust in drawn conclusions, making the reliability of data collection
is essential (Bandalos, 2018).

6.1 CONSIDERATIONS

Lack of details on quality control. In our corpus analysis, a notable theme that emerged is the
limited information available on quality control measures for datasets. Only 56.3% of the datasets
provided specifics about their quality control processes. This deficiency, as discussed in Section 5,
is closely tied to the broader issue of inadequate details in the dataset collection process.

Erasure of labor. While datasets occasionally offer information regarding quality, the focus tends
to be on human annotators rather than the data instances. However, only 36.8% of datasets include
crucial details about annotation quality, such as annotator training processes, attention checks, com-
pensation methods, and work rejection policies. This omission underscores the neglect of the labor
invested in dataset creation. Crowdworkers are often viewed as costs to be optimized, failing to ac-
knowledge their substantial contributions to the dataset (Williams et al., 2022; Shmueli et al., 2021;
Miceli et al., 2022a). Likewise, the significant effort required to ensure a high-quality dataset is
frequently disregarded.

6.2 RECOMMENDATIONS

Inter-annotator agreement. One area where methods for assessing reliability are already in prac-
tice is the measurement of inter-annotator agreement. In crowdsourcing, a common approach in-
volves having multiple annotators label an instance, and the majority label is then adopted (Davani
et al., 2022). Another method to gauge inter-annotator reliability is by employing statistical mea-
sures of agreement. We find that some text datasets provide quantitative metrics (Sun et al., 2021;
Castro et al., 2022; Cao & Daumé III, 2020; Peskov et al., 2019; Johnson & Goldwasser, 2018;
Angelidis & Lapata, 2018; Ide et al., 2008; Webster et al., 2018; Zhong et al., 2021), such as Fleiss’s
κ (Fleiss, 1971) or Cohen’s κ (Cohen, 1960), to quantify inter-annotator agreement. While consen-
sus methods are employed in both text and image datasets, quantitative metrics for inter-annotator
agreement are reported exclusively in text datasets. We recommend that image dataset curators also
incorporate these statistical measures when evaluating crowdsourced labels.

The suitability of inter-annotator agreement is contingent on how diversity is defined. Prior research
has demonstrated that capturing diverse annotator perspectives (Gordon et al., 2022) can be bene-
ficial. Relying on aggregation methods, such as majority voting, may systematically erase certain
groups’ perspectives from the dataset altogether (Davani et al., 2022; Sachdeva et al., 2022). This
tension between reliability and diversity is fundamentally linked to the chosen construct of diversity.
If diversity involves a range of annotator demographics or perspectives, traditional reliability mea-
sures may not be applicable. However, in tasks aiming for singular, congruous “objective” labels,
incorporating inter-annotator agreement metrics can offer valuable insights into reliability.
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Test-retest reliability. Another approach that dataset collectors can adopt is the test-retest method.
In education, this method involves administering the same test twice over a period, and consistent
results indicate reliability (Guttman, 1945). This principle is particularly applicable when assessing
the reliability of collection methods like web scraping. For instance, curators can reapply the same
methodology to recollect instances, validating whether the recollected dataset maintains the same
diversity properties. Nonetheless, as emphasized by Jacobs & Wallach (2021), a lack of reliability
from these tests does not necessarily imply that the collection methodology inadequately captures
diversity. Changes in the underlying data distribution over time (Chen & Zou, 2023; Yao et al., 2022)
can influence the results. For example, when evaluating linguistic diversity using data scraped from
Reddit, major societal events, such as elections (Waller & Anderson, 2021), can unexpectedly alter
the distribution. Even in such cases, measuring test-retest reliability remains valuable for gaining
insights into potential shifts in the data distribution.

7 VALIDITY

Conceptually, construct validity ensures that a measure aligns with theoretical hypotheses. Adapting
this definition, we explore the construct validity of diversity in ML datasets, aiming to determine
whether the final dataset aligns with theoretical definitions. To assess validity in diverse datasets, in
this section, we apply two commonly used subtypes of construct validity (Campbell & Fiske, 1959)
for evaluation: convergent validity and discriminant validity.

7.1 CONSIDERATIONS

Lack of robust validation. We observe a lack of robust validation for diversity claims made by
dataset creators. This issue is partly rooted in the ambiguity surrounding the term. When the con-
struct lacks a clear definition, it becomes challenging to empirically assess whether the collected
dataset genuinely adheres to the specified standards. Even when validation is attempted, it may
often center around incorrect constructs. While papers may present metadata frequency or other
summary statistics about the dataset, these metrics do not consistently align with diversity dimen-
sions described when motivating a dataset.

Overreliance on downstream evaluation. Another prevalent evaluation method involves bench-
marking the downstream performance of a newly proposed model. This approach is observed in
49% of datasets. However, it may assess the wrong construct by primarily focusing on model per-
formance rather than the intrinsic characteristics of the dataset. Model performance, for instance,
may increase due to the learning of shortcuts (Geirhos et al., 2020) rather than indicating an actual
increase in dataset diversity

7.2 RECOMMENDATIONS

Convergent validity. Convergent validity ensures correlated results for different measurements of
the same construct (Campbell & Fiske, 1959). One approach is to compare a newly collected dataset
to existing ones. Striking the right balance involves establishing the novelty of a new dataset while
demonstrating its similarity to existing work (Quinn et al., 2010; Jacobs & Wallach, 2021). We
provide recommendations for evaluating convergent validity.

Cross-dataset generalization. Commonly employed to evaluate the dataset bias phenomenon (Tor-
ralba & Efros, 2011), this technique enables researchers to compare datasets. By utilizing existing
datasets with similar constructs of diversity, collectors can train on their dataset and test on existing
datasets or vice versa, comparing relevant metrics such as accuracy. Model performance can also
be assessed against standard train-test splits from the same dataset. If the models perform similarly
in both cross-dataset and same-dataset scenarios, it suggests that the datasets have similar distribu-
tions for the predicted label, indicating correlated constructs of diversity. Prior work (Khan & Fu,
2021) adopted Fleiss’s κ to measure prediction consistency across models; however, a limitation of
using cross-dataset generalization is that it requires similar taxonomies (for the predicted label) and
similar distributions across datasets.

Comparing existing diversity metrics. Dataset collectors can leverage established metrics for mea-
suring data diversity (Mitchell et al., 2022). For instance, Friedman & Dieng (2022) introduced the
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Vendi Score, inspired by ecology and quantum statistical mechanics, to assess diversity within cate-
gories of image and text datasets. Curators can demonstrate how their collection process aligns with
such recognized diversity metrics. Given that diversity metrics depend on the embedding space em-
ployed (Friedman & Dieng, 2022), datasets should be benchmarked across a multiplicity of spaces
optimized for the definition of diversity selected by the dataset curators.

Discriminant validity. Discriminant validity assesses whether measurements for theoretically unre-
lated constructs yield unrelated results (Campbell & Fiske, 1959). Consider the initial Visual Ques-
tion Answer dataset (Antol et al., 2015), which aimed to collect diverse and interesting questions
and answers, encompassing question types such as “What is ...”, “How many ...”, and “Do you see a
...”. If diversity is defined by the types of questions asked, it should have no relation to other factors,
such as answer complexity. (Comparing answer complexity may not be reasonable for testing dis-
criminant validity if the interest is in answer diversity, as these are related constructs.) Nonetheless,
prior research (Goyal et al., 2017; Agrawal et al., 2018; Hudson & Manning, 2019; Johnson et al.,
2017a) identified language biases in how questions and answers are formulated. For instance, based
on the dataset construction, a model predicting “Yes” whenever the question begins with “Do you
see a ...” can achieve high accuracy without considering the image in question (Goyal et al., 2017).
This suggests potential low discriminant validity for the given measure, highlighting the importance
of applying discriminant validity to mitigate construction biases during dataset creation.

8 CONCLUSION

This paper explored the application of measurement theory principles as a framework for enhancing
ML datasets. Present data collection practices often treat value-laden constructs within datasets,
like diversity, as implicit or self-explanatory. This approach gives rise to subsequent challenges in
validating and replicating the assertions made by authors in their work.

Significantly, the lack of a standardized framework in dataset creation exacerbates issues related to
the reproducibility crisis in science. Our analysis discerns that the absence of clear definitions and
quantification by dataset authors amounts to selective reporting, hindering standardization. This,
coupled with underlying methodological issues, such as flawed experimental or dataset designs,
inadequate statistical methods, and improper data analysis, collectively contributes to the pervasive
challenge of irreproducibility. By highlighting these systemic issues, our paper advocates for a
more robust and standardized approach in dataset creation, fostering transparency, reliability, and
reproducibility in the broader scientific landscape.

REFERENCES

The world by income and region, 2022. URL https://datatopics.worldbank.org/
world-development-indicators/the-world-by-income-and-region.
html.

Muhammad Abdul-Mageed, AbdelRahim Elmadany, El Moatez Billah Nagoudi, Dinesh Pabbi, Ku-
nal Verma, and Rannie Lin. Mega-cov: A billion-scale dataset of 100+ languages for covid-19.
In Conference of the European Chapter of the Association for Computational Linguistics: Main
Volume. Association for Computational Linguistics, 2021. doi: 10.18653/v1/2021.eacl-main.298.
URL http://dx.doi.org/10.18653/v1/2021.eacl-main.298.

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical
report. arXiv preprint arXiv:2303.08774, 2023.

Aishwarya Agrawal, Dhruv Batra, Devi Parikh, and Aniruddha Kembhavi. Don’t just assume; look
and answer: Overcoming priors for visual question answering. In IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2018.

Rami Aly, Zhijiang Guo, Michael Sejr Schlichtkrull, James Thorne, Andreas Vlachos, Christos
Christodoulopoulos, Oana Cocarascu, and Arpit Mittal. Feverous: Fact extraction and verification
over unstructured and structured information. In Conference on Neural Information Processing
Systems Datasets and Benchmarks Track (NeurIPS DB), 2021.

9

https://datatopics.worldbank.org/world-development-indicators/the-world-by-income-and-region.html
https://datatopics.worldbank.org/world-development-indicators/the-world-by-income-and-region.html
https://datatopics.worldbank.org/world-development-indicators/the-world-by-income-and-region.html
http://dx.doi.org/10.18653/v1/2021.eacl-main.298


Published as a workshop paper at ICLR 2024

Jaeju An, Jeongho Kim, Hanbeen Lee, Jinbeom Kim, Junhyung Kang, Saebyeol Shin, Minha Kim,
Donghee Hong, and Simon S Woo. Vfp290k: A large-scale benchmark dataset for vision-based
fallen person detection. In Conference on Neural Information Processing Systems Datasets and
Benchmarks Track (NeurIPS DB), 2021.

Jerone TA Andrews, Dora Zhao, William Thong, Apostolos Modas, Orestis Papakyriakopoulos,
Shruti Nagpal, and Alice Xiang. Ethical considerations for collecting human-centric image
datasets. In Neural Information Processing Systems Datasets and Benchmarks Track (NeurIPS
DB), 2023.

McKane Andrus, Elena Spitzer, Jeffrey Brown, and Alice Xiang. What we can’t measure, we can’t
understand: Challenges to demographic data procurement in the pursuit of fairness. In ACM
Conference on Fairness, Accountability, and Transparency (FAccT), pp. 249–260, 2021.

Stefanos Angelidis and Mirella Lapata. Summarizing opinions: Aspect extraction meets sen-
timent prediction and they are both weakly supervised. In Conference on Empirical Meth-
ods in Natural Language Processing. Association for Computational Linguistics, 2018. doi:
10.18653/v1/d18-1403. URL http://dx.doi.org/10.18653/v1/d18-1403.

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C Lawrence Zit-
nick, and Devi Parikh. Vqa: Visual question answering. In Proceedings of the IEEE international
conference on computer vision, pp. 2425–2433, 2015.

Shima Asaadi, Saif Mohammad, and Svetlana Kiritchenko. Big bird: A large, fine-grained, bigram
relatedness dataset for examining semantic composition. In Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, Vol-
ume 1 (Long and Short Papers), pp. 505–516, 2019.

Yuki M Asano, Christian Rupprecht, Andrew Zisserman, and Andrea Vedaldi. Pass: An imagenet
replacement for self-supervised pretraining without humans. In Conference on Neural Informa-
tion Processing Systems Datasets and Benchmarks Track (NeurIPS DB), 2021.

Earl R Babbie. The practice of social research. Cengage AU, 2020.

AmirAli Bagher Zadeh, Yansheng Cao, Simon Hessner, Paul Pu Liang, Soujanya Poria, and Louis-
Philippe Morency. Cmu-moseas: A multimodal language dataset for spanish, portuguese, german
and french. In Conference on Empirical Methods in Natural Language Processing (EMNLP).
Association for Computational Linguistics, 2020. doi: 10.18653/v1/2020.emnlp-main.141. URL
http://dx.doi.org/10.18653/v1/2020.emnlp-main.141.

Yan Bai, Jile Jiao, Wang Ce, Jun Liu, Yihang Lou, Xuetao Feng, and Ling-Yu Duan. Person30k:
A dual-meta generalization network for person re-identification. In IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR). IEEE, June 2021. doi: 10.1109/cvpr46437.
2021.00216. URL http://dx.doi.org/10.1109/cvpr46437.2021.00216.

Deborah L Bandalos. Measurement theory and applications for the social sciences. Guilford Pub-
lications, 2018.

Jack Bandy and Nicholas Vincent. Addressing” documentation debt” in machine learning research:
A retrospective datasheet for bookcorpus. arXiv preprint arXiv:2105.05241, 2021.

Andrei Barbu, David Mayo, Julian Alverio, William Luo, Christopher Wang, Dan Gutfreund, Josh
Tenenbaum, and Boris Katz. Objectnet: A large-scale bias-controlled dataset for pushing the
limits of object recognition models. Advances in neural information processing systems, 32,
2019.

Emily M Bender and Batya Friedman. Data statements for natural language processing: Toward
mitigating system bias and enabling better science. Transactions of the Association for Computa-
tional Linguistics, 6:587–604, 2018.

A Stevie Bergman, Lisa Anne Hendricks, Maribeth Rauh, Boxi Wu, William Agnew, Markus
Kunesch, Isabella Duan, Iason Gabriel, and William Isaac. Representation in ai evaluations.
In ACM Conference on Fairness, Accountability, and Transparency (FAccT), 2023.

10

http://dx.doi.org/10.18653/v1/d18-1403
http://dx.doi.org/10.18653/v1/2020.emnlp-main.141
http://dx.doi.org/10.1109/cvpr46437.2021.00216


Published as a workshop paper at ICLR 2024

Anol Bhattacherjee. Social science research: Principles, methods, and practices. USA, 2012.

Abeba Birhane, Vinay Uday Prabhu, and Emmanuel Kahembwe. Multimodal datasets: misogyny,
pornography, and malignant stereotypes. arXiv preprint arXiv:2110.01963, 2021.

Abeba Birhane, Pratyusha Kalluri, Dallas Card, William Agnew, Ravit Dotan, and Michelle Bao.
The values encoded in machine learning research. In ACM Conference on Fairness, Accountabil-
ity, and Transparency (FAccT), 2022.

Abeba Birhane, Vinay Prabhu, Sang Han, and Vishnu Naresh Boddeti. On hate scaling laws for
data-swamps. arXiv preprint arXiv:2306.13141, 2023.

Borhane Blili-Hamelin and Leif Hancox-Li. Making intelligence: Ethical values in iq and ml bench-
marks. In ACM Conference on Fairness, Accountability, and Transparency (FAccT), 2023.
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Figure 1: Overview of the search strategy employed to identify diverse datasets to include in our
corpus.

A METHODOLOGY

We provide additional details on our methodology, including how we selected datasets to review,
our coding procedure, and categorization details.

A.1 LITERATURE REVIEW

We survey a total of 135 image and text datasets. To define this corpus of datasets, we follow the
process shown in Figure 1. First, we sample all papers from computer vision (CVPR, ECCV, ICCV),
natural language processing (*CL released on ACL Anthology), machine learning (NeurIPS, includ-
ing the Datasets and Benchmarks track), and fairness (FAccT, AIES) venues. From these papers,
we used regular expression matching to find those that contained a keyword related to diversity or
bias in either the title or abstract. We further sub-selected those that had phrases in the abstract
indicating that the paper presented a new dataset or annotations. Next, we manually filtered the
remaining papers to ensure that the descriptor of “diversity” or “bias” was related to the new dataset
or annotations, the article was written in English, and that the article was primarily a research paper.
Finally, from this pool, we sub-sampled 135 datasets to review.

A.2 CODING PROCEDURE

Our comprehensive analysis traverses the entire dataset collection pipeline, ranging from the motiva-
tion behind dataset creation to its eventual release and ongoing maintenance. To accomplish this, we
consulted established guidelines for responsible data collection (Andrews et al., 2023; Scheuerman
et al., 2021; Peng et al., 2021; Google PAIR, 2019; Gebru et al., 2021; Holland et al., 2020; Bender

Paper Definition of Diversity

Ithaca365
(Diaz-Ruiz et al., 2022)

“[D]ata is repeatedly recorded along a 15 km route under diverse scene (urban, highway, rural, campus),
weather (snow, rain, sun), time (day/night), and traffic conditions (pedestrians, cyclists and cars)”

Vehicle Re-Identification for
Aerial Image (VRAI)
(Wang et al., 2019c)

“The images are taken by two moving UAVs in real urban scenarios, and the flight altitude ranges from
15m to 80m. It results in a large diversity of view-angles and pose variations, and so increases the
difficulty of the corresponding ReID task.”

GTA5 Crowdcounting
(Wang et al., 2019b)

“Diverse Scenes. GCC dataset consists of 400 different scenes, which includes multiple types of lo-
cations. For example, indoor scenes: convenience store, pub, etc. outdoor scenes: mall, street, plaza,
stadium and so on ... Diverse Environments. In order to construct the data that are close to the wild, the
images are captured at a random time in a day and under a random weather conditions. In GTA5, we
select seven types of weathers: clear, clouds, rain, foggy, thunder, overcast and extra sunny.”

Bilingual Text
Separation (BTS)
(Xu et al., 2020)

“The diversity of BTS can be described at three levels: (1) scene-level diversity: it covers common
life scenes including street signs, shop signs, plaques, attractions, book covers, banners, and couplets;
(2) image-level diversity: appearances and geometric variances caused by camera-captured settings and
background distractions such as perspective, illumination, resolution, partly blocking, blur and so on, in
total including 14,250 fine-annotated text images; (3) character-level diversity: variances of character
categories, up to 3,985 classes including Chinese characters, English letters, digits, common punctuation
with varied fonts and sizes.”

Table 2: Example quotes from select surveyed datasets where diversity is concretely defined.
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& Friedman, 2018; Pushkarna et al., 2022; Blodgett et al., 2022). The evolution of our codebook
variables occurred iteratively during the coding process, driven by ongoing discussions among the
authors.

To code the 135 datasets, three of the co-authors separately coded an initial set of three datasets.
After coding the initial set, the authors synchronously discussed when their codes for the datasets
diverged and iterating on codebook definitions. The remaining 132 datasets were then split between
the three co-authors and individually coded. To identify the higher-level themes, the authors first in-
dividually generated themes and then synchronously met to group the themes into larger categories.

A.3 CATEGORIZATION

Defining standalone dataset. We count a paper as presenting a standalone dataset if the core contri-
butions of the work are the novel dataset, benchmark, or set of annotations. For example, if a paper
presents a novel model, task, or metric, we would not count the paper as presenting a standalone
dataset.

Concrete definition. We used the following criteria in determining whether there was a concrete
definition of diversity in the paper. We check whether the authors explicitly state a consistent and
complete definition of diversity. For example, a dataset that is described as “diverse” in multiple
ways across the paper would not be considered to have a concrete definition. In addition, we ensure
that the authors list out what aspects are more diverse (e.g., the dataset presents different illumination
conditions; the dataset draws from different news sources). In Table 2, we provide examples of
concrete diversity definitions we identified.

B CASE STUDY

To demonstrate the practical application of measurement theory in ML data collection, we examine
the Segment Anything dataset (SA-1B) (Kirillov et al., 2023) as a case study. We choose SA-1B due
to its recent release and its alignment with the large-scale datasets aimed at advancing foundation
model research (Bommasani et al., 2021). Moreover, SA-1B benefits from clear documentation (Ge-
bru et al., 2021) provided by the authors. Through this case study, we investigate the conceptual-
ization, operationalization, and validation of diversity, showcasing how our recommendations can
enhance the dataset collection process.

SA-1B comprises “11M diverse, high-resolution, licensed, and privacy protecting images and 1.1B
high-quality segmentation masks”. According to the datasheet, the authors emphasize the dataset’s
enhanced geographical diversity compared to existing datasets, driven by the goal of fostering “fairer
and more equitable models”. The images are sourced from a third-party and captured by photogra-
phers. Notably, the masks are generated using a novel data engine detailed in the paper, and they are
not semantically labeled.

Conceptualization. Although the datasheet mentions how diversity is defined, we can enhance this
conceptualization by providing a more concrete and specific definition. First, the term “geographic
diversity” is clarified to encompass a variety in both the country where the image is taken and the
socioeconomic status of that country. Second, beyond geographic diversity, the dataset also defines
diversity in terms of the variety in object appearance, including factors such as object size and
complexity of object shape, as well as the number of objects per image. Finally, these definitions
can be contextualized by referencing existing geodiverse datasets (Rojas et al., 2022; Shankar et al.,
2017).

Operationalization. Transitioning from conceptualization to operationalization, the different vari-
ables are implemented as outlined below. We highlight a strength of this work, which lies in the
clear and well-defined indicators.

• Country of origin: Inferred from a caption describing the content in the image and a name entity
recognition model (NER) (Peters et al., 2017) to identify location names

• Socioeconomic status: Used the World Bank’s (WDI, 2022) income level categorization for the
country

• Object size: Calculated image-relative mask size (i.e., square root of mask area divided by image
area)
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• Object complexity: Calculated mask concavity (i.e., 1 - mask area divided by area of masks’ convex
hull)

• Number of objects: Calculated as the count of masks
A critical examination of these operationalizations brings forth two noteworthy considerations. First,
as acknowledged by the authors, relying on a NER model for inferring the country of origin intro-
duces the potential for errors due to social bias or ambiguity (e.g., “Georgia” being both a state in
the US and a country). Second, opting to operationalize geolocation at the country level overlooks
intra-national differences, potentially leading to the presentation of stereotypical representations of
individuals within that country (Naggita et al., 2023).

While the indicators are well-defined, there is room for improvement in the transparency surrounding
the dataset collection process. The dataset, collected through a third party, reflects the increasing
opacity in the collection process (Section 5.1). Several important details about the collection process
are omitted. For instance, the instructions given to photographers to enhance variation in object
appearance or location are undisclosed. Further, it remains unclear whether diversity is a result of
explicit instructions and deliberate sampling or an byproduct of scale.

Evaluation. The authors substantiate their diversity claims by comparing object masks with those
of similar datasets, such as COCO (Lin et al., 2014) and OpenImages (Kuznetsova et al., 2020). For
example, they demonstrate alignment with respect to the distribution of object complexity. SA-1B
distinguishes itself, however, by exhibiting more variety in mask sizes and the number of masks per
image, showcasing convergent validity.

A recommended enhancement involves providing validation for geographic diversity. While the
authors currently present figures illustrating the distribution of country of origin, emphasizing geo-
diversity is crucial as object appearances vary globally (De-Arteaga et al., 2019; Shankar et al.,
2017; Ramaswamy et al., 2023). To bolster the validation of this diversity aspect, the authors could
compare distributions inferred from object labels or visualize object mask representations across
different geographic regions.

C ADDITIONAL DETAILS ON DATASET COLLECTION

In Sec. 5, we identify five main collection methodologies used to create machine learning datasets.
We provide further detail on this taxonomy in Table 3 and enumerate the datasets in our corpus that
utilize the respective methodologies in Table 4.

D DATASET DETAILS

We provide additional details on the 135 image and text datasets that were coded as a part of our
literature review. In Table 5, we enumerate the diversity type for each dataset. Finally, in Tables 6
and 8, we provide a summary of our analysis across all datasets.
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E DISCUSSION

Here, we delve into additional considerations regarding two key points: the inherent tensions be-
tween measurement and scale, and the documentation burden imposed on dataset creators.

Measurement and scale. One potential tension within our proposed framework revolves around the
interplay between diversity and scale. Currently, there is a prevalent belief among dataset curators
that diversity will organically emerge as a consequence of dataset scale. For instance, Sindagi et al.
(2019) argue that having “such a large number of images results in increased diversity in terms of
count, background regions, scenarios, etc.” in their dataset JHU-Crowd. Contrary to this notion, we
posit that diversity, along with other constructs dataset curators aim to capture, is not an automatic
byproduct of scale. Instead, it requires careful conceptualization, operationalization, and subsequent
evaluation. This may impede scalability by introducing an additional need for curation and explicit
control on the curator’s side. Nevertheless, as previous studies have advocated (Diaz & Madaio,
2023; Hanna & Park, 2020), challenging the concept of “scale thinking” can be advantageous, not
only ethically but also for downstream performance. For example, Byrne et al. (2021) emphasize the
importance of “carefully curated, annotated datasets that cover all the idiosyncrasies of a single task
or transaction” as a key factor in enhancing model performance, countering the prevailing notion
solely focused on scale.

Documentation burden. In Section 5.1, we shed light on the documentation gap in ML research.
To tackle this challenge, we advocate for enhanced clarity and explicit communication throughout
the dataset collection pipeline. However, we acknowledge the significant and often underestimated
burden that documentation places on dataset creators—a task that is frequently undervalued within
research communities or organizations (Heger et al., 2022). This burden is further exacerbated by

Collection
Method

Definition Example

Web-scraping
(N=47)

Instances are sourced and
downloaded from content
that is posted to the Internet,
typically for purposes other
than being used for creating a
machine learning dataset

• Text: Mega-COV (Abdul-Mageed et al., 2021) consists of multilingual tweets
sourced using Twitter’s streaming API

• Image: Idrees et al. (2018) combine three web sources, “Flickr, Web Search,
and the Hajj footage,” to create UCF-QNRF, an image dataset used for crowd
counting.

Crowdsourcing
(N=9)

Instances are sourced from a
group of people that are not di-
rectly members of the research
team for the purposes of creat-
ing a machine learning dataset

• Text: To create dialogue data for MultiDoGO, Peskov et al. (2019) ask Ama-
zon Mechanical Turk workers to engage with an “agent” in an Wizard-of-Oz
approach.

• Image: EPIC-KITCHENS (Damen et al., 2018b) contains video footage col-
lected by 32 participants across four different countries. To note, participants
contribute this footage voluntarily and without compensation.

Direct
Collection
(N=20)

Instances are created or col-
lected by members of the re-
search team in the real-world

• Text: While there are no text datasets from our corpus in which the instances are
directly collected, the GICoref (Cao & Daumé III, 2020) is an example where
annotations are manually generated (i.e., directly collected) by the paper authors.

• Image: The Waymo Open Dataset (Sun et al., 2020) is collected using special-
ized equipment and vehicles across three different locations: Phoenix, Mountain
View, and San Francisco.

Derivative
(N=47)

Instances are sourced from an
already existing dataset • Text: Ni et al. (2019) combine review datasets from Amazon Clothing and Yelp

Reviews dataset to generate a novel dataset for recommendation justification.
• Image: The Localized Narratives dataset (Pont-Tuset et al., 2020) provides new

annotations on images sourced from COCO (Lin et al., 2014), Flickr30k (Plum-
mer et al., 2015), ADE20K (Zhou et al., 2017), and Open Images (Kuznetsova
et al., 2020).

Synthetic
Generation
(N=13)

Instances are artificially manu-
factured or procedurally gener-
ated rather than capturing real-
world events

• Text: SynthBio (Yuan et al., 2021) is generated using language models which
involve creating attribute lists (e.g., notabilities, nationality, birth date) and syn-
thesizing biographies for people who possess these attributes.

• Image: Karazija et al. (2021) create the image scenes in ClevrTex using a selec-
tion of photo-mapped materials, objects, and backgrounds that are procedurally
generated with the Blender API.

Table 3: Taxonomy of the commonly used dataset collection methodologies identified through our
literature review. We provide a definition of the collection methodology, the number of datasets (N)
in our corpus that use this methodology, as well as an example of an image and text dataset from our
corpus.
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Papers

Web-scraping Fan et al. (2018a); Zellers et al. (2019); Wei et al. (2020); Xu et al.
(2022a); Van Horn et al. (2021); Aly et al. (2021); Shen et al. (2022);
Abdul-Mageed et al. (2021); Zeinert et al. (2021a); Cao & Daumé III
(2020); Yuan et al. (2020); Gillani & Levy (2019); Wu et al. (2019);
Durmus et al. (2019); Derczynski et al. (2016); Miao et al. (2021);
Sindagi et al. (2019); Asano et al. (2021); Dumitrescu et al. (2021); Lu
et al. (2021); Pratapa et al. (2022); Xu et al. (2022b); Celis et al. (2016);
Hada et al. (2021); Bagher Zadeh et al. (2020); Lei et al. (2020a);
Asaadi et al. (2019); Kim et al. (2019); Soldan et al. (2022); Fu et al.
(2021a); Ertler et al. (2020a); Müller et al. (2018); Idrees et al. (2018);
Zou et al. (2018); Fan et al. (2019b); Lei et al. (2021b); Rahman et al.
(2021); Guan et al. (2022); De Kock & Vlachos (2022); Sugawara et al.
(2022); Zhang et al. (2021); Zhong et al. (2021); Buolamwini & Gebru
(2018); Steed & Caliskan (2021); Webster et al. (2018); De-Arteaga
et al. (2019)

Crowdsourcing Damen et al. (2018a); Barbu et al. (2019); Peskov et al. (2019); Sharma
et al. (2018); Sigurdsson et al. (2016); Wiegand et al. (2021); Byrne
et al. (2021; 2019); Chawla et al. (2021)

Direct Collection Schops et al. (2017); Cordts et al. (2016); Song et al. (2015); Wan et al.
(2018); Wang et al. (2019c); Sun et al. (2020); Zhang et al. (2020); Liu
et al. (2022); Bai et al. (2021); Cao et al. (2021); Wang et al. (2019c);
Martin et al. (2019); Zendel et al. (2022); Zhang et al. (2022); Thames
et al. (2021); Yadav et al. (2023); Diaz-Ruiz et al. (2022); Valverde
et al. (2021); Zimmermann et al. (2019); An et al. (2021)

Derivative Song et al. (2015); Chuang et al. (2018); Marino et al. (2019); Hud-
son & Manning (2019); Zellers et al. (2019); Fan et al. (2019a; 2020);
You et al. (2020); Mohamed et al. (2022); Sadhu et al. (2021); Dave
et al. (2020); Yang et al. (2021); Tseng et al. (2021); Castro et al.
(2022); Huang et al. (2022); Sun et al. (2021); Orbach et al. (2021); Lin
et al. (2021); Fabbri et al. (2021a); Ku et al. (2020); Ni et al. (2019);
Johnson & Goldwasser (2018); Angelidis & Lapata (2018); Ide et al.
(2008); Yang et al. (2022); Lei et al. (2020b); Asano et al. (2021); Du-
mitrescu et al. (2021); Yu et al. (2021); Drawzeski et al. (2021); Gold-
man & Tsarfaty (2021); O’Neill et al. (2021); Lei et al. (2021a); Farha
& Magdy (2020); Inoue et al. (2020); Lepp & Levow (2020); Schulz
et al. (2019); Soldan et al. (2022); Miao et al. (2022a); Müller et al.
(2018); Pont-Tuset et al. (2020); Zhao et al. (2021a); Hemani et al.
(2021); Culkin et al. (2021); Wang et al. (2019a)

Synthetic Generation Johnson et al. (2017b); Ros et al. (2016); Wang et al. (2019b); Khalid
et al. (2021); Fabbri et al. (2021b); Karazija et al. (2021); Zou et al.
(2018); Fu et al. (2021b); Yuan et al. (2021); Guan et al. (2022); Culkin
et al. (2021); Zhao et al. (2018); Rudinger et al. (2018)

Table 4: Collection methodology used in the datasets include web-scraping – downloading in-
stances available on the Internet; crowdsourcing– asking a group of people that are not directly
members of the research team to collect instances; direct collection – members of the research
team collect the data instances themselves; derivative – uses one or multiple existing datasets; and
synthetic – instances are artificially manufactured or procedurally generated rather than capturing
real-world events. Each dataset can involve multiple collection methodologies.
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Papers

Composition Diversity Schops et al. (2017); Cordts et al. (2016); Ros et al. (2016); Chuang
et al. (2018); Wan et al. (2018); Fan et al. (2018a); Marino et al.
(2019); Wang et al. (2019c;c); Fan et al. (2019a; 2020); Zhang et al.
(2020); Liu et al. (2022); Bai et al. (2021); Dave et al. (2020);
Cao et al. (2021); Wang et al. (2019c); Barbu et al. (2019); Lin
et al. (2021); Ku et al. (2020); Derczynski et al. (2016); Zendel
et al. (2022); Martyniuk et al. (2022); Thames et al. (2021); Miao
et al. (2021); Sigurdsson et al. (2016); Xie et al. (2020); Silber-
man et al. (2012); Ettinger et al. (2021); Fabbri et al. (2021b);
Sindagi et al. (2019); Yadav et al. (2023); Yu et al. (2021); Karaz-
ija et al. (2021); Drawzeski et al. (2021); Goldman & Tsarfaty
(2021); Bagher Zadeh et al. (2020); Byrne et al. (2019); Soldan
et al. (2022); Xu et al. (2022b); Miao et al. (2022a); Diaz-Ruiz
et al. (2022); Fu et al. (2021a); Valverde et al. (2021); Ertler et al.
(2020a); Müller et al. (2018); Pont-Tuset et al. (2020); Idrees et al.
(2018); Mundhenk et al. (2016); Fu et al. (2021b); Zimmermann
et al. (2019); Fan et al. (2019b); Lei et al. (2021b); An et al. (2021);
Culkin et al. (2021); Chawla et al. (2021); Zhang et al. (2021)

Source Diversity Fan et al. (2018a); Sun et al. (2020); Van Horn et al. (2021); Damen
et al. (2018a); Martin et al. (2019); Tseng et al. (2021); Shen et al.
(2022); Orbach et al. (2021); Abdul-Mageed et al. (2021); Fabbri
et al. (2021a); Peskov et al. (2019); Durmus et al. (2019); Der-
czynski et al. (2016); Ide et al. (2008); Zendel et al. (2022); Zhang
et al. (2022); Rojas et al. (2022); Asano et al. (2021); Diaz-Ruiz
et al. (2022); Valverde et al. (2021); Ertler et al. (2020a); Mund-
henk et al. (2016); Fan et al. (2019b); Lei et al. (2021b); Rahman
et al. (2021); Sugawara et al. (2022)

Domain Diversity Marino et al. (2019); Wei et al. (2020); Xu et al. (2022a); Sadhu
et al. (2021); Dave et al. (2020); Damen et al. (2018a); Martin et al.
(2019); Angelidis & Lapata (2018); Miao et al. (2021); Lei et al.
(2020b); Ettinger et al. (2021); Hudson & Manning (2019); Yang
et al. (2021); Lu et al. (2021); Lei et al. (2020a); Soldan et al.
(2022); Fu et al. (2021a); Pont-Tuset et al. (2020)

Subject Diversity Martin et al. (2019); Khalid et al. (2021); Cao & Daumé III (2020);
Yang et al. (2022); Rojas et al. (2022); Fabbri et al. (2021b);
Byrne et al. (2021); Zimmermann et al. (2019); An et al. (2021);
Yuan et al. (2021); Chawla et al. (2021); Wang et al. (2019c);
Buolamwini & Gebru (2018); Zhao et al. (2018); Rudinger et al.
(2018); Webster et al. (2018)

Annotator Diversity Zeinert et al. (2021a); Lei et al. (2021a)
Reduce Dataset Bias Johnson et al. (2017b); Zellers et al. (2019); Mohamed et al.

(2022); Yang et al. (2021); Aly et al. (2021); Castro et al. (2022);
Huang et al. (2022); Sharma et al. (2018); Fan et al. (2018a); Wie-
gand et al. (2021); Farha & Magdy (2020); Inoue et al. (2020);
Asaadi et al. (2019); Kim et al. (2019); Hemani et al. (2021); Guan
et al. (2022); De Kock & Vlachos (2022); Zhong et al. (2021)

Promote Diversity (or Fairness) in
Downstream Applications

Van Horn et al. (2021); Sun et al. (2021); Yuan et al. (2020); Gillani
& Levy (2019); Wu et al. (2019); Ni et al. (2019); Johnson & Gold-
wasser (2018); Dumitrescu et al. (2021); Xu et al. (2022c); Celis
et al. (2016); Lepp & Levow (2020); Zhao et al. (2021a); Steed &
Caliskan (2021); De-Arteaga et al. (2019)

Not specified Song et al. (2015); You et al. (2020); Pratapa et al. (2022); Schulz
et al. (2019)

Table 5: Categories of diversity that the surveyed datasets include, as well as other identified cate-
gories such as reducing dataset bias or promoting diversity (or fairness) in downstream applications.
Each dataset can contain multiple categories of diversity.

the necessity to address existing “documentation debt” (Bandy & Vincent, 2021), referring to com-
monly used datasets with inadequate or no documentation. Overcoming these challenges demands
systemic changes in how data work is perceived within the ML community (Sambasivan et al.,
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3D Furnished Rooms with layOuts and semaNTics (3D-
FRONT) (Fu et al., 2021a)

NA

ADE-Affordance (Chuang et al., 2018) ✓
AP-10K (Yu et al., 2021) ✓ ✓ ✓ ✓ ✓
Amazon Customer Reviews (O’Neill et al., 2021) ✓ NA NA ✓ ✓ ✓
ArSarcasm (Farha & Magdy, 2020) NA NA ✓ ✓
ArtEmis v2.0 (Mohamed et al., 2022) ✓ NA NA ✓ ✓
Bajer (Zeinert et al., 2021a) ✓ ✓ ✓ ✓ ✓ ✓
Bias in Bios (De-Arteaga et al., 2019) NA NA ✓ NA
Big BiRD: A Large, Fine-Grained, Bigram Relatedness Dataset
for Examining Semantic Composition (Asaadi et al., 2019)

✓ ✓

Bilingual Text Segmentation (BTS) (Xu et al., 2022b) ✓ ✓ ✓
Broad Twitter Corpus (BTC) (Derczynski et al., 2016) ✓ ✓ ✓ ✓ ✓ ✓
CLEVR (Johnson et al., 2017b) ✓ NA NA
CMU-MOSEAS (CMU Multimodal Opinion Sentiment, Emo-
tions and Attributes) (Bagher Zadeh et al., 2020)

✓ ✓ ✓ ✓

Camp Site Negotiation (CaSiNo) (Chawla et al., 2021) ✓
Cars Overhead with Context (COWC) (Mundhenk et al., 2016)
Charades (Sigurdsson et al., 2016) ✓
Chinese LOng Text understanding andgeneration (LOT) (Guan
et al., 2022)

✓ ✓ ✓

Cityscapes (Cordts et al., 2016) ✓ ✓ ✓ ✓ ✓ ✓
ClevrTex (Karazija et al., 2021) ✓ ✓ ✓ NA
CoSOD3k (Fan et al., 2020) ✓ ✓ ✓ ✓
ConvoSumm (Fabbri et al., 2021a) ✓ ✓
CropHarvest (Tseng et al., 2021) ✓ ✓ ✓ NA
DAD-3DHeads (Martyniuk et al., 2022) ✓ ✓
DAVSOD (Fan et al., 2019a) ✓ ✓
DocRED (Huang et al., 2022) NA NA ✓ ✓
Drive&Act (Martin et al., 2019) ✓ ✓ NA
DuConv (Wu et al., 2019) NA NA NA
EPIC-KITCHENS (Damen et al., 2018a) ✓ ✓ ✓ ✓
ETH3D (Schops et al., 2017) ✓ ✓ NA
FEVEROUS (Aly et al., 2021) NA NA ✓ ✓ ✓
FIBER (Castro et al., 2022) NA NA ✓ ✓ ✓
FairytaleQA (Xu et al., 2022c) ✓ ✓ ✓
FakeAVCeleb (Khalid et al., 2021) ✓ ✓ ✓ ✓ NA
FineDiving (Xu et al., 2022a) ✓
FreiHAND (Zimmermann et al., 2019) NA NA
GAP Coreference (Webster et al., 2018) NA NA ✓
GICOREF (Cao & Daumé III, 2020) NA NA ✓
GQA (Hudson & Manning, 2019) ✓ ✓
GTA5 Crowd Counting (Wang et al., 2019b) ✓ ✓ ✓ NA
Gender Shades (Buolamwini & Gebru, 2018) NA NA ✓ ✓ ✓
HOI4D (Liu et al., 2022) ✓ ✓ ✓
Habitat-Matterprot 3D (HM3D) (Yadav et al., 2023) ✓ ✓
HowToVQA69M (Yang et al., 2021) ✓ NA
IconQA (Lu et al., 2021) ✓ ✓
Ithaca365 (Diaz-Ruiz et al., 2022) ✓ ✓ ✓
JHU-Crowd (Sindagi et al., 2019) ✓ NA
KeypointNet (You et al., 2020)
LiRo (Dumitrescu et al., 2021) NA NA ✓
Localized Narratives (Pont-Tuset et al., 2020) ✓ ✓
MAD (Soldan et al., 2022) ✓ ✓
Manually Annotated Sub-Corpus (MASC) (Ide et al., 2008) ✓ ✓
Mapillary Traffic Sign Dataset (MTSD) (Ertler et al., 2020a) ✓ ✓ ✓ ✓
Mega-COV (Abdul-Mageed et al., 2021) ✓ ✓ NA
Mickey Corpus (Lin et al., 2021) ✓ ✓ ✓ ✓ NA
MightyMorph (Goldman & Tsarfaty, 2021) NA NA NA
MotSynth (Fabbri et al., 2021b) ✓ ✓ ✓ NA
Multi-lingual retrieval Typologically Diverse (Mr. TyDi) (Zhang
et al., 2021)

✓ ✓

MultiDoGO (Peskov et al., 2019) ✓ ✓ ✓

Table 6: Condensed key for Table 6: Standalone – if the paper presents only a dataset (i.e., no
novel models, metrics, or tasks); Concrete defn – if the paper includes a concrete definition of di-
versity (NA for datasets that focused on bias, not diversity); Justification – if the paper discusses
why diversity is needed in the dataset (NA for datasets that focused on bias, not diversity); Col-
lection trade-offs – if the paper discusses downsides to the selected collection methodology or lists
considerations for other potential collection methodologies; Quality info – if the paper includes in-
formation about how dataset quality is validated (e.g., manually inspected by dataset creators, use
of inter-annotator agreement scores); Annot. info – if additional information about annotators are
supplied (e.g., what training they went through, what the qualification criteria were).
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Multimodal Audio-Visual Detection (MAVD) (Valverde et al.,
2021)

✓ NA

Natural World Tasks (NeWT) (Van Horn et al., 2021) ✓ ✓ ✓ NA
Nutrition5k (Thames et al., 2021) ✓ ✓ ✓ NA
OK-VQA (Marino et al., 2019) ✓ ✓
ObjectNet (Barbu et al., 2019) ✓ NA NA ✓ ✓ NA
OpoSum (Angelidis & Lapata, 2018) ✓
PASS (Asano et al., 2021) ✓ ✓ ✓ ✓ NA
Person30k (Bai et al., 2021) ✓
Query-based Video Highlights (QVHighlights) (Lei et al.,
2021b)

✓

R4C (Inoue et al., 2020) NA NA ✓ ✓
RID (Wan et al., 2018) ✓ NA
Racial Faces in the Wild (RFW) (Wang et al., 2019a) ✓
Reddit TIFU (Kim et al., 2019) ✓ ✓ NA
Room-Across-Room (RxR) (Ku et al., 2020) ✓ ✓ ✓ ✓ ✓
Ruddit (Hada et al., 2021) ✓ ✓ ✓
SCT v1.5 (Sharma et al., 2018) NA NA NA
SUNRGB-D (Song et al., 2015) ✓ NA NA ✓ ✓
Salient Objects in Clutter (SOC) (Fan et al., 2018a) ✓ ✓ ✓
Semantic Scholar Visual Layoutenhanced Scientific Text Under-
standing Evaluation (S2-VLUE) (Shen et al., 2022)

✓

SketchyScene (Zou et al., 2018) ✓ ✓
StackEx (Yuan et al., 2020) ✓ ✓ NA
StockEmotion (Wei et al., 2020) ✓ ✓ ✓
SynthBio (Yuan et al., 2021) NA NA ✓ ✓ ✓
Synthia (Ros et al., 2016) ✓ ✓ NA
TVR (Lei et al., 2020b) ✓ ✓ ✓ ✓
Taskmaster-1 (Byrne et al., 2019) ✓ ✓ ✓
The Dollar Street Dataset (Rojas et al., 2022) ✓ ✓ ✓ ✓ ✓ NA
TicketTalk (Byrne et al., 2021) ✓
Tracking Any Object (TAO) (Dave et al., 2020) ✓ ✓ ✓
TrackingNet (Müller et al., 2018) ✓ ✓
Trans10K (Xie et al., 2020) ✓ ✓
UCF-QNRF (Idrees et al., 2018) ✓ ✓
VCR (Zellers et al., 2019) ✓ ✓ ✓
VIdeo Panoptic Segmentation in the Wild (VIPSeg) (Miao et al.,
2022a)

✓ ✓ ✓ ✓

VPS (Miao et al., 2021) ✓
VTUAV (Zhang et al., 2022) ✓ ✓ NA
Vehicle Re-Identification for Aerial Image (VRAI) (Wang et al.,
2019c)

✓ ✓

VidSitu (Sadhu et al., 2021) ✓ ✓ ✓
Video gAze CommunicATION (VACATION) (Fan et al., 2019b) ✓ ✓ ✓
Video-and-Language Event Prediction (VLEP) (Lei et al., 2020a) ✓ ✓
VideoCoAtt (Fan et al., 2018a) ✓ ✓
VisDrone-DET 2018 (Cao et al., 2021) ✓
Vision-based Fallen Person (VFP290K) (An et al., 2021) ✓ ✓ ✓ ✓
WIDERFACE-DEMO (Yang et al., 2022) ✓
WIKIBIAS (Zhong et al., 2021) NA NA ✓
Waymo Open Dataset (Sun et al., 2020) ✓ ✓ ✓ ✓
Waymo Open Motion Dataset (Ettinger et al., 2021) ✓ NA
WikiEvolve (De Kock & Vlachos, 2022) NA NA NA
Wilddash2 (WD2) (Zendel et al., 2022) ✓ ✓
Winobias (Zhao et al., 2018) NA NA NA
Winogender (Rudinger et al., 2018) NA NA
X-CSQA (Lin et al., 2021) ✓ ✓ ✓ NA
YASO (Orbach et al., 2021) ✓ ✓ ✓ ✓

Table 7: Continuation of surveyed papers with the same key as Table 6

2021). We highlight ongoing initiatives in this realm, such as the establishment of academic venues
(e.g., the Journal of Data-centric Machine Learning Research, NeurIPS Datasets and Benchmarks),
as a pivotal initial step in addressing this pervasive problem.

Constructs changing over time. Our framework does not safeguard against potential changes in
temporal shifts to constructs—for example, discrepancies between train and time time data that may
arise due to the passage of time (Yao et al., 2022; Bergman et al., 2023). In Section 6.2, we acknowl-
edge this when discussing how the reliability of web-scraped data can be impacted by changes to
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Culkin et al. (2021) ✓
Drawzeski et al. (2021) ✓ ✓
Durmus et al. (2019) ✓ ✓
Fu et al. (2021a) ✓ ✓ NA
Gillani & Levy (2019) NA NA NA
Johnson & Goldwasser (2018) NA NA ✓ ✓
Lepp & Levow (2020) NA NA ✓ ✓
Ni et al. (2019) NA NA NA
Pratapa et al. (2022) ✓ NA
Schulz et al. (2019) NA NA ✓ ✓
Silberman et al. (2012)
Sugawara et al. (2022) ✓ ✓ ✓ ✓
Sun et al. (2021) ✓ ✓
Wang et al. (2019c) ✓ ✓ NA
Wiegand et al. (2021) NA NA ✓ ✓
Zhang et al. (2020) NA
Zhao et al. (2021a) NA NA ✓ ✓ ✓
Celis et al. (2016) ✓ ✓ NA
Hemani et al. (2021) NA NA NA
Rahman et al. (2021) ✓ ✓ ✓
iEAT (Steed & Caliskan, 2021) NA NA NA
iNat2021 (Van Horn et al., 2021) ✓ ✓ ✓ ✓
iVQA (Yang et al., 2021) ✓
mTVR (Lei et al., 2021a) ✓ ✓ ✓

Table 8: Continuation of surveyed papers with the same key as Table 6

Internet trends or current events. Moreover, the very nature of the construct being measured may
undergo transformations. For instance, the racial categories employed in the US Census have under-
gone significant changes over the years (Lai & Medina, 2023). Since these categories often serve
as a taxonomy for race in ML datasets, it is evident how such changes can influence and date the
underlying construct. Recognizing that construct definitions should be contextualized, datasets in-
evitably become tied to the temporal setting of their collection. Instead of striving for time-invariant
datasets, we advocate for directing our efforts towards the development of algorithms capable of
withstanding such distribution shifts (Koh et al., 2021; Yao et al., 2022).
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