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ABSTRACT

The rapid development of Large Language Models (LLMs) has significantly en-
hanced the general capabilities of machine translation. However, as application
scenarios become more complex, the limitations of LLMs in vertical domain
translations are gradually becoming apparent. In this study, we focus on how to
construct translation LLMs that meet the needs of domain customization. We take
visual media subtitle translation as our topic and explore how to train expressive
and vivid translation LLMs. We investigated the situations of subtitle translation
and other domains of literal and liberal translation, verifying the reliability of LLM
as reward model and evaluator for translation. Additionally, to train an expressive
translation LLM, we constructed and released a multidirectional subtitle parallel
corpus dataset and proposed the Adaptive Local Preference Optimization (ALPO)
method to address fine-grained preference alignment. Experimental results demon-
strate that ALPO achieves outstanding performance in multidimensional evaluation
of translation quality.

1 INTRODUCTION

In recent years, the rapid advancement of Large Language Models (LLMs) has significantly enhanced
the general capabilities of machine translation (Xu et al.,|2024¢j |[Enis & Hopkins|, [2024; |[Feng et al.,
2024)). Representative LLMs such as GPT-4 (Achiam et al.,[2023)) and Qwen3 (Yang et al., [2025)),
trained on massive cross-lingual data, have demonstrated exceptional contextual comprehension and
generation abilities in multilingual translation tasks. Their translation quality in general domains (e.g.,
news, daily conversations) has approached human-level performance (Xu et al.,|2024ajb). However,
as applications penetrate vertical domains, the limitations of LLMs in specialized translation scenarios
have become increasingly apparent: critical issues include inadequate consistency in specialized
terminology (An et al} [2024} [Huang et al.| 2024), deviations from industry-standard expressions
(Ling et al.l 2023} |[Pang et al.l 2025)), and weak style adaptability (Zhang et al.||2024)). Consequently,
LLM-based machine translation research has increasingly focused on addressing domain-specific
customization requirements, such as developing legislation-focused LLMs that strictly adhere to
clause formulation norms or medicine-oriented LLMs that precisely align with medical terminology.

In this study, we focus on visual media subtitle translation task, which aims to translate the lines
in subtitles of visual media programs across genres such as movies, TV series, and documentaries
from the source language into the target language. This task plays a crucial role in the localization of
entertainment programs and in fostering global cultural dissemination and exchange (Federico et al.,
2020; Wu et al.,|2023; Mhaskar et al.|[2024), yet it remains an underexplored subfield in machine
translation. Similar to literary translation, subtitle translation requires a localized and stylistic liberal
translation of program lines to convey the atmosphere, emotions, and tone of the original lines.
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However, while LLMs can achieve high translation accuracy, they tend to favor literal translation (as
we quantitatively examined in Section[3.2). Therefore, exploring how to train a customized subtitle
translation LLM with strong expressiveness and vividness is our primary challenge.

We employ LLM-as-a-Judge (using LLMs as evaluators) and preference optimization techniques to
build a customized subtitle translation LLM. We conduct a quantitative investigation into the degree
of liberal translation in human-translated texts across different domains and the liberal translation
performance of various LLMs in subtitle translation. The findings reveal that: (1) Compared to the
translation of serious texts requiring high accuracy (literal translation), such as legislation, news, and
medicine, subtitle translation tends to favor more liberal translation; (2) In subtitle translation, the
translations generated by chat LLMs tend to be more literal compared to those produced by reason
LLMs and humans. We also experimentally validate the reliability of LLMs as reward models and
evaluators for subtitle translation, as well as their alignment with human preferences. This enables
automated construction of preference data for preference alignment training, thereby enhancing the
expressiveness and vividness of subtitle translation LLMs. Additionally, for the task of translating
short subtitle lines, which requires fine-grained local preference alignment, we propose a novel
preference alignment strategy called Adaptive Local Preference Optimization (ALPO).

In summary, the main contributions of this study are as follows:

* We introduce the visual media subtitle translation task and investigate the extent of liberal
translation and the reliability of LLM-as-a-Judge in this domain.

* We propose ALPO, a local preference optimization method, provide a formal explanation of
its effectiveness, and use it to train a subtitle translation LLM with high vividness.

* We construct and release multi-directional subtitle parallel corpora based on an efficient
bilingual subtitle alignment algorithm to support community research.

» Experimental results demonstrate that our 14B LLM, trained with ALPO, achieves significant
improvements across multiple dimensions and outperforms SOTA LLM:s.

2 RELATED WORK

2.1 LLM-AS-A-JUDGE

The capacity of LLMs to emulate human reasoning and evaluate specific inputs against a set of
predefined rules has paved the way for "LLM-as-a-Judge" (Zheng et al.,|[2023a; |Gu et al.| [2024).
Existing studies demonstrate that LLMs’ scalability, adaptability, and cost-effectiveness render them
particularly suitable for handling increasing volumes of assessment tasks that humans conventionally
performed (Chen et al.| 2024a; L1 et al., 2024a;|Wang et al.,[2024c}; Zhu et al., 2025)). These capabilities
are crucial for deploying LL.Ms flexibly across diverse evaluation scenarios and objectives, driving
their rapid adoption in practical evaluation scenarios (Wang et al., 2024bj; |(Chen et al., [2024b}; [Khattak
et al., [2023).

Originally developed for language generation and comprehension tasks, LLMs have evolved sig-
nificantly through advanced training methodologies such as Reinforcement Learning from Human
Feedback (RLHF) (Ouyang et al,[2022), enhancing their alignment with human values and reasoning
processes. This alignment has allowed LLMs to transition from generative tasks to evaluative roles.
Fundamentally, LLM-as-a-Judge refers to the deployment of LLLMs to assess objects, actions, or
decisions according to predefined rules, criteria, or preferences (Kant, |1908}|1987). This framework
encompasses a wide range of evaluative roles, including: Graders (Dong et al.||2023} [Luong et al.,
2024), Evaluators/Assessors (Li et al., 2024b; Zhang et al., 2023)), Critics (Ke et al., [2024; [Putta et al.}
2024; | Xiong et al.,[2024), Verifiers (Shinn et al.| 2023} |Wang et al.| 2024d), Examiners (Bai et al.,
2023)), Reward/Ranking Models (Luo et al., 2023} |Sun et al.,|2024; Yang et al., [2024b), etc.

2.2 LANGUAGE MODEL PREFERENCE OPTIMIZATION

Reinforcement learning provides an effective solution for aligning LLMs with human values and
controlling text generation (Bender et al., [2021; Bommasani et al.| 2021} [Thoppilan et al., 2022}
Taori et al.l 2023} (Chiang et al.| 2023} [Ji et al., [2023). To this end, RLHF framework based on
human feedback reward models has been established (Ouyang et al., 2022} |Christiano et al., [2017;
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[MacGlashan et al., 2017 [Ziegler et al.l 2019; [Stiennon et al.| 2020} Zheng et al |, 2023b). However,
despite its effectiveness, the complexity, instability, and hyperparameter sensitivity of RLHF remain
insufficiently addressed (Andrychowicz et al. 2021} [Engstrom et al.| 2020). Recently proposed
method named Direct Preference Optimization (DPO) (Rafailov et al.,[2024) simplifies the RLHF
framework by eliminating the need for explicit reward model construction or reinforcement learning
procedures, thereby avoiding dependence on reward models. Several variants have subsequently
emerged, such as SimPO, KTO, and IPO (Meng et al., 2024} [Azar et al} 2024} [Ethayarajh et al., 2024).
Nevertheless, when applied to local preference alignment task, these methods still exhibit limitations,
including coarse granularity and gradient dilution (see Appendix [D]for formal specification).

3 EMPIRICAL INVESTIGATION

3.1 LLM Is EXCELLENT TRANSLATION EVALUATOR

We aim to verify whether LLMs can achieve high consistency with human preferences in quality
assessment across different dimensions of subtitle translation, thereby enabling LLMs to serve as
both reward models and evaluators for subtitle translation model alignment training. We begin with a
formal definition of LLM-as-Evaluator:

E+—m(Cosad{t}), (1)

where 7. is the LLM used for evaluation, C is the introduction and instruction in the prompt that
guides the LLM’s evaluation, s is the line under evaluation, {t} represents multiple translations of s,
and &£ denotes the evaluation score given by 7.

We investigated the correlation between human evaluators and LLM evaluators in terms of vividness
scores for 10 different translations of 500 lines from our self-constructed Multilingual Subtitle Corpus
(MuSC) dataset in Appendix [A] Each evaluator assigned a score from 0 to 100 for the 10 translations
of each line under evaluation, and then we computed the average Spearman rank correlation p across
evaluators. We present the Spearman rank correlation results in Figure[T] The detailed experimental
settings are provided in Appendix [B:2.1] The translation directions include en=-zh, en=-de,
zh=>en, and zh=-th, where Chinese and English, German, and Thai correspond to high-, medium-,
and low-resource languages, respectively.
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Figure 1: Investigation of the consistency of multiple evaluators with Spearman rank correlation p.

The results show that the LLM evaluator exhibits high consistency with human evaluators across
multiple directions, indicating its ability to handle deviations in cultural and linguistic conventions
across languages. Notably, even the Qwen3-14B model, with 14B parameters, achieves high agree-
ment with both human evaluators and other SOTA LLMs across all directions (p > 0.82). This
indicates that a 14B model, which incurs relatively low inference cost, can serve as an efficient reward
model, forming the foundation of ALPO. Furthermore, Figure [2] presents the Bland-Altman plots of
Qwen3-14B and human evaluators for identical line translations in en=>zh and zh=-th. The results
show that the mean difference (MD) between the two is very low, indicating minimal systematic bias,
and its limits of agreement (LoA) are within acceptable error margins for scoring on a scale of 100.
This further confirms the consistency between the 14B model and human evaluators.
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Figure 2: Bland-Altman plot comparing Qwen3-14B with human evaluator.

3.2 PARALLEL CORPORA ARE ACTUALLY NOT PARALLEL

Literal translation focuses on translation accuracy, striving to preserve the original form, while
liberal translation emphasizes conveying meaning and flexibly adjusting the expression (Baker &
Saldanhal |2019; Munday et al.| [2022). Based on our experience and observation, translations in
different domains exhibit varying degrees of liberal translation: domains such as subtitle and literature
translation often lean towards liberal translation, whereas legislation, medicine, and technical texts
typically require highly accurate literal translation.

We designed relevant experiments to quantitatively validate this hypothesis. We investigated the
back-translation consistency of parallel corpora from different domains. Specifically, for a particular
translation direction, we utilized GPT-4o0 to directly translate the target language translation back to
the source language, and then calculated the BLEU and ChrF++ scores between the back-translated
text and the original text. Lower scores indicate a higher degree of liberal translation. Detailed
experimental settings are provided in Appendix

The investigation results in TableT]indicate that the back-translated texts in domains such as visual
media, literature, and religion show lower similarity to the original texts compared to those in
legislation, news, and medicine. This suggests a higher degree of liberal translation. For visual media
subtitle translation, translators integrate video information into their translations, aiming to convey
the atmosphere, emotions, and tone of the original text; this results in greater expressiveness and
vividness, sometimes at the cost of sacrificing some degree of accuracy.

3.3 CHAT LLMS FAVOR LITERAL, REASON LLMS EXCEL IN LIBERAL

Generally, LLMs capable of effectively performing liberal translation tend to generate more expressive
translations. We aim to verify the liberal translation capabilities of different LLMs. Our investigation
spans multiple translation directions, where we sampled 2,000 lines from MuSC test set for each
direction and prompted various LLMs to produce expressive and vivid translations (see the prompt
in Appendix [EI). We then computed the pairwise BLEU similarity between human and multiple
LLM-generated translations. The LLMs included are chat models such as GPT-40 (Achiam et al.|
2023)), Qwen-Max (Yang et al.| 2024a)), and Claude Opus 4.1 (Anthropicl 2025)), as well as reasoning
models like GPT-5 Thinking (OpenAll 2025) and DeepSeek-R1 (Guo et al., [2025). Additionally, we
incorporated our supervised fine-tuning (SFT) Qwen2.5-14B model trained on MuSC.

The results in Figure |3|indicate that translations generated by chat models exhibit higher similarity
among themselves, suggesting a tendency toward more literal translation. In contrast, translations
produced by reasoning models show lower similarity with other translations, demonstrating that these
models, through thinking, better adhere to the instruction of liberal translation. This validates that
LLM’s inference-time scaling can effectively enhance translation performance. The human translation
exhibits lower similarity with other translations, indicating its proficiency in liberal translation. We
present demos of different translations in Appendix to visually demonstrate these findings.
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Table 1: Domain liberal translation investigation. The highest and lowest are in blue and orange.

Dataset Domain en=de en=fr en=es
BLEU ChrF++ | BLEU ChrF++ | BLEU ChrF++
OpenSubtitles Visual Media  15.00 37.08 17.84 37.80 21.60 43.78
"Books ~  Literature 1722 4320 | 2151 ~ 47.14 | 18.60 ~ 43.00
“bible-uedin =~~~ Religion 2255 4957 | 22.07 4824 | 2231  51.03
“DGT i;g;sl;tgo;l T 719.85  50.05 | 2244 4810 | 21.88 5224
JRC-Acquis 27.55 61.95 28.83 69.65 25.16 65.30
" News-Commentary News | 2500 5523 | 24.87 5437 | 3590 6584
“ECDC Iv[iediiciiniei T 2318 6077 | 23.86 6297 | 2720 6539
EMEA 25.20 59.36 24.73 61.65 31.46 69.15
Dataset Domain de=en fr=en es=en
BLEU ChrF++ | BLEU ChrF++ | BLEU ChrF++
OpenSubtitles Visual Media  15.25 39.41 16.60 40.65 22.18 47.45
"Books ~ Literature 1450 4050 | 20.12° 4829 | 15.84 4399
" bible-uedin ~ =~ Religion 1586  47.14 | 2279 ~ 51.85 | 2455 5377
“DGT L;g;slzltgo;l T 1970 4777 | 2331 0 48091 | 2287 5249
JRC-Acquis 27.54 63.43 31.33 64.15 27.68 64.46
" News-Commentary News | 22.64 5405 | 2934 5620 | 41775  66.35
“ECDC i/[;(;icfinfef T 2109 5741 | 2913 64.81 | 2962 6420
EMEA 24.94 60.16 26.24 62.96 29.86 67.09
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Figure 3: Pairwise BLEU scores between translations.

4 METHOD

4.1 NOTATIONS

A bilingual dataset D for subtitle translation comprises collections of source language lines L. and
target language lines L from multiple programs of genres such as films or TV series, represented
by D = {(lsre, bigt) € Lsre X Ligi}. The lines in multilingual subtitles of the same program are often
not in one-to-one correspondence. To address this, we have developed a bilingual parallel corpus
construction algorithm with O(N') complexity; details can be found in Appendix We will utilize
the dataset ID to perform SFT and ALPO training on off-the-shelf LLMs. The input prompt z for the
LLM includes the context C (comprising introduction and instructions) and a set of n source lines
{si | i € [n]} that need to be translated, i.e., x = C @ {s;}. The response y from the LLM includes
translations for each line {¢; | i € [n]},ie., y = {t;}. See Appendix [F.1|for detailed = and y format.

4.2 OVERALL FRAMEWORK

Obviously, constructing an expressive translation LLM is a preference optimization task. However,
we cannot directly apply general methods (e.g., PPO (Ouyang et al, 2022) or DPO
[2024)), primarily because the translation of each line of subtitle depends on its context. The input z of
the SFT model g must include multiple lines of subtitle {s; }, necessitating finer-grained alignment
for each line in the response y. Consequently, outcome-supervised methods like PPO and DPO,
which optimize the complete output of LLM, are inadequate for this task. We present experimental
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Figure 4: The overall framework of ALPO.

and theoretical validation of this in Appendix [C.4] and Appendix [D} To address this fine-grained
preference optimization task, we propose the process-supervised ALPO method. ALPO introduces a
novel paradigm that leverages a segment-wise sampling strategy and fine-grained alignment loss to
train a high-quality subtitle translation LLM. The overall framework of ALPO is shown in Figure ]

4.3 SAMPLING STRATEGY

We refer to a task requiring multi-segment local preference alignment of LLM response as a local
preference optimization task. ALPO provides an effective paradigm for handling such tasks. We
initially divide the parallel corpus ID into a demonstration dataset Dss; and an alignment dataset Dypo
(approximately 8:2), using Dy to train a SFT model 7y (see Appendix [FT]for input-output format).

In sampling phase, for a x € Dy, which contains n lines si,...,s,. For each s;, using p; =
x, t(f), . 7t§<21 as prefix, k translations are sampled (k = 15 in experiments), i.e., m (] | pi),
j=1,...,k, resulting in a candidate set {¢] | j = 1,..., k}. Then, the candidate set is deduplicated;

if human reference t? is available, it can be added to the candidate set, forming 7; = {tf | 7 =
0,1,...}. Subsequently, a Qwen3-14B model is deployed as an evaluator 7, (or can be regarded
as a reward model) to evaluate vividness of 7;, obtaining the score sequence &; (see Table [2] for
demonstration). Based on &;, we select a superior translation ti-c) for s; (randomly chosen from the
top 3 scores) to serve as the prefix for the next sampling cycle. Ultimately, for a x € Dyypo, We obtain
the sampling result S(z) = {(s;, T;,&;) | i = 1,...,n}. Algorithm 1] details the entire process.

Table 2: The zh=-en evaluation demonstration of the evaluator 7.

Line Evaluation of 7,
HEBREER ERARELEEIIEY .

" History repeats, but we can’t go back to what was. 7o 70
History might replay, but mankind cannot go back in time. 85

The wheel of history may turn full circle, but the door to the past stays forever locked. 88
Although history may repeat itself, humans cannot return to the past. 82
History often echoes, yet there’s no way for us to turn back the clock. 92

4.4 ADAPTIVE ALIGNMENT LOSS

The reward signal acts on segments of model output (process-supervised) rather than the complete
response (outcome-supervised), which constitutes the main challenge for vividness enhancement.
ALPO enables process-supervised alignment across multiple segments in translation LLM’s response

y. Specifically, for all lines {s; | i = 1,...,n} in an € Dy, We assign each s; an adaptive weight
w(s;), defined as the product of a gating function 1(s;) and an importance score §(s;):
w(s;) = 1(s;) - 6(s;), 2)

where 1(s;) acts as a gate to determine whether s; participates in optimization. When the sampled
translations lack diversity or clear quality distinction, i.e., |7;| < 3 or max(&;) — min(&;) < 5, we
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Algorithm 1 ALPO Sampling Strategy.

Input: SFT model 7y, evaluation LLM e, alignment dataset DD,jp,, sample number £.
Output: sampled segment-level candidate set S(z).
1: for any « € Dy, do  // Iterate through the alignment dataset Dypo.

2: fori =1tondo // Iterate through the subtitle lines in x.

3: for j =1tokdo // Sample multiple translation candidates.

4: Sample my (] | x,t, ... 19 ).

5: end for _

6: Deduplicate the candidate set {t] | j = 1,...,k}.

7 (Optional) Add human reference ¢! to the candidate set, get 7; = {t | j = 0,1,...}.

8: Evaluate 7; by 7., get score sequence &;.

9: Select a superior translation tgc) (random from top 3) as the prefix of next sampling cycle.
10: end for
11: end for

12: return S(x) = {(s;, T:,&) | i =1,2,...,n}.

set 1(s;) = 0; otherwise, 1(s;) = 1. The importance score (s;) depends on the diversity of sampled

translations. Since lines with richer translations provide more potential for vividness enhancement, we

assign higher 0(s;) to lines with a larger number of distinct sampled translations after deduplication:
| 7]

(50 = S 7] o

We then apply a Bradley—Terry (DPO-style) preference optimization loss to achieve fine-grained
preference alignment of the translation model:

n

Z w(s;) -logo (5i log

i=1

£alp0(7r9§ 7rref) = _E(I,S(I))N]D)a]po

Tt | pi) B0 7ot | i)
Tt (19| i OB o o) |
ref\l; pz) 7I-ref( i | pl)

“
where 7y is the policy model, and 7 is the reference model. The chosen translation is randomly
sampled from the top 3 scored translations in &;, while the rejected translation tf) is selected as the
third-lowest scored candidate (excluding the lowest one to avoid overly trivial contrastive pairs). 53;
is a hyperparameter controlling sensitivity to reward differences. Since the reward gap between t§°>
and t§” also reflects the diversity of translations, we set 3; dynamically as follows:

£

6. — r(siat§0)) - T(Si,t?)) (5)
max{r(s;, t;) = r(s;, t]") | j € [n]}

where 7(s;, tﬁc)) denotes the score of tgc) in &;. Moreover, instead of directly setting the prefix in
Laipo a8 p; = T, t(f), ey t§°jl, we adopt a scheduled prefix mixing strategy to mitigate exposure bias
when non-chosen translations are generated during inference. Specifically, with probability A, t,(f) is
appended to the prefix, and with probability 1 — A, a translation sampled from 7; is appended (in
experiments, A is increased from 0.2 to 0.6 as training progresses), i.e.,

Di :.’E,il,...,gi,h tAj <—MiX(t-(jC),tj NT, )\) (6)

5 EXPERIMENTS

5.1 EXPERIMENTAL SETTINGS

We run experiments using our customized MuSC dataset, which comprises subtitle corpora from the
online video platform Youku for multiple directions, including en=de, en=fr, en=zh, ko=-zh,
zh=>en, and zh=-th. Each direction includes 100-200 programs across various genres, with 10%
of the programs reserved as the test set. See Appendix [A]for details of MuSC.

We compare our model with the following baselines:
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* VideoDubber (Wu et al.,|2023) constructs a length-controlled translation model (the work
most closely related to our newly proposed subtitle translation task).

* NLLB-3.3B (Costa-jussa et al.,[2022) is a translation model of Meta AI (>200 languages).
* MADLAD-10B (Kudugunta et al., 2024) is a translation model of Google (>450 languages).
* Google Translate (Google LLC| 2023)) is a multilingual translation service of Google.

* GPT-40, Qwen-Max, and DeepSeek-V3.1 (Liu et al., 2024)) are current SOTA chat models.

* DeepSeek-R1 and GPT-5 Thinking are SOTA reasoning models. We use the prompt in
Appendix [FI]to drive these LLMs for subtitle translation.

Qwen2.5-14B serves as the backbone for ALPO.

Details of the experimental setup are provided in Appendix [B] The source code for ALPO and MuSC
dataset are available at https://github.com/CcQunResearch/ALPO.

5.2 TRANSLATION QUALITY EVALUATION

Unlike the strict requirements for accuracy in the translation of legal texts and technical documents,
subtitle translation focuses more on the localized representation of the translation (Pérez-Gonzalez,
2019;Bajci¢ & Golenko, 2024). Specifically, subtitle translation demands not only the conveyance of
the original meaning but also expects to reflect the emotions and tone of the original subtitle, aiming
for translations that are more fluid, dynamic, and expressive. Given that we have verified the reliability
of LLMs as evaluators in Section[3.1] we developed a multidimensional quality evaluation system
for subtitle translation based on LLM-as-a-Judge scoring. We primarily assess three dimensions of
subtitle translation: (1) Accuracy: whether the translation accurately conveys the original meaning of
the subtitle; (2) Naturalness: whether the expression in the translation is natural and fluent, aligning
with the grammatical structure and lexical conventions of the target language; (3) Vividness: whether
the translation is expressive and successfully conveys the emotions and atmosphere of the original
subtitle. We employ DeepSeek-V3.1, Claude Sonnet 4, and GPT-5 Instant as evaluation models to
score subtitle segments in the test set along three dimensions, assigning a score between 0 and 100
for each. Then, we show the average score across all models in Table 3]

Table 3: Multidimensional quality evaluation. The 1st and 2nd best results are denoted as blue and
orange. ST for supervised training. ICL for in-context learning.

Models Training el aq em=iae A Soassn .
Accuracy Naturalness Vividness | Accuracy Naturalness Vividness | Accuracy Naturalness Vividness

Gold Reference Human 84.8 83.8 73.1 83.5 85.0 74.8 83.6 82.6 71.5

" VideoDubber a5 355 410 |82 73 ]85 | 469 519 497
NLLB-3.3B ST 75.8 70.1 59.2 76.9 74.6 61.8 61.4 54.0 43.7
MADLAD-10B 732 65.6 545 73.6 67.8 57.4 59.7 555 46.3
Google Translate 89.9 80.6 62.6 91.9 84.8 64.3 842 79.7 54.4

"GPT40 941 867 669 | 932" 888 69.5 | 893 23 598
Qwen-Max ICL (C) 95.5 89.2 68.9 94.1 89.9 71.6 91.9 84.4 61.3
DeepSeek-V3.1 94.8 89.2 67.4 94.9 90.7 72.3 91.2 85.3 63.5

" DeepSeek-R1 iC*Lf(l;)f 928 874 700 936 2.0 734 9.5 857 708
GPT-5 93.6 88.6 72.7 92.2 90.4 75.8 92.4 87.0 71.1

" Qwen25-14B° SFT 875 836 644 862 854 67.7 | 864 20 591
Qwen2.5-14B ALPO 95.4 88.4 74.8 94.1 89.2 78.8 90.6 84.3 76.6
Models Training Io=>zl i e n A= o

Accuracy Naturalness Vividness | Accuracy Naturalness Vividness | Accuracy Naturalness Vividness

Gold Reference Human 78.0 77.8 65.8 83.0 80.3 73.3 76.6 75.1 66.3

" VideoDubber 396 452 |82 536 548 5010 | 341 349 a5
NLLB-3.3B ST 33.1 26.1 254 29.1 21.7 20.8 42.6 339 40.5
MADLAD-10B 44.9 429 46.7 45.1 38.9 37.6 479 50.8 51.0
Google Translate 54.9 52.8 52.0 79.8 66.3 50.2 55.2 56.2 54.5

“GPT40 800 799 581 | 885 830 646 | 880 844 679
Qwen-Max ICL (C) 83.7 825 61.8 90.0 85.0 66.8 91.3 85.8 69.1
DeepSeek-V3.1 83.1 822 572 89.5 84.1 63.0 89.9 84.6 67.1

" DeepSeek-R1 IciLi(l;)i T8 816 656 | 885 856 735 ] 876 840 710
GPT-5 84.5 82.6 65.0 89.1 86.1 75.2 88.7 83.9 73.0

" Qwen25-14B°  SFT 809 761 539 | 852 801 548 873 26 66.0
Qwen2.5-14B ALPO 84.3 83.3 70.5 88.3 86.8 81.7 91.9 84.7 74.2

The results indicate that ALPO and cutting-edge LLMs like GPT-40 significantly outperform tradi-
tional translation models like MADLAD, and surpass human translation in accuracy and naturalness.
However, human translation excelled in vividness, possibly suggesting that human translations often
incorporate more liberal translation by integrating video content. Reason models achieved a better
vividness score compared to chat models, although its accuracy and naturalness were slightly lower
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in some aspects. This aligns with the conclusions in Section [3.3] Models trained with ALPO demon-
strated marked improvement not only in vividness but also in accuracy and naturalness compared to
the SFT model. ALPO attained the highest vividness scores across all directions and occasionally sur-
passed other cutting-edge LLMs in other dimensions, particularly excelling in relatively low-resource
language directions such as ko=>zh and zh=-th. For the complete results of quality assessment
and the prompt design of the LLM evaluator, please refer to Appendix [C.I]and Appendix [F.3]

5.3 HUMAN EVALUATION OF TRANSLATION QUALITY

We present the human evaluation results of the translation quality of ALPO for en=-zh and zh=th
in Table[d] Due to varying subjective preferences among evaluators, we do not adopt a scoring system.
Instead, we perform pairwise comparisons of different translations to assess the win rate metric. We
evaluate the ALPO model alongside four baselines across dimensions of accuracy, naturalness, and
vividness, and conduct a comprehensive assessment. The human evaluation results are consistent
with those shown in Table 3] which supports the reliability of our multidimensional evaluation system
based on LLM-as-a-Judge. Specific experimental settings can be found in Appendix [B.3]

Table 4: Human translation quality evaluation, reporting win rate (win:tie:loss). The winning and
losing contrasts are marked in blue and orange, respectively.

Chall C o en=zh zh=th
b Accuracy Naturalness Vividness Comprehensive | Accuracy Naturalness Vividness Comprehensive
Gold Reference ~ 29:49:22 28:50:22 32:42:26 31:46:23 28:48:24 26:52:22 32:39:29 29:49:22
ALPO SFT Model 7y, 26:50:24 31:48:21 38:41:21 37:43:20 26:55:19 27:51:22 39:42:19 30:50:20
(Qwen2.5-14B) GPT-4o0 22:54:24 20:57:23 29:51:20 26:54:23 23:57:20 23:51:26 36:37:27 30:45:25
DeepSeek-R1 P2ESS28 19:57:24 22:58:20 20:59:21 23:55:22 18:62:20 28:50:22 27:47:24

5.4 ABLATION STUDY

5.4.1 ADAPTIVE STRATEGY

We validate the impact of several adaptive strategies in ALPO on model performance in Table [5}
Results show that the gating function 1(s;) has the greatest effect, indicating that the gating mecha-
nism effectively reduces noise from low-diversity irrelevant lines (e.g., simple lines such as “Good
morning.”). Moreover, ablating the importance score d(s;), dynamic /3, and scheduled prefix mixing
also leads to varying degrees of performance drop, highlighting the necessity of fine-grained control
in training.

Table 5: Impact of adaptive strategies.

en=zh zh=th

Accuracy Naturalness Vividness | Accuracy Naturalness Vividness

SFT 86.5 82.1 59.2 87.2 82.4 66.0

ALPO 90.6 84.2 76.6 91.9 84.7 74.1

“whow(s;) 881 832 674(]92) | 892 834 70.3(]3.8)

w/o 1(s;) 89.1 834 70.2(16.4) 89.9 83.9 71.2(42.9)
w/o (s;) 89.4 83.5 72.4(14.2) 90.2 83.1 71.9(]2.2)
fixed 8; (6 = 0.5) 90.0 83.4 74.7(11.9) 89.8 83.4 72.1(12.0)
w/o prefix mixing 89.5 83.7 73.4(13.2) 88.8 83.7 71.6(12.5)

5.4.2 BACKBONE MODELS

We compare the performance of different backbone models in Table [] The results demonstrate that
ALPO enables all backbone models to achieve significant performance improvements compared
to the SFT model (Qwen2.5-14B). Notably, the larger Qwen2.5-14B model with more parameters
delivers superior and stable outcomes. LLaMA-3.1-8B exhibits underperformance in Chinese-related
tasks, resulting in inferior results compared to the other two models in both en=-zh and zh=-en
translation directions. Nevertheless, it still achieves measurable improvements over the SFT baseline.
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Table 6: Impact of backbone models. The 1st and 2nd best results are marked as blue and orange.

Method Backbone en=-de en=-zh zh=en
Accuracy Naturalness Vividness | Accuracy Naturalness Vividness | Accuracy Naturalness Vividness
SFT - 87.7 834 64.4 86.5 82.1 592 85.2 80.1 54.9
T LLaMA-3.1-8B (Dubey et al. 2024~ ~ 7947~~~ ~ 8727 739 | 880 T B2 723 7] 8727 8537 7 776
ALPO GLM4-9B (GLM et al.j2024) 93.2 86.1 732 88.2 844 74.4 89.2 85.7 78.2
Qwen2.5-14B(Yang et al.||2024a) 95.2 88.3 74.8 90.6 84.2 76.6 88.3 86.8 81.6

5.5 ADDITIONAL EXPERIMENTS

We perform the following extended experiments in the appendix: 1) In Appendix [C.I] we present
full results of quality evaluation with further analysis. 2) In Appendix [C.2] we show demonstration
examples of ALPO translations. 3) In Appendix [C.3] We conduct ablation studies for other factors
like samping and model size. 4) In Appendix we perform performance evaluation comparing
DPO and PPO. 5) In Appendix[C.5] we validate the effectiveness of ALPO in other application task.

6 CONCLUSION

In this study, we investigate literal and liberal translation in subtitle translation as well as other
domains, and validate the reliability of large language models as evaluators and reward models for
translation quality. Building upon this, we propose the Adaptive Local Preference Optimization
(ALPO) method for training expressive and vivid subtitle translation. Our experiments, conducted
under the established translation quality evaluation framework, validate the effectiveness of ALPO.
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A DATASET CONSTRUCTION
In this section, we will introduce the details related to the datasets used for model training.

A.1 DATA SOURCES

In this study, we utilize the MuSC dataset from the online video platform Youku for experiments,
which includes source language subtitles and multilingual translated subtitles of the platform’s
programs. Table [7) presents samples of English and Chinese subtitles from the MuSC dataset (in the
ass file format), where the "Start" and "End" columns indicate the start and end times of the subtitle
within the program. The translation directions covered in MuSC include en=-de, en=-fr, en=-zh,
ko=>zh, zh=-en, and zh=-th. These translation directions encompass both cross-language family
and cross-language branch scenarios. Subtitle translation, as a data-rich task, makes it easy for
leading online video platforms to gather a substantial amount of multilingual subtitle corpus. The
MuSC dataset includes over 100 programs in each direction, spanning genres such as film, TV series,
documentary, and animation over multiple years. Statistics for MuSC dataset are provided in Table[§]

Unlike the translation of serious texts in fields such as legislation and medicine, which require a high
degree of accuracy (AbuSa’aleek, 2016; Rashed Alkatheery,|[2023; Bajci¢ & Golenkol [2024)), subtitle
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text in visual media programs is deeply bound to video and audio modal information, allowing
for some tolerance of accuracy loss in translation. However, it is crucial that the translated subtitle
accurately conveys the emotions, tone, atmosphere, and cultural context of the original text. Therefore,
human translation does not simply involve direct translation of the original subtitle but rather includes
polishing, rewriting, and adaptation to meet the localization needs of the target audience (Bassnett,
2013 [Pérez-Gonzalezl 2019). As a result, the gold reference translations produced by human
translators are refined versions of the original text, implying that the parallel corpus used for training
is not truly "parallel” (the conclusion addressed in Section[3.2)), and there is information asymmetry
between the original text and its translation (see Table [/| for an example). Consequently, while
constructing the training set, each direction’s program is a native-language program.

Table 7: Examples of multilingual subtitles.

Start End Text
0:17:33.25 0:17:34.50 Please, let me speak!
0:17:39.54 0:17:42.83 As a lower house, my voice doesn’t carry much weight here.
0:17:4291 0:17:46.45 But as a mother, I have a voice that matters deeply.
0:17:47.50 0:17:50.25 My son isn’t in his right mind.
0:17:51.04 0:17:53.95 His entire life, he’s chased an impossible dream.
0:17:5491 0:17:59.00 What he did was, uh, foolish and unwise.
0:17:59.83 0:18:04.20 But he has a good heart. Please, let him come home.
0:18:04.29 0:18:08.66 A crime like this can’t be overlooked. The boy must be punished.
0:18:08.75 0:18:12.16 A violation of the Ethos calls for banishment,
0:18:12.25 0:18:16.25 but I can sympathize with a young man’s dream to change the world.
0:18:16.83  0:18:20.58 Perhaps in this matter, a lesser sentence may suffice.

0:17:4291  0:17:46.50 &RAFZG HHN RsL 2o ifr—7a 7
0:17:47.00 0:17:50.25 KIZILFHFEIT R Tty 4hix

0:17:51.04 0:17:53.95 HXEF ARABZE MR TREAGF A

0:17:5491 0:17:59.33 teeypitEpr ) RIRBE R TAR

0:17:59.83  0:18:04.25 {2t i Z A Iro KRN At @ Re

0:18:04.33  0:18:06.70 XA ™ Y RITTRAELE L

0:18:06.79  0:18:08.66 X F b/ % 8] 4& i

0:18:08.75 0:18:12.20 & R Ab4 AR89 A 5 &2 %1% 8| IR %

0:18:12.29  0:18:16.25 f2&whttk & —NFHEAL BT R #HS

0:18:16.33  0:18:20.58 AN ZE T kil & A B T A2 4] A 45

Table 8: Statistics of the datasets. FM, TV, DO, and AN are abbreviations for film, TV series,
documentary, and animation, respectively.

Statistic en=-de en=fr en=-zh ko=-zh zh=en zh=th
cross language family X X v v v v
cross language branch X 4 4 v v v
7 period 2013-2024  2015-2024 ~ 2020-2024 ~ 2017-2024 ~ 2021-2024 ~ 2021-2024 ~
# programs 210 207 161 139 225 218
program types FM,TV, AN FM,TV,AN FM, TV, AN TV FM,TV,DO FM,TV,.DO
# lines 1.87M 1.72M 1.02M 1.54M 1.26M 1.21M
total length (h) 1156 1033 852 802 501 479
" #avgsourcefoken 7.82 7.67 " 777 9.87 ¢ 6.19 6.08
# avg target token 10.83 10.64 6.41 6.51 8.17 21.11

A.2 BILINGUAL PARALLEL CORPUS CONSTRUCTION

Typically, the multilingual subtitles for the same program do not correspond line by line. This is
mainly due to linguistic differences, which may lead to the merger or splitting of original line during
human translation. Additionally, subtitle files may contain noise such as scene titles and annotations.
To automate the line-by-line alignment of multilingual subtitles, we designed a subtitle alignment
algorithm that utilizes subtitle timing.

For the source language and target language line sets Ly and Ly, we first determine the row margin
M = abs(|Lc| — |Lig|). Then, for each line fy in L., we search within a window of size 2M
around the corresponding index in Ly for a line whose start time differs from that of /. by within
0.7 seconds to serve as {ig. The reason for choosing 0.7 seconds as the threshold is that the shortest
sentence in various languages (such as "Hello") typically has a duration of about 0.7 seconds. Through
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this process, we can automatically gather a training dataset D = {({yc, ligt) € Loe X Lig} from
bilingual subtitles in programs. The complexity of this process is O(N).

B ADDITIONAL DETAILS OF EXPERIMENTAL SETTINGS

In this section, we introduce the main settings used in the experiments of this paper. Except for
certain experiments with special hyperparameters, the same hyperparameters are adopted to ensure
consistency and fairness in experimental comparisons.

B.1 MAIN SETTING

We primarily employ the P Torc vll and Transformer libraries to implement our approach,
while utilizing DeepSpeed’| for multi-GPU parallel training. All experiments are conducted on a
single machine equipped with eight A800 80GB SXM GPUs. The ALPO sampling phase for each
translation direction takes approximately 1.5 hours, while the training phase requires about 2 hours.
To ensure fairness and consistency in comparisons, we maintain identical irrelevant parameters across
the main experiments, ablation studies, and extended experiments wherever possible. All critical
hyperparameter settings are presented in Table[9]

Table 9: Hyperparameter configuration in experiments.
Phase Hyperparameter  Value Remark

n 35 Number of lines in a prompt x
optimizer AdamW -
SFT learning rate le-6 -
epoch 4 -
batch size 96 -
k 15 Sampling size
temperature 1.0
top k 40 Sampling generation hyperparameters
top p 0.9
ALPO - - - mizér ™ T AdamW TS T T T T T T T T T T oo oo
learning rate le-6 -
epoch 1 -
batch size 96 Segment-level batch size

We re-implemented the VideoDubber method and utilized paid APIs from Alibaba Cloud, DeepSeek,
OpenAl, and Anthropic to obtain experimental and evaluation results for models such as Qwen,
DeepSeek, GPT, and Claude. When eliciting translations from these models on the test set via
ICL, we employed prompt in Appendix with a one-shot example to ensure structured output
formatting. All LLMs used in our experiments were the latest versions as of Sep 1, 2025, specifically:
qwen-max-2025-01-25] DeepSeek-V3.1F} gpt-40-2024-08-0} GPT-57| and Claude 4/4.17]

For translation quality evaluation, we reserve 10% of each dataset’s programs as the test set. Due to
constraints including paid API costs and inference time, we perform sampling-based evaluation rather
than full-scale assessment. From these test programs, we randomly select 2,000 subtitle segments,
each containing 35 lines of subtitles, thereby constructing a test set of approximately 70,000 sentences
per direction. The final evaluation results represent the average scores across these 2,000 segments.

'"https://github.com/pytorch/pytorch
https://github.com/vllm-project/vllm
*https://github.com/huggingface/transformers
‘nttps://github.com/microsoft/DeepSpeed
Shttps://help.aliyun.com/zh/model-studio/what-is—qwen-1lm
®https://api-docs.deepseek.com/news/news250821
"https://platform.openai.com/docs/models
$https://openai.com/gpt-5
https://docs.anthropic.com/en/api/models—1list
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B.2 EXPERIMENTS IN EMPIRICAL INVESTIGATION
B.2.1 INVESTIGATION ON LLM-AS-A-JUDGE

In en=-zh, en=-de, zh=-en and zh=-th directions, we investigated the evaluation consistency of
different LLMs 7, (including DeepSeek-R1, GPT-5 Thinking, Claude Opus 4.1, and Qwen3-14B)
compared to human evaluators on multiple translations of lines. Specifically, for each direction, each
evaluator scored 500 lines {s; | i € [n],1 < i < 500} across 10 different translations on a scale
of 0-100. These translations included human references, Google Translate, an SFT model 7y, and
multiple LLMs (including DeepSeek-R1, GPT-5 Thinking, Qwen3-235B-A22B Thinking, GPT-4o,
DeepSeek-V3, Claude Sonnet 4, and Qwen-Max). The SFT model 7 was trained using the MuSC
dataset. The evaluation LLMs assessed translations based on ICL, and since lines are typically closely
related to their contextual environment, we also provided the context lines of s; to enable the LLM
to reference the semantic environment of s;. The prompt is detailed in Appendix [F:2] The scoring
criteria are:

* Principle 1 (Accuracy): The translation must ensure basic accuracy (Weight: 30%);

* Principle 2 (Colloquial Appropriateness): The translation must adhere to the expression
habits of human colloquial speech (Weight: 30%);

* Principle 3 (Expressive Power): The translation needs to be expressive and vivid (Weight:
40%).

The term "weight" here serves to provide the model with an indicative reference for importance,
rather than being utilized for explicit weighting operations.

For the en=-zh and zh=-en directions,
the human evaluator group consisted of
four evaluators (the same four individuals),
while the en=-de and zh=-th directions
each included two evaluators. All evalu-
ators were undergraduate or master’s stu-
dents specializing in English, German, or
Thai translation, with Chinese as their na-
tive language. The human scores were av-
eraged across evaluators. In Figure[5| we
verify the consistency among the four eval-
uators for en=-zh and zh=-en, confirm- ) S
ing the reliability of the human evaluation ~ Figure 5: Human assessment consistency verification.

results. For each evaluation LLM 7., we shuffled the order of translations four times and took the
average across four scores. Each evaluator assigns a score sequence £ to multiple translations of s;.
Since the scores from different evaluators often fall into different ranges within the 0-100 scale, we
focus only on the relative ranking of & rather than the absolute values. Therefore, we evaluate the
Spearman rank correlation p between different evaluators instead of using metrics such as ICC that
are sensitive to absolute scores.

Spearman Rank Correlation Spearman Rank Correlation

human 4 human 3 human 2 human 1
human 4 human 3 human 2 human 1

human 1 human 2 human 3 human 4 human 1 human 2 human 3 human 4

(a) en=zh (b) zh=-en

B.2.2 INVESTIGATION ON BACK-TRANSLATION CONSISTENCY

We investigated the back-translation consistency of parallel corpora from different domains. Specifi-
cally, for a translation direction, we utilized GPT-40 with a simple prompt in the following text box
to translate the target language text back into the source language. We then calculated the BLEU
and ChrF++ scores between the back-translated text and the original text. Lower scores indicate a
higher degree of liberal translation. We evaluated 1000 sentence pairs per domain. The datasets from
different domains involved in the evaluation include:

* OpenSubtitles (Lison & Tiedemann| [2016) is a collection of translated movie subtitles
across 60 languages.

* Books (Tiedemann, |2012) is a collection of copyright free books in the literature domain.

* bible-uedin (Christodouloupoulos & Steedman, [2015) is a multilingual parallel corpus
created from translations of the Bible.
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* DGT (Steinberger et al.;|2013)) is a publicly accessible multilingual translation memory of
the Acquis Communautaire.

* JRC-Acquis (Steinberger et al.,[2000) is a collection of legislative texts of the European
Union, comprising selected documents written from the 1950s to the present.

* News-Commentary (Tiedemann,|[2012)) is a parallel corpus in the news domain provided
by WMT.

* ECDC (Steinberger et al., [2014) is a translation memory from the European Centre for
Disease Prevention and Control.

* EMEA (Tiedemann, [2012)) is a parallel corpus made from documents of the European
Medicines Agency.

The en=-de back-translation prompt demonstration for GPT-4o.

Please literally translate the following English text into German,
maintaining the highest degree of literal correspondence without
any localized rewriting:

Now the earth was formless and empty. Darkness was on the surface
of the deep. God’s Spirit was hovering over the surface of the
waters.

B.3 HUMAN TRANSLATION QUALITY EVALUATION

We conducted human evaluation of ALPO translation quality in the en=-zh and zh=-th directions.
For each direction, we hired four evaluators, all of whom are undergraduate or master’s degree
professionals specializing in English or Thai translation, and whose native language is Chinese.
We assessed the ALPO model against four baselines (gold reference, SFT model 7y, GPT-40, and
DeepSeek-R1) across dimensions of accuracy, naturalness, and vividness, as well as through a
comprehensive evaluation. The comprehensive evaluation instructions provided to the evaluators
are detailed in Appendix [F.3] with similar instructions for other dimensions. There were a total of
32 evaluation tasks in the multidimensional assessment across both directions. Each evaluator was
assigned 4 evaluation tasks. In a single evaluation task, we provided evaluators with challenger and
competitor translations of 400 subtitle segments sourced from the MuSC test set, with each segment
consisting of 20 subtitle lines. Evaluators were required to choose the better translation between the
two options, or mark them as "no significant difference". The subtitle segments selected for different
evaluation tasks were random subsets from the test set.

C EXTENDED EXPERIMENTS

In this section, we will present additional evaluation experiments for ALPO.

C.1 FULL EVALUATION OF TRANSLATION QUALITY

We present the full results of the translation quality evaluation in Table [I0] Our assessment of
accuracy includes results from three LLM evaluators as well as traditional translation evaluation
model XCOMET (Guerreiro et al., [2024). The results in Table show that Google Translate
achieved substantial performance in translation directions within the same language family, such
as en=de and en=-fr. However, its performance was poor for other languages, which might
be due to the relatively simpler nature of translations between languages of the same language
family. Traditional sequence-to-sequence architectures like MADLAD performed significantly worse
than modern LLMs, and even VideoDubber, specifically designed for subtitle translation, did not
demonstrate noticeably better performance than NLLB and MADLAD models. The comparison
between ALPO and cutting-edge LLMs led to several clear conclusions:

* Different LLM evaluators provide consistent ranking of translations by varying models
across multiple dimensions, further validating the conclusions in Section
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* Despite the receiving lower accuracy and naturalness scores, human translations excelled
in the vividness dimension, which could indicate that human translators incorporate more
interpretive translations based on the video content.

» Reason models scored higher than chat models in vividness but lower in other dimensions,
suggesting that reason models adhere more to liberal translation instructions compared to
chat models. This aligns with the conclusion in Section[3.3] as performing liberal translations
can compromise accuracy to some extent.

C.2 TRANSLATION DEMONSTRATION

In Table [TT} we present the translation demonstrations for the en=-zh and zh=-en directions
including human translations, chat model GPT-40, reason model GPT-5 Thinking, and our ALPO
model. It can be intuitively observed that the translations by GPT-40 tend more towards literal
translation and fail to convey the emotional ambiance and stylistic information of the original subtitle
through liberal translation like the other translations do. The model trained with ALPO aligns better
with the subtitle translation scenario, which includes:

* The translations are more conversational, resembling human character dialogues rather than
formal translations.

* The wording and phrasing are more vivid, offering expressive articulation.

* It does not excessively pursue accuracy, allowing for free translation based on context.

Furthermore, Table [IT]illustrates some limitations of LLM translations. LLM translation relies solely
on subtitle text and cannot reference information from video context and scenes as human translators
do. For instance, LLM translates "nature" to " B X", whereas based on the video context, it should
be translated to "X £". This issue surpasses what preference optimization techniques can address.
Therefore, we believe multimodal machine translation might be a valuable direction for advancing
subtitle translation research.

C.3 EXTENDED ABLATION STUDY
C.3.1 ALIGNMENT LoOSs

When simplified, ALPO can be viewed as a framework compatible with various plug-and-play
preference optimization losses. Specifically, the ALPO loss can be expressed as:

£a1p0(7T9;7Tref) = _E(z,S(z))NDﬂlp(, <Z ’LU(SZ) : Epo(si)> , @)
i=1
where L, can adopt multiple types of preference optimization losses, such as DPO (Rafailov et al

2024), SimPO (Meng et al., 2024)), and GRPO (Shao et al.,[2024). For the advantage-based GRPO
loss, we compute it as:

£P0(5i> =
1 . Iy tf i . (m tf Di ®)
7 zj: [mm (9( | Pi) Aj,cllp(e()7 1—¢,1+ E) Aj> — nKL(79|Wref)] ,

’/Tref(tg | pi) '/Tref(tz | pz)

& — mean(&; Tret(t] | ps Teet (£ | i
Ay = G mean(&) oy ) = f(; [P _ g f(; )y ©)
std(&;) mo(t; | i) mo(t] | i)

where ¢ and 7 are adjustable hyperparameters, and A; denotes the advantage estimated from the
score sequence &;.

We compare the performance of ALPO with different preference alignment losses L, in Table @
The experimental results demonstrate that all loss variants achieve substantial improvements over
the SFT model, validating ALPO’s broad compatibility. The DPO loss exhibits stable and superior
performance across multiple translation directions. While GRPO effectively utilizes all sampled
outputs rather than focusing solely on preference pairs, it only achieves optimal performance in the
en=>zh direction.

21



Published as a conference paper at ICLR 2026

Table 10: Full quality evaluation results. The 1st and 2nd best results are marked as blue and orange,

respectively.
en=-de
Models Training Accuracy Naturalness Vividness
XCOMET DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg.
Gold Reference ~ Human X K 1
" VideoDubber  ~~~ " 432 461 551 214 415
NLLB-3.3B ST
MADLAD-10B
Google Translate
"GPT4o ~ T T T T T TOI2 T T 77968 7965 0 T 9L8 941
Qwen-Max ICL (©)
DeepSeek-V3.1
DeepSeek-R1
GPT5 ICL (R)
) B
Qwen2.5-14B ALPO
en=fr
Models Training Accuracy Naturalness Vividness
XCOMET DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg.
Gold Reference ~ Human 76.4 84.4 89.0 84.1 83.5 855 86.8 82.7 85.0 68.1 78.6 71.6 74.8
" VideoDubber  ~ ~ "7 23 469 T 6217 T 4L7 T 4827 4801 0 U325 4Al4 473 [ T 474 T T 534 T 448 485
NLLB-3.3B ST 62.2 76.9 89.6 787 769 75.0 71.9 708 746 61.4 63.3 60.7 61.8
MADLAD-10B 58.1 75.6 875 733 736 70.3 714 617 678 55.7 594 57.1 57.4
Google Translate
"GPT4o T B64 977 963 926 932"
Qwen-Max ICL (C)
DeepSeek-V3.1
DeepSeek-R1
GPT-5 ICL (R)

B
Qwen2.5-14B

en=-zh
Models Training Accuracy Naturalness Vividness
XCOMET DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 DeepSeek Claude GPT-5 Avg.
Gold Reference Human 79.0 843 88.5 . .
" VideoDubber  ~ ~ 7T 409 475 T 6417~ 350 469
NLLB-3.3B ST 70.4
MADLAD-10B 79.5
Google Translate 96.1
"GPT4o BT T2 926 836 893
Qwen-Max ICL (C) 93.5
DeepSeek-V3.1 93.6
DeepSeek-R1 929
GPT-5 ICL®) 93.6
B B
Qwen2.5-14B ALPO 93.1
ko=zh
Models Training Accuracy Naturalness Vividness
XCOMET DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg.
Gold Reference  Human 68.6 80.4 88.4 746  78.0 78.8 79.9 747 778 65.6 584 735 65.8
" VideoDubber "~ T 7354 77 4700 7 568 193 T 396 | 489 582 285 452 | 474 T 560 ~ 411 482
NLLB-3.3B ST 309 39.8 40.1 218 331 30.3 29.5 185  26.1 27.6 30.6 179 254
MADLAD-10B 372 47.6 66.1 288 449 44.7 57.3 268 429 44.4 55.6 402 467
Google Translate 424 50.6 76.9 49.6 549 49.5 61.8 472 528 46.3 57.3 524 520
"GPTdo T 705 T 875 ~ 865 754 80.0 | BL7 " B8L7 764 799 [ 555 518 ~ 670 581"
Qwen-Max ICL (O) 74.5 89.7 88.8 817 837 834 83.7 80.5 825 571 57.6 707  61.8
DeepSeek-V3.1 735 91.9 87.7 79.1 83.1 84.7 822 798 822 55.6 49.6 664 572
" DeepSeck-R1™ EC’I:(};; I 860 864 759 798| 840 823 786 816 [ 640 600 727 656
GPT-5 76.3 93.5 88.7 795 845 85.1 832 79.6 82.6 63.1 59.3 725  65.0
“Qwen25-14B° T SFT T 729 T T T 848 " 81 777 8097|785 787 " 712 761 [ 538 470 ~ 610 539
Qwen2.5-14B ALPO 76.0 89.8 89.0 823 843 83.6 84.7 817 833 67.6 67.5 763 705
zh=ren
Models Training Accuracy Naturalness Vividness
XCOMET DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg. | DeepSeek Claude GPT-5 Avg.
Gold Reference Human 78.0 878 86.6 794  83.0 82.0 81.9 711 80.3 719 71.1 769 733
" VideoDubber 5407 5437777665 395 536 | 592 605 446 548 | 539 528 436 50.1
NLLB-3.3B ST 359 30.8 36.8 127 2941 26.4 26.1 125 217 26.4 244 115 208
MADLAD-10B 41.6 49.6 56.0 333 4541 45.7 40.9 302 389 435 382 312 376
Google Translate 712 75.6 88.1 782 798 70.0 67.6 613 66.3 56.2 454 49.1 50.2
"GPT4do ~ T T T T T R4 T 923777903 T 867 885 | 852 89 799 830 | 618 634 ~ 686 646
Qwen-Max ICL (O) 86.4 93.2 92.6 879  90.0 87.0 852 827  85.0 63.7 67.2 69.5 66.8
DeepSeek-V3.1 85.3 92.9 914 833  89.5 858 84.9 815 8441 59.0 63.8 662  63.0
" DeepSeck-R1™ EC’I:(;{{ R 916 896 898 885 | 856 89 874 856 | 695 713 797 735
GPT-5 84.9 92.0 90.9 885 89.1 87.2 86.8 843  86.1 727 75.3 715  75.2
" Qwen25-14B° T T SFT ~ T 804 T T 887 ~ 882 835 852 | 819 820 763 801 [ 515 523 607 548
Qwen2.5-14B ALPO 85.1 90.9 89.8 876 883 86.1 87.1 872 86.8 79.2 83.0 828 817
zh=th
Models Training Accuracy Naturalness Vividness
XCOMET  Deep Claude GPT-5 Claude GPT-5 Avg. | Deep Claude GPT-5 Avg.
Gold Reference  Human 70.5 77.9 78.0 80.0 74.7 76.3 75.1 60.8 67.5 70.6 66.3
" VideoDubber  ~ ~ T 7 402 " 382 425 157 34 0~ " 487 T 170 349 [ 437 498 310 415~
NLLB-3.3B ST 41.8 50.2 59.8 18.7 41.1 117  33.9 493 41.7 305 405
MADLAD-10B 45.6 514 69.0 257 64.7 330 508 52.7 58.1 422 510
Google Translate 525 50.1 714 46.7 65.9 492  56.2 535 57.6 525 545
"GPT4o T T TR0 T 908~ 89.6 ~ ~90.7 ~ 8810 T 7847 835 844 [ 626 611 739 879
Qwen-Max ICL () 84.3 95.1 914 94.5 86.1 855 858 63.8 70.0 736  69.1
DeepSeek-V3.1 84.8 92.6 89.3 93.1 852 835 84.6 61.8 66.6 728 6741
" DeepSeek-R1™ ~ EC}:(};; 7% 892 " 881 ~ 908 876 | 835 844 840 840 | 644 723 762 710
GPT-5 83.3 92.9 88.1 90.5 824 84.1 83.9 67.3 73.7 781  73.0
“Qwen25-14B° ~ SFT " B8L7 900 88 87 873 | 826 838 B8I4 826 | 595 663 722 660
Qwen2.5-14B ALPO 85.0 95.0 92.7 95.1 85.3 844 847 69.0 75.4 781 74.2
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Table 11: Multiple translation demonstration of en=-zh and zh=-en. High-quality translations and
inadequate translations are marked in blue and orange, respectively.

., Translation

GPT-40 GPT- ALPO (Ours)
Piltover was founded to escape % Tﬁ%ﬂﬁﬁfﬁ?aiéﬁlii HZHRBRRERAT FURAFIRRAA T btk ARFRRG G RN T
the warmongering of mages. i W kT 0 KA I 6 R AR o 3 2 4 WEH R LA FEBER

The hreane i the curse of our ARREMNERG AR ARREMNE RGBT RAR AR BT K63
porld. My race was nearly BT T RO HATLFELRL A R 2 R

destroyed by it.

Councilors Hoskel and Salo.
4 e each other?

EFIARP LMY AZ
CR— s A2 3t KR € AAL

It was the ship of dreams to
everyone else. To me, it was a
slave ship.

I would have gone overboard but
Mr.Dawson here saved me.

“Nature has made us intolerant |z anmiiAA A% 2
to change, but fortunately, we I i
have the capacity to change our giréﬂ]ﬁnbﬁ&xﬂ =

_pature. o ____
You made me want to see the
world in more than just black
and white.

] A & Bl %
126 KAVMA BT
ERA 0

Fiaty R KNA R
EESE X0ESEN

ik AL G 5 Y AL ik &4 2 AT A 3F BB E73
AAER @ f A *

Lok %)

e e e e MEMARACEEEE  EHBEEACE—R Al AR 8% e B SH RA—R
_to transform into a buttertly. _ orArtE& ARG LLE et SR HERRERR A LR

P long as we provected each REXRMNEARE RAK  REENRP AL KT REEAFH hAARS REENBITF AR

other, we would stay immortal... P RETR BER P ERE REFE

_and young.
RATA A B T EA13
A24RAT R R I

- T ) iyl
4145 808 HA—F R A h
S MR R — MR YA

RMNFOLH B THRNE
f2 %% b AR ARk —
MERFEERF A

You two think you’re better
than us, but really, you’re
just a prig and a pig.

One day you’re on top... 4 BIRERR
the next, you’re a clown.

You’re the de facto head of
the Council. People notice

R e A E G

where you go.

FETRE

A AR
WA — B AT A
ARA AT K — " hEdk %

At that moment, I
had a really strong
intuition. That I
would be able to
score the shot.

At that moment, I
had a strong feeling
that I’d definitely
make that shot.

Back then, I just
had this strong
feeling--that shot,
you know, I was
gonna make it.

At that moment, I

had a strong hunch
that I’d make that
shot.

The luminous frost
drives away all
impurities. Seal her

Frost’s pure light,
calming breath and
energy.

Frostlight gathers,
breath stills.

Frost Illume,
still the breath,
quell the air.

AT S E R RE
AR R AP
MR 6 IR D ey

There are many
important decisions
in life that we have
to make immediately
when the situation
is still blurry.

Many important
decisions in life
have to be made
in these muddled
moments.

Many crucial life
decisions must be
made precisely in
these muddled moments
immediately.

Many crucial
decisions in life
must be made

on the spot, in
moments of confusion
and bewilderment .

I'm afraid this
isn’t the time for
you two to be
lovey-dovey .

Now’s probably not
the time for romance.

It’s probably
not the time yet
to talk about love.

I'm afraid it’s
not the right time
for lovey-dovey stuff

R A8 R

WA BRFIA
AT & —Ae
BRTEER

Both you and T
were toyed by fate.
Why don’t you join
me in loversetting
this world?

You and I are both
playthings of fate.
Why not join me to
overthrow this world?

Both of us are
victims of fate’s
cruelty. Why not
join me to loverthrow
this world?

Both of us are

pawns in the whims
of fate. Why not
join forces with me
and turn this world
upside down together?

X Ae MY B A
A Bl TET

Tt’s a pity that
I won’t be able

to feel the warm
sunshine anymore.

Tt’s such a pity
that this warm

sunlight, I will
never see again.

Tt’s just a pity
this warm, |gentle
sunlight--I’11 never
see it again.

What a shame, I711
never get to bask

in the warm sunshine
ever again...

R R AR EE
2% KA A RA
T RAR A6

I might be unlucky
when it comes to
gambling, but I’'m
pretty good at
judging characters.

Don’t judge me
by my bad luck at
gambling, but my
eye for people
is pretty sharp.

Don’t judge me by
my bad gambling
luck--my judgment
of people is
razor-sharp.

Just because I'm
not a lucky gambler
doesn’t mean I'm bad
at judging people.
My instincts are

The world will
remain the same.

The mountains are
green, and the
waters flow long.

The green hills
endure, the blue
rivers flow.

May the mountains
stand tall and the
waters flow on.

T RA AR K AT
B A e sfffm g TR

She’s facing a
backlash for trying
to keep you safe.
And she’s too
worried about you
to eat.

She took all the
blame to protect
you, worried sick,
unable to eat.

She endured public
scorn to protect you,
lost her appetite
worrying about you.

She’s been wilified
for protecting you,
and she’s lost her
appetite out of
worry for you.

I'm sure she has
many arms and legs.

She must have
three heads and

She must have three
heads and six arms
or something.

She must be a
superwoman .

o F R A AT
B 3bALE TR A

All the Qinggiu
troops shall stop
advancing and camp
where you are.

The order must

be obeyed.

The Qinggiu army
must halt and set
up camp immediately,
no disobedience
allowed.

A1l Qinggiu troops
halt your advance,

set camp immediately.
Disobedience forbidden.

Qinggiu’s armies,
halt your advance

at once. Set up
camp where you stand.
No disobedience
allowed.

AR T

The osmanthus in
the human realm
is blooming.

The osmanthus flowers
are blooming in
the Mortal Realm.

The osmanthus in the
Mortal Realm is
blooming.

The osmanthus blooms
in the Mortal Realm.
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Table 12: Impact of L,,. The 1st and 2nd best results are denoted as blue and orange.

Method £, en=>de . en=zh . zh=en .
po Accuracy Naturalness Vividness | Accuracy Naturalness Vividness | Accuracy Naturalness Vividness
SFT 87.7 834 64.4 86.5 82.1 59.2 85.2 80.1 549
T DPO 952 883 7 748 | 906 842 766 | 883 868 816
ALPO SimPO 93.2 87.4 73.9 90.7 83.9 74.3 86.2 84.2 80.9
GRPO 94.6 87.9 74.3 91.2 85.0 77.1 87.2 84.9 81.3
C.3.2 SAMPLING SIZE

The sampling size of ALPO directly affects the diversity of
sampled translations. In Figure[f] we examine the impact
of sampling size k on translation quality in the zh=-en
direction. Results show that as k increases, translation
quality improves across multiple dimensions, with the
most significant gain observed in vividness, and stabilizes
around k£ = 12. The computation of adaptive hyperparam-
eters w(s;) and §; during ALPO training depends on the
number and quality variation of sampled translations. A
larger sampling size directly improves the quality of train-
ing translations and leads to more suitable w(s;) and ;.
Since ALPO loss relies on the relative quality of chosen
and rejected translations, performance stabilizes once the
sampling size is sufficient. Based on these results, we set
k = 15 for all other experiments.

C.3.3 MODEL SIZE

—e— Accuracy
Naturalness
—4&— Vividness

2 4 6 9 12 15 20

Figure 6: Impact of sampling size on
translation quality.

In Figure[7] we investigate the impact of ALPO’s backbone model size on translation quality. Using
the Qwen2.5 series models ranging from 1.5B to 72B as ALPO’s base models, we evaluate translation
performance in both en=-zh and zh=-en directions. Experimental results demonstrate that as
model size increases, scores across multiple dimensions consistently improve, though the growth
rate gradually diminishes. The 14B or 32B model generally achieves performance comparable
to DeepSeek-R1, further validating ALPO’s significance in enhancing translation quality. ALPO
employs a fully autonomous approach to preference labeling of alignment data, enabling cost-effective
training of high-quality subtitle translation models. Overall, the 14B base model strikes a balanced
trade-off between cost and performance. However, as subtitle translation is an offline task, larger-scale
models may be adopted when pursuing SOTA performance.

95

90

85

80 ="

65

60 -

—e— en=zh Vivi

---- DeepSeek R1 en=zh Vivi

en=zh Acc
en=zh Nat

zh=en Acc
zh=sen Nat
zh=en Vivi
DeepSeek R1 en=zh Acc
DeepSeek R1 en=zh Nat

DeepSeek R1 zh=en Acc
DeepSeek R1 zh=en Nat

DeepSeek R1 zh=en Vivi

1.5B 3B 78 148 328 728
Model Size

Figure 7: Impact of model size on translation quality.
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C.3.4 DATA VOLUME

We present the translation quality scores across training steps in Figure([8]to investigate the impact of
training data scale. The results demonstrate that as training data volume increases, model accuracy
initially rises before declining, naturalness shows modest improvement, while vividness exhibits
substantial yet gradually decelerating growth. Although enhanced training data yields higher vividness
scores, we observe pronounced hallucination phenomena in the model outputs, which explains the
accuracy deterioration. Comprehensive analysis indicates that training for 75 steps (corresponding
to 7,000 prompts with a batch size of 96) achieves optimal balance, which serves as the default
configuration for all our experiments.

—+— en=zh Acc
—=— en=zh Nat
—e— en=zh Vivi
—-#- zh=en Acc
/ -# zh=en Nat

-®- zh=en Vivi

0 15 30 45 60 75 90 105 120 135 150
Training Step

Figure 8: Impact of training data volume on translation quality.

C.4 FURTHER EXPLORATION

C.4.1 VANILLA DPO TRAINING

Training expressive subtitle translation LLM as a preference optimization problem, we want to
explore whether vanilla DPO can directly solve this issue. Motivated by this inquiry, we designed
and conducted relevant experiments. ALPO achieves significant improvements in translation quality
through its segment-wise sampling strategy and fine-grained alignment loss, and we aim to verify
the impact of these two components. Following the standard DPO training protocol (Rafailov et al.|
2024), we perform post-training on the SFT model 7. Specifically, we employ either coarse-grained
or fine-grained sampling to generate a chosen response (¢ and a rejected response 3™ for each
sample x € Dy, in the alignment dataset, and subsequently optimize the policy model using the
standard DPO loss.

The coarse-grained and fine-grained sampling procedures are illustrated in Algorithm[2]and Algo-
rithm 3] In the coarse-grained sampling approach, we directly sample k complete responses for a
given prompt X. Subsequently, a Qwen2-14B-Instruct model is utilized to score all subtitle lines
across these k responses. The summation of scores for n subtitle lines within each response is calcu-
lated, with the highest-scoring response selected as the chosen response (¢ and the lowest-scoring
as the rejected response y*. For fine-grained sampling, we perform two separate segment-wise
sampling iterations similar to Algorithm [I|for each prompt x. During these iterations, the sampling
of subsequent subtitle lines employs either the highest-scored or lowest-scored existing line as the
prefix, ultimately yielding the segment-wise sampled chosen response y(°) and rejected response 3",

C.4.2 ADVANTAGE-BASED PPO TRAINING

In the literature, it is commonly acknowledged that in preference optimization techniques, RLHF
(primarily based on PPO), despite its intricate procedures, outperforms DPO (Ouyang et al.| 2022}
Bender et al., 2021). This motivates our investigation into whether PPO can achieve superior
performance to ALPO. To address this, we designed and conducted relevant experiments. We adopt
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Algorithm 2 Coarse-grained Sampling for Vanilla DPO.

Input: SFT model 7y, evaluation LLM e, alignment dataset DD,jp,, sample number £.
Output: sampled response pairs set S(x).
1: for any « € Dy, do  // Iterate through the alignment dataset Dypo.
2 fori =1tokdo //Sample multiple candidate responses.
3 Sample me(y | x).
4 end for
5: Measure the sum of 7. score € for each line of 3" in the candidate set {y'|i = 1,2,...,k}.
6
7:
8:

Select chosen () and rejected y(*).
end for
return S(z) = {y®,y}.

Algorithm 3 Fine-grained Sampling for Vanilla DPO.

Input: SFT model 7y, evaluation LLM 7, alignment dataset Dy, sample number £.
Output: sampled response pairs set S(x).
1: for any x € Dyp, do  // Iterate through the alignment dataset Dpo.

2: fori = 1tondo // The first sampling cycle used to obtain ().

3: forj =1tokdo

4: Sample my (] | x,t, ... 19).

5: end for _

6: Deduplicate the candidate set {t] | j = 1,2,...,k}.

7: Add human reference ¢! to the candidate set, get {tf |j=0,1,...}.
8: Measure {tf | 7 =0,1,...} by 7., get score sequence &;.

9: Select a chosen translation ti-c) (random from top 3 of &;).
10: end for

11: Concatenate {t\”]i = 1,2,...,n} yields y©).
12: fori = 1tondo // The second sampling cycle used to obtain .
13: forj =1tokdo

14: Sample 7y (t] | @, t0, ... 1 ).

15: end for )

16: Deduplicate the candidate set {t! | j = 1,2,...,k}.

17: Add human reference ¢ to the candidate set, get {¢ | j = 0,1,...}.
18: Measure {t/ | j = 0,1, ...} by 7, get score sequence &;.

19: Select a rejected translation t?) (random from bottom 3 of &;).

20: end for

21: Concatenate {t’|i = 1,2,...,n} yields y.

22: end for

23: return S(z) = {y©,y"1.

an advantage-based PPO training pipeline (Zheng et al.,2023b). Specifically, we implement the PPO
training process through the following steps:

1. Rollout — Use Algorithm[zl_f] to sample a trajectory 7 for each input x € Dyjpo.

2. Computing Returns and Advantages — Perform Generalized Advantage Estimation (GAE)
on 7 using the value network V; (base model: Qwen2.5-7B-Instruct (Yang et al., 2024a)):

0i = =& + Vg (pis1) — Va(pi),

n—i—1
(10)
Ai = (’)/)\)l(sH,l.

Il
=)
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3. Updating Policy Network — Let o4 denote the fixed old policy during sampling. Minimize
the clipped loss function (KL divergence constraint between my and m,q is omitted below):

(i | pi . t; | p;
ﬁc]ip(e) = _E:CN]D)alpo lzm ( mo(ti | pi) A;,clip (7‘(’9(|p))7 1—e1+ 6) AZ>

Told(ti | Pi) Told (ti | pi
(1D

4. Updating Value Network — Fit V(p;) to the GAE-based estimate V; = A; + Vy(p;) via
mean squared error:

> Volpi) = Vi)?

i=1

5. Repeat for Multiple Epochs — Continuously collect new data and update the value and
policy networks until convergence.

Ly () = Eznnyp (12)

Algorithm 4 Sampling for PPO solution.

Input: SFT model 7y, evaluation LLM 7, alignment dataset Dyjp,.
Output: sampled trajectory set S(x) = {7}.

1: for any z € Dy, do  // Iterate through the DA dataset Dyjpo.
2 fori = 1tondo // Iterate through the subtitle lines in x.
3 Sample stt(ti | l‘,tl,...,ti_l).

4: Measure t; by 7, get score &;.

5: end for
6

7

8

Obtain trajectory 7 = {(p;, ¢, &) | i =1,2,--+ ,n}.
: end for
: return S(z) = {7}.

C.4.3 EVALUATION

We evaluated the performance of en=-zh and zh=-en translation under "Vanilla DPO Training" and
"Advantage-based PPO Training" configurations using the Qwen2.5-14B model. In addition, we also
compared two token-level DPO-based methods, TDPO (Zeng et al., 2024) and TIS-DPO (Liu et al.,
2025). Experimental results presented in Table [I3|demonstrate that while DPO and PPO training
with segment-level sampling strategy achieved moderate performance improvements compared to the
SFT model, they still exhibited significant gaps compared to ALPO with fine-grained alignment loss.
ALPO also significantly outperformed the two token-level methods. This validates the effectiveness
of both segment-wise sampling strategy and fine-grained alignment loss for the local preference
optimization task.

Table 13: Experimental evaluation results of alternative solutions. C for Coarse-grained, while F for
Fine-grained. The 1st and 2nd best results are denoted as blue and orange.
en=zh zh=en

RESE i Smimp e Accuracy Naturalness Vividness | Accuracy Naturalness Vividness
Gold Reference - - 83.6 82.9 71.6 82.9 80.2 73.2
GPT-40 - - 89.5 82.4 59.5 88.6 82.9 64.6
DeepSeek-R1 - - 90.4 85.6 70.7 88.5 85.6 73.6

T T SFT - 865 2.1 592 852 g0.1 549

DPO C 87.1 82.2 63.3 86.1 81.1 60.2
F 88.2 82.5 69.4 86.3 83.1 68.4
Qwen2.5-14B PPO F 88.3 83.2 70.1 85.9 82.3 70.1
TDPO F 87.4 82.7 64.0 86.0 81.3 61.2
TIS-DPO F 88.5 83.1 65.9 86.2 83.3 62.4
ALPO F 90.6 84.2 76.6 88.3 86.8 81.6

C.5 FURTHER APPLICATION OF ALPO IN MULTI-TURN INTERACTION

C.5.1 OVERVIEW

To validate the generality of the ALPO method, we conducted experiments on another local preference
optimization task: social language agent multi-turn interaction (Zhou et al.,|2024; 'Wang et al.| [2024a;
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Lu et al.| [2024; Kong et al.| |2025)). This task requires LLM agents to dynamically adjust generation
strategies through multi-turn interactions in an interactive environment, guided by character profiles,
contextual scenarios, and private social objectives. The objective is to enable the agent to more
effectively accomplish predefined goals (e.g., persuasion, agreement attainment) within specific
social scenarios (e.g., negotiation, collaboration, competition), while simultaneously maintaining or
improving the relationship between both dialogue parties.

C.5.2 METHOD

For the multi-turn interaction task, we primarily complete preference alignment data sampling through
two steps: 1) Error Location; 2) Preference Data Sampling. For a multi-turn dialogue in the training
set, we first employ GPT-4o to identify the starting position of erroneous turns, following the same
criteria as Kong et al. (Kong et al.,[2025): 1) The turn is critical to achieving the role’s goal; 2) There
remains room for improvement in the relationship between goal completion and the role.

If both criteria are satisfied, we take the dialogue history preceding this turn as the initial sampling
prefix p1, then utilize our LLM agent to sequentially sample 5 single-turn responses for each turn.
During the i-th sampling iteration, we employ GPT-40 to determine whether the current turn qualifies
as crucial based on the sampled response: responses containing primarily pleasantries or similar
content are deemed non-crucial, with their indicator function 1(p;) set to 0; otherwise, it is set to 1.
We then select the response with the highest combined goal and relationship score as the preferred
response ¥, and the lowest as the dispreferred response y!, with goal completion prioritized over
relationship. The prefix p; for the ¢-th iteration becomes p;_1, y;” ; (including interlocutor behaviors,
omitted here). Finally, we apply the following simplified ALPO loss function for alignment training:

n w !
mo(y; | pi) mo(y; | i)
Latpo(To; Tref) = =By g 1 Yo 1(p;) - logo (ﬁ log————+% — Blog——5 | | »
e ¢ (®:Yin Yo )P ; et (Y3 | Pi) Tret (4 | i)
(13)

where D denotes the dataset, and both 7y and 7 are initialized from behavioral cloning (BC) models.

C.5.3 EXPERIMENTS

We utilize 100 out of the 410 scenarios from SOTOPIA-7 (Wang et al.,|2024a) for behavioral cloning
(10 role pairs per scenario) and 310 scenarios for alignment (8 role pairs per scenario). We adopt
SOTOPIA (Zhou et al.| 2024) as the test set, containing 90 scenarios with 5 role pairs per scenario,
totaling 450 self-chat tasks and 900 non-self-chat tasks. We evaluate both goal and relationship
dimensions on the same baselines, with experimental results presented in Table[T4] Baseline results
are sourced from Kong et al. (Kong et al.,|2025)).

Table 14: The performance of various methods on SOTOPIA across the goal and relationship
dimensions. The 1st and 2nd best results are denoted as blue and orange, respectively.

Self-Chat GPT-40

Methods Goal Rel Goal Rel
GPT-3.5-turbo 638 136 7.19 2.05
GPT-40-mini 698 211 744 236
GPT-4-turbo 8.18 296 792 279
GPT-40 790 267 790 2.67
" LLaMA-8B 724 194 770 249
LLaMA-8B+BC 781 305 753 278
LLaMA-8B+BC+Preferred-SFT 776 305 7.65 2.88
LLaMA-8B+BC+DPO (Rafailov et al., 2024) 795 328 7.80 2.97
LLaMA-8B+BC+ETO (Song et al.,[2024) 829 339 802 3.03

LLaMA-8B+BC+DMPO (Shi et al.,[2024) 828 337 800 298
LLaMA-8B+BC+SDPO (Kong et al., [2025)) 856 3.69 8.13 3.16

LLaMA-8B+BC+ALPO 841 356 821 3.19

The experimental results demonstrate the effectiveness of ALPO on other application tasks. ALPO
employs a progressive optimization strategy transitioning from local to global optima, while utilizing
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an indicator function to adaptively determine the participation of each segment in the loss computation.
This approach enables effective handling of multi-segment local optimization tasks.

D THEORY: ADAPTIVE LOCAL PREFERENCE OPTIMIZATION

In this section, we formalize the local preference optimization problem and validate the effectiveness
of ALPO and the limitations of general preference optimization approaches. Note that for the sake of
expository convenience, the notations used in this section may differ from those in previous sections.

D.1 LocAL PREFERENCE OPTIMIZATION PROBLEM

For a given input x € X (X denotes the input space) to the language model 7y, assume it consists
of n interrelated segments, i.e., z = (x1,--- ,2,). Correspondingly, its output y € ) () being the
output space) is also composed of n interrelated segments, i.e., y = (y1, - , Yn), Where z; and y;
exhibit a one-to-one correspondence. Additionally, the generation of y; is influenced by y1,- - , ;-1
(note that this influence arises not only from the autoregressive nature of language model but also
potentially from semantic dependencies between output segments, among other factors), i.e.:

mo(y | z) = HW@ (i | 2,91, ,yia)- (14)

Consider a segment-level preference metric r(z;, y;) (a reward signal or other quantitative measure)
that evaluates how well the segment output y; aligns with the optimization objective for its corre-
sponding segment input ;. The goal of the local preference optimization problem is to adjust the
parameters 6 such that 7y is optimized to maximize r(x;,y;). This objective is formally expressed as:

0" = arg;nax Eyrp(z) [ g ( ZT Ti, Yi) } (15)

i=1

where p(z) represents the true distribution of the input x.

D.2 INEFFECTIVENESS OF OUTCOME-SUPERVISED PREFERENCE OPTIMIZATION METHODS

We take DPO (Rafailov et al.l 2024)) as an example to illustrate the limitations of general preference
optimization methods when addressing local preference optimization problems. When performing
local preference optimization, DPO first annotates preferred responses y* = (y3’,---,yY) and
non-preferred responses y' = (y!,--- , %) corresponding to x = (1, - ,x,) based on r(z;, y;).
These responses inherently satisfy:

w

| z) = H?ra v Loyt sy me(y' | @) = Hm) Wi 291, oyio0)- (16)

Then, DPO optimizes 7y through a single-stage policy optimization approach:

mo(y" | 2) mo(y' | )
Loro(T0; ) = ~B(g o) logo ( Blog 02 ms — Blog 25 ) | (17
PO (765 ref) (@y*,y)~D {Ogﬂ (6 OgWref(yw | ) ’ Ogﬁref(yl | z) ()

where 7 denotes a frozen reference model. For the contrastive terms in the loss function, compute:

mo(y" | ) "~ |1og "W 201 mo(y; | %, Y1.i1)
log - —1lo Z —lo ; T , (18)
et (Y™ | ) Trer (y! | ) P 7Tref (" | 2, y1-1) Tret (Ui | 2, 91.4_1)
where ¥, = (y*,---,y% ) andy, |, = (¥}, -+, ¥l ;). The limitations of this approach are:

* Lack of Fine-Grained Contrast on Aligned Prefixes: The generation probability of the
i-th segment is conditioned on its own preferred or dispreferred prefix (y%;, ; or yt.. ),
rather than a shared prefix. If y* and y! exhibit significant divergence in their prefixes
(e.g., differing styles or topic branches), the contrast at the ¢-th segment ceases to be a fair
comparison under identical conditions.
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* Inability to Apply Training Signals Per Segment: DPO performs a holistic preference
judgment over complete sequences (y*,y'), depriving the model of segment-level corrective
guidance. Specifically, while the model recognizes the global superiority of 3* over ¢/, it
lacks localized feedback to optimize decisions at individual segments.

+ Gradient Dilution and Noise: When the divergence between y* and 7' occurs only
at specific segments, the global contrast aggregates gradients from numerous irrelevant
segments (nearly identical in generation). This drowns critical alignment signals, hindering
effective identification and correction of misaligned segments.

In summary, DPO underperforms in local preference optimization tasks due to misaligned generative
conditions caused by prefix divergence and the absence of stepwise "correct vs. incorrect" decision
learning (a limitation shared by other outcome-supervised preference optimization losses).

D.3 ADAPTIVE LOCAL PREFERENCE OPTIMIZATION

Unlike vanilla DPO, ALPO labels the preferred response y!* and dispreferred response y! for each
segment using yi’,_; as the prefix, instead of generating the entire response sequence. During
training, the prefix for the i-th segment is fixed as p; = (x, 91, - ,Ji—1), where ¢; is obtained
through the scheduled prefix mixing strategy. This ensures that comparisons for each segment are
made under the same preferred prefix, eliminating unfair competition between “preferred prefix vs.
dispreferred prefix”. Under the same prefix, the preference alignment loss contrasts 7y (v | p;) and
7o(y! | p;) conditioned on p;. Finally, the summation of segment-wise losses imposes preference
constraints at each segment:

- mo(y | pi) mo(y! | pi)
Latpo (703 Tret) = =B w1y w(p; ~10g0<ﬁ110g1w—5i10g’ ;
P ( ) (@Y Y10 )P ; ( ) 7Tref(yi |pl) 71—rf:f(y'% ‘pz)

19)
where w(p;) and ; are adaptive hyperparameters that determine the contribution of each segment to
the optimization process based on specific criteria.

The reason for using scheduled prefix mixing to obtain ¢;.;_; as the prefix is that, as optimization
proceeds, the model tends to generate y;”, making the post-training distribution more consistent
with the yj,_; path. Since yj,_ is also the prefix path most likely to be followed, this ensures
that the model learns to generate the preferred segment 4 rather than y! under the prefixes it visits
most frequently. This aligns with a common principle in reinforcement learning and preference
optimization: the state (or prefix) distribution during training should match the distribution most
likely to be visited by the final policy (on-policy) (Christiano et al., 2017; Sutton, 2018; |Ouyang et al.|
2022). Formally, during training we aim to minimize:

Edeg* |:»Calp0 (7T9(' | P))]» (20)

where dy- denotes the prefix distribution induced by the final model. Since dy- is likely to include
preferred prefixes upon convergence, selecting ¢1.;_1 as the prefix essentially samples (or directly
uses) states from the preferred path, ensuring consistency with the final distribution dg-.

E DIScuUsSION
In this section, we provide further discussion on the ALPO method.

E.1 CONCLUSION

The visual media industry, serving as a pivotal medium for human cultural exchange and dissemina-
tion, is witnessing automation and industrialization as critical future trends. Against this backdrop,
we propose ALPO, a novel training paradigm for translation models, by employing techniques
including LLM-as-a-Judge and preference alignment. Through comprehensive experimentation and
theoretical analysis, we validate the effectiveness of ALPO. We believe this study will not only
positively contribute to the advancement of visual media technologies but also promote research on
domain-specific translation models in other fields.
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E.2 RECOMMENDATIONS
We would like to offer some developer suggestions for technicians using ALPO:

* When employing LLMs for preference annotation, shuffle the order of translations across
multiple inference passes and average the results to obtain robust evaluation outcomes.

* The training prompt should utilize the language best suited to the selected backbone, e.g.,
Chinese prompts for Qwen-series models and English prompts for LLaMA-series models.

* Our open-source implementation reveals additional processing details, including handling
of terminology translation, subtitle segmentation, and semantic integrity preservation. Refer
to the source code for specific implementations.

Subtitle texts are inherently multimodal content closely intertwined with the visual and auditory
elements of media programs. Videos provide supplementary information about characters, scenes,
and plot progression, while audio conveys emotional and tonal cues. Future research should therefore
focus on harnessing these multimodal data resources to enhance subtitle translation, e.g., leveraging
video and audio modalities to enable speaker annotation for subtitle lines, and utilizing audiovisual
context to facilitate subtitle translation.

E.3 LIMITATIONS
ALPO has the following limitations:

* The visual media data and associated copyrights required for subtitle translation are predom-
inantly concentrated within large enterprises, creating data accessibility barriers.

* Similar to other SOTA LLMs, ALPO lacks the capability to integrate multimodal information
(e.g., video) during the translation process.

F PROMPTS AND INSTRUCTIONS

In this section, we present the input and output formats used for LLM and human evaluators.

F.1 INPUT AND OUTPUT OF TRANSLATION LLM

We illustrate the prompt and response format of the zh=-en translation model below (similar formats
apply to other languages). The red text appears only in LLM ICL. The original and translated subtitles
of the program are formatted as shown in the text boxes for use in SFT and ALPO model training, as
well as other baseline LLM ICL.

The zh=-en translation prompt demonstration of translation model.

<INSTRUCTION>

Please translate the following multiple Chinese movie/TV lines into
English according to the following requirements:

1. The English translation should be colloquial, easily
understandable, and that the language style is consistent with the
Chinese lines.

2. The English translation must be expressive and vivid,
effectively conveying the atmosphere, emotions, and tone of the
original Chinese lines.

3. Output the translation with its line number, ensuring that the
number of lines in the translation matches the number of lines in
the Chinese original, without merging any lines.

<EXAMPLE>

Original text:

1.5 AR K — A e FAa 4k 69 B ]
2. AT LI
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34 . BARAARK AT
35. AR & B LA I A

Translation results:
1.Allow us a moment of civility.
2.We must talk.

34.The Arcane stirs within you.
35.Stay away from the Hexgates.

<TASK>

According to the requirements, complete the following translation.
Original text:

1. AR89 T RATT T

2. KARFE BT

30 AASRYRE BERET LBA
35 M B H KR A 4 ) fe

Translation results:

The zh=-en translation response demonstration of SFT model.

1.I heard your prognosis.
2.I'm terribly sorry, my boy.

34.It’'s a sad truth that
35.those who shine brightest often burn fastest.

F.2 INPUT OF EVALUATION LLM

We present the prompt format for LLM evaluation of vividness in zh=-en translation below (similar
formats apply to other languages). When using LLM to assess the vividness of a line, we provide the
contextual lines surrounding it.

The zh=-en prompt demonstration of evaluation LLM.

<INSTRUCTION>
Please assign a vividness score (0-100, integer) to multiple
English translations of a Chinese subtitle line. The original

Chinese line and its surrounding context will be provided for
reference, marked with [To be evaluated] and [Context] respectively.
The scoring principles for translation vividness are as follows:
Principle 1 (Accuracy): The translation can be moderately liberal
but must maintain reasonable accuracy in conveying the original
meaning without additions or omissions (Weight:30%);

Principle 2 (Colloquial Appropriateness): Evaluate whether the
translation uses natural spoken language suitable for the subtitle
context and effectively conveys the original emotion, atmosphere,
and tone (Weight:30%);

Principle 3 (Expressive Power): Assess whether the translation

is emotionally resonant, employs vivid phrasing, and has literary
qualities that engage the audience (Weight:40%) .

Scoring Criteria (Vividness):

100: Exceptionally expressive and impactful translation with rich
emotional layers that deeply resonate with the audience.

50: Moderately expressive translation with subdued emotional
delivery that partially conveys the intended feelings.

0: 1Inaccurate translation lacking emotional depth or expressive
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qualities, failing to evoke any audience connection.

<EXAMPLE>

Chinese original text:

[Context] MARBIABEIORLE TXENIE

[Context] ZRALZFAMMEEREENHS =

[To be evaluated] ¥ EALETRE EREARZLEER T L
[Context] ARXHEAETSAEY

[Context] PA...80&...&HE7

English translation:
Translation A: History repeats, but we can’t go back to what was.

Translation B: History often echoes, yet there’s no way for us to
turn back the clock.

Evaluation score:
{"a": 70, "B": 92, "C": 85, ...}

<TASK>

According to the criterion, complete the following evaluation.
Chinese original text:

[Context] RO THRELRHBAY EERLRRIAS

[Context] HRNIeyFARS

[To be evaluated] SASHKGZE BMEXRLET LA ML T RMRRAEGHRE
[Context] &K ARFBHRIEZANAERE

[Context] HKOFMHRTmiEE % ER

English translation:
Translation A: It’s a sad truth that those who shine brightest
often burn fastest.

Translation B: The heartbreaking truth is that those who shine the
brightest tend to burn through their life’s energy all the faster.

Note, you need to output the ratings in JSON format: {"A": score,
"B": score, "C": score, ...}
Evaluation score (only output the rating, no other content):

F.3 INSTRUCTION AND PROMPT FOR QUALITY EVALUATION

For human evaluation of translation quality, it is essential to provide evaluators with clear instructions
specifying the evaluation perspectives, criteria, and format. These instructions directly influence the
focus and emphasis of evaluators during the quality assessment process. The instructions provided to
evaluators are shown in the first text box, while the prompts used for multidimensional automated
evaluation with LLMs are presented in the three subsequent boxes.

Instruction for human evaluation of translation quality.

[Evaluation Criteria]

1. Accuracy
When evaluateing the accuracy of audiovisual subtitle translation,
consider the following dimensions:

-Semantic Equivalence: Evaluate whether the meaning of the
original subtitle is accurately conveyed in the translated version,
and if the semantic content of the source subtitle is precisely
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expressed in the target subtitle.

«Grammatical Correctness: Evaluate the grammatical accuracy of
the translated subtitle, including sentence structure, tense, voice,
and other grammatical aspects.

Terminology Translation: Evaluate whether proper nouns have
been accurately translated, maintaining the semantics and context
of the original terms.

2. Naturalness
When evaluateing the naturalness of audiovisual subtitle
translation, consider the following dimensions:

«Coherence: Evaluate whether the translated subtitle reads as
if written by a native speaker of the target language, and evaluate
the logical relationships between sentences.

-Readability: Evaluate whether the translated subtitle is easy
to read and understand, and if the word choice and expressions
conform to the conventions of the target language.

«Fluency: Evaluate whether the translated subtitle flows
smoothly, if sentences are well-constructed, and if there are any
obvious grammatical errors or unnatural expressions.

3. Vividness
When evaluateing the vividness of audiovisual subtitle translation,
consider the following dimensions:

-Stylistic Consistency: Evaluate whether the translated
subtitle maintains the style and characteristics of the original,
including consistency in character tone and emotional nuances.

-Expressiveness: FEvaluate whether the translation conveys the
essence and atmosphere of the original lines, avoiding mechanical
literal translation, thereby making it easier for the audience to
understand and find engaging.

«Emotion: Assess whether the translation faithfully conveys the
character’s emotions, aligns with the scene and character context,
and resonates emotionally with the target language audience.

[Task]

For each set of original subtitles, two different translations

(A and B) are provided. Please refer to the multiple evaluation
dimensions specified in the [Evaluation Criteria] to evaluate the
two translations for each set of original subtitles. Indicate

your evaluation results for translations A and B by marking [A is
better], [B is better], or [No significant difference between A and
B]. Note that you only need to evaluate the overall performance of
each set of subtitles, not each individual line of subtitle.

The prompt of en=>zh subtitle translation accuracy evaluation.

[English to Chinese Subtitle Translation Accuracy Evaluation]

Please rate the accuracy of the following English to Chinese
subtitle translation, using integer scores from 0 to 100. The
translation accuracy rating criteria include evaluating whether

the Chinese translation accurately conveys the original meaning of
the English subtitle. Additionally, pay attention to whether the
terminology (e.g., names of people, places, organizations, items,
etc.) 1n the English original subtitle is accurately translated in
the Chinese translation.

Scoring Criteria (Accuracy):

100: The translation is completely accurate, covers all
information, provides a coherent translation, and the proper nouns
are accurately translated.

50: The translation is mostly accurate, with only minor omissions
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or unclear context, and proper nouns are partially inaccurately
translated, but the overall meaning is still understandable.

0: The translation is severely distorted, misinterprets the main
meaning of the original text, and the translation of proper nouns
is poor.

Original English Line:

A crime like this can’t be overlooked. The boy must be punished.
A violation of the Ethos calls for banishment,

but I can sympathize with a young man’s dream to change the world.

Yeah, I must admit, his theory intrigues.
If dangerous ideas didn’t excite the imagination,
we would never wander astray.

Chinese Translation:

BAES EHRIT AR H

i RAE A AR 09 A A 52 & %38 B IR %

12 ZALREIR & — AN F R A HUE B R0

KFATHR BMREZREEAED
o BTS04 K R G 5] A1
LHEE BN R — T

Note: You need to output in JSON format: {"Score": evaluation
score}
Score (only output the score, no further explanation required):

The prompt of en=>zh subtitle translation naturalness evaluation.

[English to Chinese Subtitle Translation Naturalness Evaluation]

Please rate the naturalness of the following English to Chinese
subtitle translation using an integer score from 0 to 100. The
naturalness score of the subtitle translation should consider
whether the translated text adequately takes into account
contextual factors, including cultural background and context,
and whether it ensures natural and fluent language expression
that conforms to Chinese grammatical structures and word usage
habits. It should be easy to understand and close to the culture
and expression habits of the Chinese audience.

Scoring Criteria (Naturalness):

100: The translation fully considers context and cultural
background, with smooth and natural language that aligns with
Chinese usage habits, and contains no grammatical or lexical
errors.

50: The translation considers the context and is basically fluent,
but some expressions may be slightly awkward or unnatural, with
potential minor grammatical errors.

0: The translation does not effectively consider the context or
culture, is not fluent, has many grammatical errors, is rigid, and
difficult to understand.

Original English Line:

A crime like this can’t be overlooked. The boy must be punished.
A violation of the Ethos calls for banishment,

but I can sympathize with a young man’s dream to change the world.

Yeah, I must admit, his theory intrigues.
If dangerous ideas didn’t excite the imagination,
we would never wander astray.
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Chinese Translation:

BT EYRITFRE HRE

b RAE o AR 6 A 52 2 1% 18 B R %

{2 K BEER S — N FRASF B R TR GM O

RABTR WA EEREELES
W REBOERTEIABAE
AR FEAE R T

Note: You need to output in JSON format: {"Score": evaluation
score}
Score (only output the score, no further explanation required):

The prompt of en=>zh subtitle translation vividness evaluation.

[English to Chinese Subtitle Translation Vividness Evaluation]

Please rate the vividness of the English to Chinese subtitle
translation below, using an integer score from 0 to 100. The score
for translation vividness does not take into account the accuracy
of the translation; it only evaluates whether the translation is
expressive, emotionally rich, and more capable of engaging the
audience.

Scoring Criteria (Vividness):

100: The translation is highly expressive and impactful, with rich
emotions, capable of strongly moving the audience.

50: The translation has some expressiveness, and the emotional
expression is relatively flat but still conveys some emotion.

0: The translation lacks expressiveness and emotion, failing to
evoke any emotional resonance from the audience.

Original English Line:

A crime like this can’t be overlooked. The boy must be punished.
A violation of the Ethos calls for banishment,

but I can sympathize with a young man’s dream to change the world.

Yeah, I must admit, his theory intrigues.
If dangerous ideas didn’t excite the imagination,
we would never wander astray.

Chinese Translation:

TS EHRATRRE H R

i A S R 69 AR 2 2 %38 B IR %

12 ZALREAR & — AN F R A A R B R0

KRBT MME2REEAES
o R A0 Ak R 5] A A
LA RN — T

Note: You need to output in JSON format: {"Score": evaluation
score}
Score (only output the score, no further explanation required) :
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