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ABSTRACT

Mangroves buffer coasts and store large amounts of carbon, yet they are vulnera-
ble to storms and require reliable monitoring at global scale. Thresholded spectral
indices break across sensors, seasons, and atmospheres, which limits their use-
fulness beyond local settings. Recent segmentation models are more promising
but are difficult to train at scale because single-date imagery and labels are rarely
paired and because models seldom exploit location context. First, we collect a
globally distributed dataset, MANGO, that pairs one Sentinel-2 acquisition with
each region—year label through a principled selection that balances agreement with
the label and scene quality, and we provide country-disjoint splits together with
co-registered geospatial embeddings. Second, we introduce a simple way to turn a
global geospatial embedding into a small set of context channels that augment the
optical bands and condition any backbone without architectural changes. Across
strong convolutional and transformer baselines, this combination yields consis-
tent gains on held-out countries and visibly cleaner maps, with sharper shorelines,
better retention of small stands, and fewer false positives over turbid water, while
adding minimal computational overhead. We release the dataset, the selection
protocol, and the conditioning module to support reliable and scalable monitoring
of coastal ecosystems.

1 INTRODUCTION

Mangroves are keystone coastal forests that buffer shorelines, sustain fisheries, and store substantial
blue carbon, therefore monitoring at global scale is essential Bunting et al.| (2022); (Cissell et al.
(2021)). Operational pipelines span thresholded spectral indices such as the Normalized Differ-
ence Vegetation Index (NDVI) Tran et al.|(2022), the Modified Normalized Difference Water Index
(MNDWI) [Tran et al.| (2022), and the Mangrove Vegetation Index (mvi) Baloloy et al.| (2020), as
well as machine learning workflows on Google Earth Engine (GEE) Tran et al.|(2022)). These index-
based approaches are not robust across sensors and seasons and are sensitive to water adjacency
and atmospheric effects, which often forces site-specific retuning [Tran et al.| (2022); Baloloy et al.
(2020). This fragility is evident in Figure I} panels (a) and (d) are two Sentinel-2 images of the
same region on different dates, panels (b) and (e) visualize mvi after clipping the upper one percent
to improve contrast, and a single mvi threshold tuned in the range 4.5—13 extracts mangroves on the
first date as in panel (c) yet fails on the second date as in panel (f) despite identical location.

To move beyond the fragility of index thresholds, recent studies pursue supervised deep learning
for mangrove mapping and report steady gains across diverse coastlines [Fu et al.| (2025)); | Xu et al.
(2023)). Yet in practice many studies train with Global Mangrove Watch(GMW) data |Bunting et al.
(2022). GMW provides region—year masks, one annual mask per mapped region and year that sum-
marizes many observations, yet it does not specify the acquisition date of a single optical scene
Bunting et al|(2022). A single-date Sentinel-2 image therefore often fails to align with the annual
label in time and tide, and naive pairing introduces label noise. In response, many works fall back
to small local datasets or couple annual masks with mismatched imagery or temporal composites,
which increases manual quality control and undermines reproducibility and cross-region compara-
bility |Cissell et al.| (2021]).

We address this issue by providing MANGO, a collection of Sentinel-2 Level-2A scenes paired to
GMW region—year labels. For each region and year we select a single acquisition from all candidates
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(a) Sentinel-2¢1 (b) mvi vis. (c) mvi thr. (d) Sentinel-2;2 (e) mvi vis. (f) mvi thr.

Figure 1: mvi visualizations across dates at the same site. (a) Sentinel-2 RGB at date ¢;. (b) mvi
visualized after 99th-percentile clipping. (c) Binary mask from a fixed mvi threshold 4.5-13.0. (d)
Sentinel-2 RGB at date ¢5 for the same site. (e) mvi visualized with the same preprocessing as in
(b). (f) Binary mask using the same fixed threshold as in (c).

using a quality-aware score computed within the region. The score integrates three signals: inter-
section over union between a composite-trained predictor and the annual mask, Level-2A Aerosol
Optical Thickness (AOT) for atmospheric clarity, and cloud fraction. The resulting pairs are more
reliable than datasets selected solely by cloud coverage.

Beyond data selection, we introduce an AlphaEarth-guided spectral projection for remote-sensing
segmentation. AlphaEarth is a geospatial foundation model trained on global multi-sensor time
series that yields compact per-pixel embeddings capturing spatial and temporal context such as cli-
mate, season, morphology, hydrology, and human influence Brown et al.| (2025). We treat this
embedding as location-aware context and learn a lightweight projection that produces a small set
of auxiliary channels. These channels act as false bands and are trained to follow the physics of
spectral analysis by enlarging between-class contrast while controlling within-class variation. Ap-
pending them to the six optical bands lets the segmenter couple same-date reflectance with regional
and seasonal priors. The resulting physics-aware design sharpens coastal boundaries and improves
robustness to haze, tide, and background variation, and it integrates as a drop-in module with both
convolutional and transformer backbones.

Contributions

1. We formalize the temporal pairing gap of region—year labels and introduce a quality-aware
score that ranks all single-date candidates within a region by composite-based prediction
agreement, AOT, and cloud fraction, enabling principled selection without manual align-
ment.

2. We provide MANGO, a globally distributed set of Sentinel-2-GMW single-date pairs with
country-balanced coverage, six-band 10 m imagery, per-scene metadata for auditing, and
co-registered annual AlphaEarth embeddings, together with region-disjoint 80/10/10 splits.

3. We introduce an AlphaEarth-guided spectral projection that converts frozen embeddings
into a small set of learned false bands carrying regional and seasonal context. Trained with
a physics-aware separation objective that amplifies inter-class spectral contrast, this module
drops into both CNN and transformer based models without modification.

4. We establish reproducible baselines across CNN and transformer based models and show
improvements when conditioning on the projected channels.

2 RELATED WORKS

Mangrove detection with spectral indices and classical machine learning Early mangrove in-
ventories relied on hand-crafted spectral indices that contrast vegetation against water, soil, and
built-up areas by exploiting band physics (2022). The Normalized Difference Vegetation
Index uses near-infrared and red to capture chlorophyll vigor Tran et al.[(2022). The Enhanced Veg-
etation Index incorporates the blue band to damp atmospheric and soil influences (2022).
NDMI and NDWTI variants compare near-infrared with shortwave-infrared, or green with shortwave-
infrared, to measure canopy moisture and open water Tran et al.|(2022). For turbid coasts, the Man-
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(a) GMW 2020 label footprint. (b) MANGO sampling footprint.

Figure 2: Global footprint of labels and samples. (a) Spatial extent of GMW 2020 label polygons
that define region—year supervision. (b) Distribution of MANGO sampling regions used to construct
Sentinel-2 image-label pairs via the quality-aware selection pipeline.

grove Vegetation Index combines green, near-infrared, and the second shortwave-infrared band to
enhance separability of mangrove stands Baloloy et al.| (2020). These indices are grounded in the
physical response of mangrove canopies, which show strong near-infrared reflectance due to leaf
cellular structure, absorption in the red by chlorophyll, and shortwave-infrared sensitivity to water
content that helps distinguish canopies from water and mudflats when thresholds are well tuned Tran
et al|(2022); Baloloy et al.| (2020). At national scale, index features are often paired with classical
machine learning on cloud platforms such as Google Earth Engine, for instance a ten-meter Belize
inventory that used Sentinel-2 features with random forests to map fine coastal patterns Cissell et al.
(2021). Despite these advances, fixed thresholds vary across sensors, seasons, atmospheres, and
tidal states, which leads to site-specific retuning and motivates approaches that move beyond static
index rules Tran et al.| (2022); Baloloy et al.| (2020).

Remote-sensing segmentation models Deep segmentation has progressed from convolutional en-
coder—decoders such as U-Net to architectures built on self-attention and modern decoders, and these
models transfer effectively to aerial and satellite imagery Ronneberger et al.| (2015); [Dosovitskiy
et al.| (2020); Xie et al|(2021); Cheng et al. (2022)). In Earth observation, segmentation underpins
land cover mapping [Wang et al.[(2021)); Demir et al.| (2018), shoreline monitoring |Vos et al.|(2019),
flood delineation Bonafilia et al.[(2020), and building extraction Maggiori et al.[(2017), which has
driven broad adoption across sensors and regions. To mitigate data scarcity and domain shift, recent
work explores few-shot segmentation tailored to remote sensing. A representative approach synthe-
sizes novel-class exemplars with an inpainting diffusion pipeline and refines masks to substantially
improve low-data performance across backbones |Immanuel et al.|(2025)). In the mangrove domain,
studies adapt CNN and Transformer hybrids and report steady gains across diverse coastlines, which
underscores the move toward data-driven and generalizable segmentation beyond index thresholds
2Zhou et al.| (2024); Rondon et al.|(2023)).

3 CONSTRUCTING MANGO

Motivation and design principles. Despite the practical appeal of spectral-index mapping, fixed
thresholds lack robustness across sensors, seasons, tidal states, turbidity, and aerosol loads, which
forces region-specific retuning and limits scalability. Supervised deep models, in turn, require date-
specific image—label pairs, whereas widely used annual products only provide region—year masks
without acquisition dates. MANGO addresses this temporal pairing gap while maintaining global
coverage, geographic balance at the country level, and quality awareness through per-scene metadata
that supports auditing and analysis.

3.1 DATASET COLLECTION

We tile the GMW extent with a non-overlapping S x .S grid to define regions and, for each re-
gion—year, retain all Sentinel-2 L2A acquisitions that sufficiently cover the region while remaining
reasonably clear; retained scenes are cropped to the region and assembled as a temporal stack. For
a single year, we write the region set as R = { Ry }~_, and reserve 7 7+ for the retained time index
set of region Rj, ( Equation [I). We denote a Sentinel-2 L2A acquisition at time ¢,, by I, use
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(a) Sampling distribution by country. (b) Country-disjoint train/validation/test split.

Figure 3: Sampling distribution and splits. (a) Proportion of sampled regions across countries in
X. (b) Map of the 80/10/10 split at the country level.

QF« (1, ) € [0,1] for the coverage fraction of I;, over Ry, and use C(Li’“) € [0, 1] for the cloud

coverage over the region in the region-cropped image It}i’“. We keep all acquisition times that satisfy
both coverage and cloud criteria:

T =t,: Q% (L) >w and C(I*) < &, wherew = 0.9, k= 0.5. 1)
For t,, € T%*, we denote the region-cropped image by I, ik and write the per-year image set as

X = {I* | R, € R, t, € TF*} )

Through this procedure, the sampled regions that constitute X and their global footprint are sum-
marized in Figure[2] As shown in Figure[3] the dataset exhibits a broad geographic footprint and is
partitioned with a country-disjoint split into train, validation, and test; we use an 80/10/10 ratio and
hold out validation and test regions that are never seen during training. Each retained acquisition is
exported at 10 m and stored as a six—band stack

I/ = [R, G, B, NIR, SWIRL, SWIR2], I/ e RF>WxE, (3)
As shown in Figure [4] the largest between- s Spectral Reflectance Analysis
class gaps in surface reflectance occur in & 1000 o —— Mangroves
the green, near-infrared, and both shortwave- S 1500 / N . s=sihenmangrovelvegetation
infrared ranges. We therefore restrict inputs to fmo '/'\./
[RGB, NIR, SWIR1,SWIR2|. This selection £ 2500
follows the same spectral logic used to derive £ 2000 N
the mvi and related analyses Tran et al.| (2022); Ewoo
Baloloy et al.[(2020); |Cissell et al.| (2021]). g0 | / - | o
§ s A —
AlOHgSide every Itlzk we rasterize the annual a 500 750 1000 1250 1500 1750 2000 2250

GMW polygons on the region grid to obtain Wavelength (nm)

the supervision mask M %+ € {0, 1}7*W_ We
also record per-candidate metadata used during
selection: the regional cloud coverage C (It}i’“)

Figure 4: Surface reflectance analysis for
mangroves and non-mangrove vegetation across

R Sentinel-2 wavelengths.
and the aerosol optical thickness A(Z;"*). In

addition, we provide an annual AlphaEarth embedding for each region, denoted B+ € RH*Wx64]

defined on the same spatial grid as Itlz’“ but without a time index; E* summarizes location-
dependent priors for the year. The complete field list and formats are provided in Appendix 2?.

3.2 DATASET SELECTION

Figure 5| outlines the selection pipeline. The core challenge is to rank same-region candidates with-
out date-specific labels. Direct evaluation against the annual GMW mask is ill-posed, so we adopt

a composite-first proxy: for each region R, we form a temporal median composite 17 over T %+,



Under review as a conference paper at ICLR 2026

1- A1) 1-00) E S(I™)

0.80 100 1.85

o "\ 1- A7) 1 v = [C[i7:9) i S
v 068 HIREEE 263

T =

H
H

L} 3 3

H H H

b : H
A o 5)
Yl o7a |+ 1| o093 | 2.55

] - 1

DA e, | ST
b o8 |, | o8t d 220

Cloud Coverage

Figure 5: Dataset selection pipeline. For each region Ry, candidate acquisitions Iflk are assessed
with a quality-aware score that integrates predicted alignment to the annual mask, aerosol load, and
cloud coverage; the top-scoring acquisition is selected as the training image.

comp With learned parameters fcomp, on (17, M%), and run it on

each candidate Iﬁ’”‘ to obtain probabilities Pt}f’“ and a binarized mask 2§k at a fixed threshold
7 =0.5.

train a lightweight predictor fy

Prediction term. We quantify prediction—label consistency for a candidate via the intersection-
over-union with the annual mask:

J(IFR) = ToU (Y, ME»), 4)

Haze and Cloud term. We extract AOT A(Ifl") and cloud coverage C (Itli ¥) € [0,1] over the
region for each candidate. Lower haze and lower cloud should be preferred in the final ranking,

which we implement in the score through the factors 1 — Aand1— C after normalizing AOT as

~ A(IF*
A(Iﬁ’“) = min{ 1(06"0),1} .

Quality-aware score. We set non-negative weights w y, w4, w¢ uniformly or tune them on a held-
out subset, then define the quality-aware score and the selection rule as follows:

®)

S(IF%) = wy (IF%) +wa(l — A(IF)) +we (1 — C(IF)), (6)
thest = arg max S(ItR’“). @)
t, €T Bk "

4 ALPHAEARTH-GUIDED SPECTRAL PROJECTION FOR MANGROVE
SEGMENTATION

Classical spectral analysis separates targets by forming indices from differences in surface re-
flectance across bands. For mangrove detection the strongest discriminative gaps arise in near-
infrared, shortwave-infrared, and green, and prior work exploits these regimes [Iran et al.| (2022));
Baloloy et al| (2020); (Cissell et al.| (2021). We translate this physics into learning by drawing
location-dependent cues from the AlphaEarth embedding through a lightweight projection layer and
appending the resulting channels to the six optical bands. Training encourages the projected chan-
nels to enlarge the margin between mangrove and non-mangrove, and the segmentation loss anchors
pixel-wise predictions to the ground truth. The design plugs into convolutional and transformer
backbones without backbone-specific changes and yields consistent performance gains.

4.1 OVERALL PIPELINE

Figure [ summarizes our method. It integrates in a backbone-free manner with convolutional and
transformer segmentation models. Each model receives an input built by concatenating the six
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Figure 6: Overview of the proposed pipeline. The AlphaEarth embedding is projected into a
small set of context channels. These channels are concatenated with the six optical bands, and the
resulting stack is fed to the segmentation model, which is trained with a standard segmentation
loss. In parallel, a separation loss acts on the projected channels: for c=0 (non-mangrove) and
c=1 (mangrove), it increases the difference between their band statistics while keeping each class
compact. Training minimizes the sum of the segmentation loss and the separation loss.

optical bands with channels obtained by projecting the AlphaEarth embedding. We optimize the
network with a standard segmentation loss and add a separability loss that drives the projected
channels to enlarge the margin between mangrove and non-mangrove. The two losses act jointly so
that the model exploits same-date spectra while leveraging slowly varying regional priors.

4.2 PROJECTION LAYER

In this section we write the selected image Itf:st as I, the annual AlphaEarth embedding E%* as E,
and the mask M as M. AlphaEarth supplies E on the same spatial grid as I and, at each pixel,
provides a 64-dimensional vector that summarizes location-dependent priors. The projection layer
converts this per-pixel vector into D arbitrary channels via a shared linear map and bias, producing
task-aligned false bands. Formally,

Z = g4(E) = EU + b, E e REXWx64 17 ¢ R6XD e RP | 7 e REXWXD ()

We then concatenate Z with the six optical bands to form the model input, which exposes both
same-date spectra and the learned regional context to the backbone:

I = concat (I, Z) € RITXWx(6+D), )

Any segmentation model, CNN-based or transformer-based, consumes I and produces per-pixel
logits and probabilities optimized by the losses defined below:

P = f,(I), P = Softmax(P). (10)

4.3 Loss FUNCTION

The projection layer injects geospatial and seasonal context from AlphaEarth. To make the projected
channels Z act as learned false bands that carry this context in a discriminative way, we introduce
a separation loss in the spirit of spectral analysis. The objective is to enlarge the gap between the
class-conditional distributions while keeping within-class variance small under supervision from M.
Let P denote the predicted per-pixel class probabilities on I. For ¢ € {0,1} define Q. = {p € Q |
M (p) = ¢} and per-dimension statistics

1 1
cd=157 > Z 2. = > " (Za(p) — pea)*- 11
He,d o a(p), 0zd 0 (Za(p) — pe.a) (11)
pch pch
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Table 1: Baselines and AlphaEarth-projected variants on the country-disjoint test set (higher is bet-
ter). “+A.E” denotes AlphaEarth-guided spectral projection. Formatting: bold marks the best score
in each column and underline marks the second best. Abbreviations: CNN = convolutional back-
bone, Trans = transformer backbone, Pre/Rec/Acc = precision/recall/accuracy.

Grouping Method IoU(%) F1(%) Pre(%) Rec(%) Acc(%)
Setting Backbone model encoder
UNet++ resnet34 90.84 94.60 94.36 96.00 93.93
CNN MAnet resnet34 89.82 93.81 93.40 95.83 93.09
PAN resnet34 88.98 93.34 92.59 95.80 92.55
SM Segformer mit-b2 90.25 94.20 95.12 94.61 93.60
FPN pvtv2-b2 90.33 94.25 94.44 95.37 93.57
Trans DPT vit-b16 85.05 90.85 87.01 97.40 90.21
UPerNet swin-t 86.00 91.49 87.58 97.82 91.15
UNet++ + A.E resnet34 90.62 94.37 95.58 94.49 93.91
CNN MAnet + A.E resnet34 90.72 94.44 95.52 94.68 93.84
PAN + A.E resnet34 90.86 94.56 95.17 95.13 94.05
Ours Segformer + A E  mit-b2 91.27 94.88 95.54 95.30 94.28
FPN + A.E pvtv2-b2 91.12 94.79 96.00 94.67 94.26
Trans DPT + AE vit-b16 86.30 91.68 88.24 97.47 91.17

UPerNet + A.E swin-t 85.94 91.22 89.51 95.38 91.36

. e — (p1,a—po,a)?
Channel-wise separability is sq = %
we bound the separation loss term L, to the range [0, 1] (See Equation . Alongside this separa-
tion objective we use a standard segmentation loss that combines cross-entropy and Dice loss XXX.
The final training objective is expressed as follows:

and we aggregate lsp = % Zle s4. For stability

1
1+ lsep/T
The projection layer supplies learned false bands that encode regional and seasonal priors, the seg-

mentation loss supervises the mask, and the bounded separation term shapes the projected channels
toward maximal class separation. Hyperparameters and optimization schedules are reported in Ap-

pendix

L = CE(P,M) + Adice Dice(P, M) + Asep Loep, Lsep = (12)

5 EXPERIMENTS

In this section we compare AlphaEarth-guided models with strong baselines on MANGO. The split
is 8:1:1 for train, validation, and test at the region level, and the validation and test sets contain
regions never seen during training (Fig. [3b). All runs were executed on Ubuntu 20.04 with PyTorch
2.5.0, CUDA 11.5, RTX 4090 24 GB, and an AMD Ryzen Threadripper PRO 5955WX CPU.

5.1 BASELINES

We benchmark widely used semantic segmentation architectures from the PyTorch ecosystem span-
ning CNN and Transformer families. CNN baselines: UNet++ Zhou et al.| (2018), MAnet [Fan
et al.| (2020), and PAN [Li et al| (2018) with ResNet-34 encoders. Transformer baselines:
DeepLabV3+ Chen et al.|(2018), SegFormer Xie et al.| (2021), FPN [Lin et al.|(2017), DPT Ran-
ftl et al.[(2021), and UPerNet |Xiao et al.[(2018) using SwinV2, MiT-B2, PVTv2-B2, ViT-B/16, and
Swin-T encoders.

5.2 QUANTITATIVE RESULTS

Table [T] summarizes country-disjoint test performance. Adding AlphaEarth-guided spectral pro-
jection (AE-SP) improves mean IoU from 87.78 to 88.36 and mean F1 from 92.18 to 92.60 across
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Figure 7: Qualitative results. Vertical labels indicate column groups: SM—baseline segmentation
outputs; AE-SP—the same backbones with the proposed AlphaEarth-guided spectral projection;
and AE_Proj—visualizations of the AlphaEarth embedding projected by AE-SP. Row 1: (a) In-
put Sentinel-2 RGB; (b-h) predictions from UNet++, MANet, PAN, SegFormer, FPN, DPT, and
UPerNet (abbrev.: SG=SegFormer, UN=UPerNet). Row 2: (i) Ground-truth mask; (j—p) AE-SP
predictions in the same model order as (b-h). Row 3: (j) AlphaEarth image visualized via PCA (3
components); (r—x) AE-SP—projected AlphaEarth bands, again following the model order in (b-h).
IoU is reported beneath each panel.

AE-Proj

backbones. Precision increases from 92.46 to 94.02, while recall shows a small average decrease; ac-
curacy rises from 92.00 to 92.56. By family, transformer backbones gain about +0.75 IoU and +0.45
F1 on average, whereas CNNs exhibit smaller but positive deltas. The strongest single systems are
the transformer variants with projection, with SegFormer + AE leading IoU/F1 and FPN + AE rank-
ing second. Two models depart from the trend: UNet++ and UPerNet show limited benefit under
our setup.

5.3 QUALITATIVE RESULTS

Figure [7] presents qualitative results. Row 1 contains baseline predictions; Row 2 shows the same
backbones conditioned on the AlphaEarth-guided spectral projection; Row 3 visualizes the Al-
phaEarth embedding via PCA (left) and the projected AlphaEarth bands (right). Across scenes,
conditioning on the projection yields delineations that more closely match the ground-truth mask:
coastal boundaries are sharper, small mangrove patches are retained, and commission in turbid water
is reduced. The per-panel IoU printed beneath each image tracks these trends.

Training protocol. All baselines and guided variants use the same data pipeline, optimization
budget, and reporting protocol. Inputs are the six optical bands or the six optical bands concatenated
with the D projected channels. Models are trained with the segmentation loss and the bounded
separation loss defined in Sectionfd] Hyperparameters, schedules, and evaluation details are provided

in Appendix
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Figure 8: Class—separation dynamics of the projected AlphaEarth bands. Example with a DPT
backbone. The AlphaEarth—guided spectral projection is trained with a separation loss that enlarges
between—class contrast while controlling within—class variance. (a) At an early step the mangrove
and non—mangrove class means across the three projected bands are nearly coincident. (b) As train-
ing proceeds the class means diverge and occupy complementary directions across bands, widening
the margin. (c) The per—band and total mangrove—non—mangrove differences increase throughout
training (solid curves denote smoothed trends), confirming that the separation objective actively
shapes the projected channels.

6 DISCUSSION

Dynamics of the projected bands. The AlphaEarth-guided spectral projection converts the em-
bedding into a few task-aligned bands and trains them with a separation objective that enlarges
the margin between mangrove and non-mangrove while stabilizing within-class variability. This
mechanism explains the improvements observed above: the backbone no longer relies solely on
single-date reflectance, but fuses it with location-aware priors carried by the projected bands, which
reduces ambiguity at tidal shorelines and over turbid water.

Figure [8] examines how this separation emerges during training. Early in optimization (Fig.
the class means across the projected bands are nearly coincident, indicating little discriminative
structure. As training proceeds (Fig. the means diverge and occupy complementary directions
across bands, widening the available decision margin. The trajectory plot (Fig. shows steadily
increasing per-band and total differences, confirming that the separation objective actively shapes
the projected channels rather than being a by-product of optimization. Consistently with Row 3 of
Figure[7] the projected AlphaEarth images display a clear mangrove/non-mangrove contrast—much
stronger than the PCA view of the embedding—corroborating that the learned projection is the driver
of the qualitative gains.

Practical advantages. The projection is linear and low-dimensional, so it adds minimal compu-
tational and memory overhead. Because it augments the input and leaves the backbone unchanged,
it transfers across convolutional and transformer families without special engineering. The perfor-
mance gains hold under a country-disjoint split, which indicates improved behavior when transfer-
ring to unseen regions. The data selection pipeline further improves reproducibility by fixing how
single-date images are paired with annual labels and by exposing the metadata used to make those
choices.

7 CONCLUSION

We presented a scalable path to supervised mangrove segmentation that pairs region—year labels with
single-date Sentinel-2 scenes and that injects foundation-model priors in a physics-aware manner.
The MANGO dataset is built by ranking all candidate acquisitions per region with a quality-aware
score that integrates prediction agreement, aerosol load, and cloud coverage. On top of these cu-
rated pairs, AlphaEarth-guided spectral projection converts geospatial embeddings into learned false
bands and trains them to enlarge between-class contrast, delivering consistent gains across convolu-
tional and transformer backbones with minimal overhead.



Under review as a conference paper at ICLR 2026

REFERENCES

Alvin B Baloloy, Ariel C Blanco, Raymund Rhommel C Sta Ana, and Kazuo Nadaoka. Develop-
ment and application of a new mangrove vegetation index (mvi) for rapid and accurate mangrove
mapping. ISPRS Journal of Photogrammetry and Remote Sensing, 166:95-117, 2020.

Derrick Bonafilia, Beth Tellman, Tyler Anderson, and Erica Issenberg. Senlfloods11: A georefer-
enced dataset to train and test deep learning flood algorithms for sentinel-1. In Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition workshops, pp. 210-211,
2020.

Christopher F Brown, Michal R Kazmierski, Valerie J Pasquarella, William J Rucklidge,
Masha Samsikova, Chenhui Zhang, Evan Shelhamer, Estefania Lahera, Olivia Wiles, Simon
Ilyushchenko, et al. Alphaearth foundations: An embedding field model for accurate and effi-
cient global mapping from sparse label data. arXiv preprint arXiv:2507.22291, 2025.

Pete Bunting, Ake Rosenqvist, Lammert Hilarides, Richard M Lucas, Nathan Thomas, Takeo Ta-
dono, Thomas A Worthington, Mark Spalding, Nicholas J Murray, and Lisa-Maria Rebelo. Global
mangrove extent change 1996-2020: global mangrove watch version 3.0. Remote Sensing, 14
(15):3657, 2022.

Liang-Chieh Chen, Yukun Zhu, George Papandreou, Florian Schroff, and Hartwig Adam. Encoder-
decoder with atrous separable convolution for semantic image segmentation. In Proceedings of
the European conference on computer vision (ECCV), pp. 801-818, 2018.

Bowen Cheng, Ishan Misra, Alexander G Schwing, Alexander Kirillov, and Rohit Girdhar. Masked-
attention mask transformer for universal image segmentation. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition, pp. 1290-1299, 2022.

Jordan R Cissell, Steven WJ Canty, Michael K Steinberg, and Loraé T Simpson. Mapping national
mangrove cover for belize using google earth engine and sentinel-2 imagery. Applied Sciences,
11(9):4258, 2021.

Ilke Demir, Krzysztof Koperski, David Lindenbaum, Guan Pang, Jing Huang, Saikat Basu, For-
est Hughes, Devis Tuia, and Ramesh Raskar. Deepglobe 2018: A challenge to parse the earth
through satellite images. In Proceedings of the IEEE conference on computer vision and pattern
recognition workshops, pp. 172-181, 2018.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas
Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An
image is worth 16x16 words: Transformers for image recognition at scale. arXiv preprint
arXiv:2010.11929, 2020.

Tongle Fan, Guanglei Wang, Yan Li, and Hongrui Wang. Ma-net: A multi-scale attention network
for liver and tumor segmentation. leee Access, 8:179656-179665, 2020.

Lixiang Fu, Yaoru Wang, Shulei Wu, Jiasen Zhuang, Zhongqiang Wu, Jian Wu, Huandong Chen,
and Yukai Chen. Tccfnet: a semantic segmentation method for mangrove remote sensing images
based on two-channel cross-fusion networks. Frontiers in Marine Science, 12:1535917, 2025.

Steve Andreas Immanuel, Woojin Cho, Junhyuk Heo, and Darongsae Kwon. Tackling few-shot
segmentation in remote sensing via inpainting diffusion model. arXiv preprint arXiv:2503.037835,
2025.

Hanchao Li, Pengfei Xiong, Jie An, and Lingxue Wang. Pyramid attention network for semantic
segmentation. arXiv preprint arXiv:1805.10180, 2018.

Tsung-Yi Lin, Piotr Dollar, Ross Girshick, Kaiming He, Bharath Hariharan, and Serge Belongie.
Feature pyramid networks for object detection. In Proceedings of the IEEE conference on com-
puter vision and pattern recognition, pp. 2117-2125, 2017.

E Maggiori, Y Tarabalka, G Charpiat, and P Alliez. The inria aerial image labeling benchmark. In
IEEE International Geoscience and Remote Sensing Symposium (IGARSS). IEEE, 2017.

10



Under review as a conference paper at ICLR 2026

René Ranftl, Alexey Bochkovskiy, and Vladlen Koltun. Vision transformers for dense prediction.
In Proceedings of the IEEE/CVF international conference on computer vision, pp. 12179-12188,
2021.

Marcela Rondon, Ewane Basil Ewane, Meshal M Abdullah, Michael S Watt, Austin Blanton, Am-
mar Abulibdeh, John A Burt, Kerrylee Rogers, Tarig Ali, Ruth Reef, et al. Remote sensing-based
assessment of mangrove ecosystems in the gulf cooperation council countries: a systematic re-
view. Frontiers in Marine Science, 10:1241928, 2023.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedi-
cal image segmentation. In International Conference on Medical image computing and computer-
assisted intervention, pp. 234-241. Springer, 2015.

Thuong V Tran, Ruth Reef, and Xuan Zhu. A review of spectral indices for mangrove remote
sensing. Remote Sensing, 14(19):4868, 2022.

Kilian Vos, Kristen D Splinter, Mitchell D Harley, Joshua A Simmons, and Ian L Turner. Coastsat: A
google earth engine-enabled python toolkit to extract shorelines from publicly available satellite
imagery. Environmental Modelling & Software, 122:104528, 2019.

Junjue Wang, Zhuo Zheng, Ailong Ma, Xiaoyan Lu, and Yanfei Zhong. Loveda: A remote sensing
land-cover dataset for domain adaptive semantic segmentation. arXiv preprint arXiv:2110.08733,
2021.

Tete Xiao, Yingcheng Liu, Bolei Zhou, Yuning Jiang, and Jian Sun. Unified perceptual parsing for
scene understanding. In Proceedings of the European conference on computer vision (ECCV), pp.
418-434, 2018.

Enze Xie, Wenhai Wang, Zhiding Yu, Anima Anandkumar, Jose M Alvarez, and Ping Luo. Seg-
former: Simple and efficient design for semantic segmentation with transformers. Advances in
neural information processing systems, 34:12077-12090, 2021.

Chen Xu, Juanle Wang, Yu Sang, Kai Li, Jingxuan Liu, and Gang Yang. An effective deep learning
model for monitoring mangroves: A case study of the indus delta. Remote Sensing, 15(9):2220,
2023.

Ying Zhou, Zhijun Dai, Xixing Liang, and Jinping Cheng. Machine learning-based monitoring of
mangrove ecosystem dynamics in the indus delta. Forest Ecology and Management, 571:122231,
2024.

Zongwei Zhou, Md Mahfuzur Rahman Siddiquee, Nima Tajbakhsh, and Jianming Liang. Unet++:
A nested u-net architecture for medical image segmentation. In International workshop on deep
learning in medical image analysis, pp. 3—11. Springer, 2018.

11



Under review as a conference paper at ICLR 2026

A LIMITATIONS AND FUTURE WORK

All supervision ultimately comes from the Global Mangrove Watch annual masks. These masks
are produced from satellite data by combining change detection from synthetic aperture radar with
optical classification. They are not a census derived from systematic field delineation. Even after
selecting the best single-date image per region—year with a quality-aware score that prefers high
agreement with the annual mask, low aerosol load, and low cloud cover, residual errors remain.
Tidal phase, sensor artifacts, and inherited misclassifications can appear in both the labels and the
selected images. Such imperfections may bias both training and evaluation and are a plausible
explanation for the modest decrease in recall that accompanies the precision gains. The selection
score reduces temporal mismatch and atmospheric effects but cannot certify ground truth. Future
releases should include targeted audits with very high-resolution imagery or limited field checks.

Future work will extend selection to multi-date inputs, fuse optical and SAR to reduce cloud sen-
sitivity, and explore joint training with next-generation geospatial foundation models. We hope
the dataset, the selection protocol, and the projection module serve as strong baselines for robust,
reproducible monitoring of coastal ecosystems at global scale.

B TRAINING SETUP

We instantiate backbones from both convolutional and transformer families as reported in the exper-
iments sectionE} The projection uses a 1x 1 convolution with learnable bias. We set D to 3 and Agjce
to 0.5. We also set W and H to 256.The scale 7 is initialized to 2.0 and updated with an exponential
moving average of the running separability during early iterations to maintain stability. The weight
Asep ramps linearly from 0.1 to 0.5 over the first three thousand steps and is then held fixed. When a

batch contains a single class the separation term is skipped by setting ﬁL%*p” to 0. We optimize with
AdamW using weight decay 10~%. To introduce Z smoothly we optionally warm start by freezing
the encoder for one to three epochs while training the projection and decoder and then unfreeze all
parameters. Settings are shared across backbones unless otherwise stated.

C ABLATION STUDY

To validate the scene selection in Equation[7} we reconstruct datasets under four weight settings—1J-
dominant, AOT-dominant, cloud-dominant, and uniform (wj+ws+wc=1)—and train the same
model on each.

Table 2: Ablation of the quality-aware score weights on downstream segmentation. Each row speci-
fies (wy, wa, we)—the weights on prediction agreement, AOT clarity, and cloud fraction in Equa-
tion[6] Results are reported on the country-disjoint test split. Formatting: bold marks the best score
in each column and underline marks the second best.

Model (wy, wa, we) IoU(%) F1(%) Pre(%) Rec(%) Acc(%)

(1.0, 0.0, 0.0) 90.45 94.35 95.03 94.88 94.69
(0.0, 1.0, 0.0) 90.01 94.04 93.42 96.10 93.17
(0.0, 0.0, 1.0) 90.04 94.06 93.50 95.96 93.22

UNet+ (0.10,045,045) 9071 9452 9478 9538  93.84

(0.45, 0.45, 0.10) 90.77 94.55 93.94 96.36 93.83
(0.45, 0.10, 0.45) 90.84 94.60 94.36 96.00 93.93
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Table 3: Performance of the composite-trained predictor fy used in the selection pipeline. The

comp
model is trained on (/% M%) and evaluated against the annual mask. Metrics are aggregated
over regions in the country-disjoint split.

Model IoU(%) F1(%) Pre(%) Rec(%) Acc(%)
Joomp (lightweight) 8772 9234 92.30 94.56 91.56

D EXPLANATION OF ALPHAEARTH
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Figure 9: AlphaEarth embedding overview. The left panel marks a sampled region on the world
map. The center shows the single—date Sentinel-2 scene Itlik selected by the quality-aware proce-
dure. The right shows the co-registered AlphaEarth embedding E%*, provided on the same grid as
the optical image.

As shown in Figure 9] for each pixel, AlphaEarth supplies a 64-dimensional vector distilled from
global multi-sensor time series that summarizes slowly varying geospatial context, including cli-
mate, seasonality, coastal morphology, hydrology, and human activity. In our method the embedding
is kept frozen and later projected into a few task-aligned bands that are concatenated with the six
optical channels for segmentation.
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