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ABSTRACT

Instruction fine-tuning is a key technique for enhancing the performance of large
language models (LLMs), but low-quality and redundant data often hinder its ef-
fectiveness. Recent studies suggest that filtering a small amount of high-quality
data for instruction fine-tuning can achieve faster and more efficient training per-
formance. However, existing data filtering approaches predominantly depend on
predefined evaluation models or manually designed metrics, without leveraging
information from the target LLM itself. This limitation may result in a mismatch
between the filtering criteria and the actual requirements of the LLM being fine-
tuned, thereby reducing the effectiveness of the fine-tuning process. To address
these issues, we propose a novel perspective: the hidden states of LLMs implic-
itly reflect the quality of the training data. Based on this insight, we propose a
novel data filtering method that extracts the hidden states that reflect the target
LLM’s perception of the data as representative features, and builds a data classifi-
cation model upon them, which outputs the Contrastive Perception Quality Score
(CPQS) for dataset filtering. Our experiments are conducted in both general and
downstream domains. ① In the general domain, our experiments show that train-
ing on under 10% of the data from both the Alpaca GPT4 and DeepSeek-R1 syn-
thesized reasoning datasets enables our method to outperform models trained on
the complete datasets. Moreover, it surpasses the performance of current state-of-
the-art data-selection techniques. ② In downstream tasks, our approach delivers an
average performance gain exceeding 3.6% over leading data-selection algorithms
across multiple benchmarks, including GSM8K, HumanEval, and HumanEval-
Plus.

1 INTRODUCTION

Large language models (LLMs) (Brown et al., 2020; Chiang et al., 2023; Yang et al., 2024a; Zeng
et al., 2024), such as ChatGPT (OpenAI, 2023; Ouyang et al., 2022a), have led to a groundbreak-
ing shift in the realm of artificial intelligence in recent years. These models excel in understanding
and handling a wide array of complex language tasks. A critical factor behind their success is in-
struction tuning (Ding et al., 2023; Ouyang et al., 2022b; Sun et al., 2023; Yu et al., 2023), which
enables models to follow user instructions accurately and exhibit outstanding performance on mul-
tiple downstream tasks (Ren et al., 2024; Sun et al., 2025; Wang et al., 2023a; Zhou et al., 2024).

During the instruction tuning process, a high-quality training dataset is essential for effective fine-
tuning. Early research on creating such datasets relied on expert-designed responses (Khashabi
et al., 2020; Ye et al., 2021; Wang et al., 2022), but these efforts were limited by labor and cost
constraints. More recent studies have used powerful teacher LLMs to generate data (Lee et al., 2024;
Li et al., 2024a; Wang et al., 2023b). The primary issue with these methods is that, in large-scale
data generation, the quality of the generated data varies significantly, with both high-quality and
low-quality data being produced. itetDBLP:conf/nips/ZhouLX0SMMEYYZG23 propose the LIMA
model with a new perspective to address this issue: using as few as 1,000 carefully chosen, high-
quality instruction examples can substantially enhance model performance. This result suggests that
developing practical algorithms to extract a small, high-quality subset from large training datasets
can lead to improved training outcomes.
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Building on this idea, data filtering has become a popular area of research for efficient instruction
fine-tuning (Cao et al., 2023b; Chen et al., 2023a; Chiang et al., 2023; Liu et al., 2024d). On one
side, a main group of researchers has attempted to use predefined reward models (Chen et al., 2024;
Lu et al., 2024; Bukharin et al., 2024; Li et al., 2024b) to score data and filter it accordingly. Other
studies have analyzed data quality from multiple dimensions (Du et al., 2023; Li et al., 2024c;d; Wu
et al., 2023; Yu et al., 2024) and selected data according to defined quality metrics. In summary, pre-
vious research mainly relies on predefined evaluation models or metrics for data filtering, without
considering information from specific LLMs to be fine-tuned. This gap could lead to a mis-
match between the evaluation criteria and the actual needs of the LLMs being fine-tuned, potentially
impacting the success of the fine-tuning process.

To address this gap, this study uses runtime information from large language models as features to
enhance data representation. By working with feature vectors derived from both high-quality and
low-quality data processed by LLMs, it constructs a data classification model that helps select better-
suited, higher-quality data for fine-tuning LLMs, making the process more effective and efficient.
Specifically, our approach relies on two key ideas.

(a) Employ hidden states as LLM features: we extract the hidden states (i.e., neuron activa-
tions) (Goloviznina & Kotelnikov, 2024; Wang et al., 2024a) of the target LLM as representative
features, which encode the model’s implicit evaluation of data quality. Leveraging them enables us
to analyze training data quality from the LLM’s own perspective.

(b) Label training data based on quality tiers: we build datasets with high-quality and low-quality
labels (Wettig et al., 2024; Wen et al., 2024), enabling contrastive training that allows our CNN
model, trained on LLM hidden states, to more effectively capture and interpret the implicit evalua-
tion differences that the LLM encodes regarding data quality.

To realize the above ideas, our method is divided into the following four steps: ① We first construct
an instruction fine-tuning dataset with varying performance, containing both “high-quality” and
“low-quality” samples; ② we then extract the hidden states of the target fine-tuning model for each
instruction; ③ based on these hidden states, we train a Convolutional Neural Network (CNN) model
to identify whether the current testing sample is effective (i.e., of high quality) or not; ④ during
the prediction phase, the CNN model analyzes the hidden states perceived by the LLM for each
instruction, generating a prediction probability and classification result. The prediction probability
classified as effective is referred to as CPQS, which serves as the criterion for dataset filtering.

Through extensive experiments, we validated that our algorithm performs excellently in data se-
lection for general and downstream domain tasks. In the general domain, we tested using the
Alpaca GPT4 datasets (Taori et al., 2023) and the reasoning-deepseek dataset (Hartford & Com-
putations, 2025). The experimental results show that the selected data amount by our method was
less than 10% of the original dataset, yet it outperformed models trained on the entire dataset. Addi-
tionally, our algorithm is proven to surpass various state-of-the-art algorithms on multiple LLMs. In
downstream task domains, such as mathematical problems and programming tasks, the experimen-
tal results show that our algorithm outperformed existing state-of-the-art algorithms by an average
of 3.6 percentage points on benchmark tests like GSM8K, HumanEval (Chen et al., 2021), and
HumanEval-Plus (Liu et al., 2024c) with the same data scale.

The main contributions of this paper can be summarized as follows:

Method We proposed an efficient and accurate data selection method based on the LLM’s own con-
trastive perception quality score, significantly enhancing instruction-tuning performance.

Study This paper presents extensive empirical studies that utilize two general fine-tuning datasets
and two task-specific datasets. The results indicate that the proposed data selection method
achieves optimal performance in both general tasks and specific areas such as mathematics
and programming.

2 MOTIVATION

We introduce our core idea: using LLM hidden states to extract signals of training data quality,
illustrated with an initial experiment.

2
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Figure 1: Synthetic-data scored by ALPAGA-
SUS

Figure 2: Quality Separation in Hidden-State
Space: Logistic-Projection w·x vs. PC1

Recent studies show that LLM hidden states hold rich, actionable information. Xie et al. (2022)
measured task specialization through variability within and between classes in hidden states; Serve-
dio et al. (2025) evaluated factual accuracy from hidden-state signals; and Qian et al. (2025) used
hidden states to actively filter harmful inputs.

Motivated by these findings, we hypothesize that LLM hidden states encode data-quality signals. To
test this, we conduct an initial experiment and use models of different parameter scales to generate
high- and low-quality data (the rationale behind this selection strategy will be discussed in detail
in Section 3.1). Specifically, we use GPT-4–produced Alpaca GPT4 (Taori et al., 2023) as high-
quality data, while low-quality data are obtained by regenerating samples with smaller models (e.g.,
Llama-3.2-1B-Instruct, Qwen2.5-1.5B-Instruct). Following Chen et al. (2024), we use DeepSeek-
V3 (Liu et al., 2024a) to assign a quality score to each sample. As shown in Fig. 1, the high-quality
set averages 4.73 (mostly 4.5–5.0) versus 3.73 for the low-quality set (mostly 3.0–4.5), indicating a
clear gap.

We select the top 500 scored samples from the high-quality set and the bottom 500 from the low-
quality set. Using the last-layer hidden states of Qwen2.5-7B-Instruct as embeddings, we train
a linear logistic regressor; stratified 5-fold CV yields AUC = 1.00 (mean ± std), indicating linear
separability. For visualization, we project each embedding x onto the hyperplane normal w to obtain
w·x, plot it against PC1, and mark the decision boundary w·x+ b = 0; colors denote ground-truth
labels and show clear separation along w ·x (Fig. 2). Overall, the two sets are linearly separable in
the model’s hidden-state space.

Building on these findings, we discover that LLM hidden states differentiate high- from low-
quality data. We train a CNN using hidden-state embeddings from both sets and leverage its outputs
to score new samples, providing a prompt-insensitive evaluation of training data quality.

3 PROPOSED METHODS

This section provides a detailed description of our method. The core of our approach is to train
an external CNN model by extracting the hidden states perceived by an LM on high-quality and
low-quality general fine-tuning datasets for each data point. This model will be used to analyze the
implicit evaluation of the training data within the hidden states of the LLM. The method consists of
four key steps, as shown in Figure 3. We will discuss each step in depth and analyze it accordingly.

3.1 CONSTRUCTION OF HIGH- AND LOW-QUALITY DATASETS

Prior work has demonstrated that data synthesized by stronger models, such as GPT-4, tends to be of
higher quality and can substantially improve the downstream performance of smaller models (Wang
et al., 2023b; Peng et al., 2023). Motivated by this observation, we treat outputs from powerful mod-
els (e.g., GPT-4) as high-quality data, while the low-quality set is synthesized using much smaller
models. To construct the training data for the CNN, we randomly sampled 5,000 items from the
Alpaca GPT4 dataset as high-quality samples, capping the subset to mitigate overfitting risks. The
Alpaca GPT4 dataset itself is a large-scale, general-domain fine-tuning corpus containing 52,000
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Figure 3: Overall algorithm architecture diagram

entries, each represented as a triplet ⟨Instruction, Input,Response⟩, where Instruction specifies the
task, Input provides auxiliary context, and Response is the GPT-4–generated answer.

To construct the low-quality data samples, we used two small LMs—Llama-3.2-1B-Instruct (Dubey
et al., 2024) and Qwen2.5-1.5B-Instruct (Yang et al., 2024b). Specifically, (1) from each Al-
paca GPT4 entry, we extracted the pair ⟨Instruction, Input⟩; (2) we then used the two models to
generate the corresponding Response, forming new triplets ⟨Instruction, Input,Response⟩; and (3)
we uniformly sampled 5,000 entries from each model’s outputs, resulting in 10,000 items as the
low-quality dataset.

Finally, we combine the high-quality and low-quality datasets to obtain the complete training set.

3.2 EXTRACTION OF HIDDEN STATES

For the collected training dataset, we concatenate the Instruction and Input parts of each entry and
use this concatenated value as the “user” input to the model, while the Response part is used as
the “assistant” input. This combined entry is then passed to the model to obtain the hidden states
across all layers of the model. We retain only the hidden state corresponding to the Response part of
each entry. This choice is made because the evaluation of the fine-tuning dataset’s quality primarily
depends on the quality of the Response.

3.3 TRAINING OF THE EXTERNAL CNN MODEL

The core idea of our algorithm is that the hidden states generated by the LLM contain an implicit
evaluation of the quality of the training data. To analyze the LLM’s quality assessment of the
training data, we propose using an external model to interpret the hidden state vectors produced by
the LLM. The external model uses a Convolutional Neural Network (CNN) architecture. We employ
a simple CNN to learn information relevant to data-quality assessment from an LLM’s hidden states
(subsequent experiments show that this CNN performs quite well compared with simple models
such as MLP), employing both 2D and 1D convolutions to capture detailed spatial and sequential
patterns within the hidden-state vectors.

The CNN model further employs adaptive max pooling and fully connected layers to perform bi-
nary classification, distinguishing between high- and low-quality data based on the LLM’s hidden
states. For efficient training, we optimize the model using the Adam optimizer with a learning rate
of 0.0001 and employ gradient accumulation alongside mixed precision training (AMP) to reduce
memory overhead and accelerate convergence. The training process minimizes CrossEntropyLoss,
with periodic checkpoints saved to ensure robustness. To guarantee optimal performance, we track
the loss trajectory during training and retain the best-performing model based on validation metrics.

During the training process, we use the hidden states of each sample obtained in the previous section,
along with their corresponding positive and negative labels, for training. The positive-to-negative
sample ratio was set to 1:2, yielding a total of 15,000 samples. We chose this ratio because it
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accelerates loss reduction, and with 15,000 training examples, the loss had already nearly converged.
Inspired by contrastive learning, we framed the CNN’s training as a binary classification task. This
enables the model to distinguish between the different information perceived by the hidden states of
the LLM for good and bad samples. In doing so, the CNN model can more accurately reflect the
LLM’s evaluation of the training data quality.

3.4 PREDICTION OF CONTRASTIVE PERCEPTION QUALITY SCORE

In the prediction phase, we introduce the Contrastive Perception Quality Score (CPQS) to evaluate
the training quality of each instruction-following sample. A higher CPQS indicates that the LLM
assigns greater importance to the data, implying better training effectiveness and higher quality. The
calculation process is as follows:

1. For each instruction-following sample, we first concatenate the Instruction and Input as the “user”
input and the Response as the “assistant” input. The entry is then fed into the LLM, from which we
extract only the hidden states corresponding to the Response part. These hidden states are passed
into a pre-trained CNN to predict class probabilities. We focus on the probability of class 1, which
indicates how likely the LLM regards the sample as high-quality. This value, denoted as CPQS,
serves as our data quality metric. The calculation is as follows:

CPQSi = pi = f(xi),

where pi is the predicted probability for the i-th sample, representing the likelihood that the sample
belongs to the positive class, and f(xi) is the output of the LLM’s hidden state vector for the i-th
entry, processed by the CNN model to produce the probability that the sample belongs to class 1.

2. After calculating the CPQS for all samples, we sort the entire dataset based on these probabilities
in descending order and select the top K samples for further processing. The specific selection
process is represented as:

Dselected = topK
(
{CPQSi}Ni=1

)
,

where Dselected is the set of the top K selected samples from the dataset based on their CPQS
values, and topK denotes selecting the top K samples after sorting.

4 EXPERIMENTAL SETUP

4.1 DATASETS AND MODELS

We benchmark our method on four datasets—two general-domain and two downstream—and three
7 B-parameter open-source LLMs.

Training Datasets. ① General domain. (i) Alpaca GPT4 (Taori et al., 2023): 52,K instruc-
tion–response pairs generated by GPT-4, widely used as a standard benchmark dataset; overall
medium quality with relatively fluent but sometimes shallow responses. (ii) Reasoning-DeepSeek:
146,K long-chain-reasoning samples distilled from the 300,K Dolphin–R1 corpus (Hartford & Com-
putations, 2025) after filtering out sequences longer than 2, 048 tokens; considered high quality due
to their complexity and coherence, particularly suitable for evaluating reasoning ability. ② Down-
stream tasks. (i) GSM8K Cobbe et al. (2021): 7.5,K training and 1,K test elementary-math word
problems, designed to assess arithmetic and step-by-step reasoning. (ii) Magicoder-Evol-Instruct-
110K (Wei et al., 2024): 110,K programming instructions covering a wide range of languages and
problem types, offering a challenging benchmark for code generation and instruction following.

Models. (i) Llama 2–7B (Touvron et al., 2023): a base model with 7B parameters, pretrained for
general natural language understanding and generation. (ii) Llama 2–7B–Chat (Touvron et al.,
2023): a dialogue-tuned variant of Llama 2–7B, optimized for multi-turn conversational scenarios.
(iii) Qwen2.5–7B–Instruct (Yang et al., 2024b): an instruction-tuned model designed for text and
code generation, mathematical reasoning, and complex multi-step tasks, providing strong perfor-
mance across diverse downstream benchmarks.
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4.2 COMPARISON ALGORITHMS

To validate our algorithm, we compared it with three state-of-the-art data selection methods that
have received broad attention (ICLR 2024, ACL 2024, arXiv preprint): 1. ALPAGASUS: Chen
et al. (2024) leveraged LLMs such as ChatGPT to automatically detect and filter out low-quality
data. 2. MoDS: Du et al. (2023) proposed a data selection strategy based on the criteria of quality,
coverage, and necessity. 3. Superfiltering: Li et al. (2024b) introduced a method that uses a smaller
model to filter data by instruction-following difficulty before fine-tuning a larger model.

4.3 IMPLEMENTATION DETAILS

We conducted our experiments on a platform equipped with two NVIDIA RTX 4090 GPUs. We
adopted LoRA-based fine-tuning using the Llama-Factory framework (Zheng et al., 2024). During
supervised fine-tuning (SFT), we used bf16 precision, three epochs, a learning rate of 5e-5, a batch
size of 16, and a maximum sequence length of 2048. The LoRA scaling factor was α = 8, and the
rank was r = 16. For the deployment and inference of our model, we utilized vLLM (Kwon et al.,
2023). During inference, we configured the temperature to 0, maintained the precision at bf16, and
set the maximum sequence length to 2048.

4.4 EVALUATION METRICS

General Domain Evaluation Standards. We design evaluation metrics tailored to each data type.
For Alpaca GPT4, we adopt three common metrics: ① Pair-wise Comparison, following Chen et al.
(2024), where GPT-4o scores model outputs on Koala (180), WizardLM (218), Self-instruct (252),
and Vicuna (80) across relevance and accuracy (1–10 scale), with two rounds to mitigate position
bias and results categorized as Win/Tie/Loss; ② Open LLM Leaderboard, benchmarking on MMLU,
ARC, HellaSwag, and TruthfulQA via the lm-evaluation-harness (Gao et al., 2024) (batch size 8);
and ③ Alpaca Eval, measuring GPT-4o win rate against text-davinci-003 (Li et al., 2023). For the
reasoning-deepseek dataset, we evaluate on GSM8K, Math 500, HumanEval, and GPQA, covering
mathematical reasoning and code generation, using lm-evaluation-harness (Gao et al., 2024) for
GSM8K and HumanEval, and EvalScope (Team, 2023) for Math 500 and GPQA.

Evaluation Criteria for Downstream Task Domains. For downstream evaluation, we target
two domains—mathematical reasoning and code generation. In mathematics, we use the GSM8K
dataset (Cobbe et al., 2021)—a set of 1,000 middle- and high-school arithmetic, algebra, and geom-
etry problems—to measure problem-solving and reasoning skills. For code generation, we employ
the 164-question HumanEval benchmark (Chen et al., 2021) and its more demanding extension,
HumanEval-Plus (Liu et al., 2023; 2024c), which adds complex tasks to assess code accuracy, rea-
soning, adaptability, and robustness across diverse inputs.

5 EXPERIMENTAL RESULT

5.1 GENERAL DOMAIN EVALUATION

In this section, we compare our data-selection algorithm with three state-of-the-art methods. Exper-
iments are conducted on Alpaca GPT4 with Llama2-7B and Reasoning-DeepSeek with Qwen2.5-
7B-Instruct to evaluate performance across models and datasets. ① On Alpaca GPT4, we train with
subsets of 1K, 2K, and larger sizes, evaluating on MMLU, ARC-Challenge, TruthfulQA, HellaSwag,
and AlpacaEval (Table 1). ② On Reasoning-DeepSeek, we use 10k, 20k, and 50k samples, bench-
marking against the base model, Superfiltering, and ALPAGASUS; MoDS fails on larger subsets.
Results are summarized in Tables 1 and 2.

Our algorithm outperforms state-of-the-art methods and achieves better results than full-
dataset training on the Alpaca GPT4 dataset with Llama2-7B, using less than 10% of the
data. Table 1 presents a performance comparison between our algorithm and other methods on
models trained with filtered subsets of varying sizes from the Alpaca GPT4 dataset. As shown in
the first part of Table 1 (data size = 1k), our approach consistently outperforms all competitors in
the low-data regime. With only 1k training instances, it attains a macro-average accuracy of 52.68%
over the four public benchmarks and an AlpacaEval win-rate of 55.98%, exceeding the strongest
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Table 1: Comparative evaluation of data-selection algorithms on Alpaca GPT4 with varying sample
sizes across MMLU, ARC, TruthfulQA, HellaSwag, and AlpacaEval.

Size Algorithm MMLU ARC TruthfulQA HellaSwag Average AlpacaEval
1k Self 42.07 45.73 45.54 77.38 52.68 55.98
1k Superfiltering 41.54 46.67 44.59 77.33 52.53 55.87
1k MoDs 40.21 46.25 46.79 77.20 52.61 52.78
1k Alpagasus 40.32 46.76 43.50 77.12 51.92 49.65
2k Self 44.30 47.18 45.68 77.54 53.68 57.90
2k Superfiltering 42.42 47.61 45.77 77.50 53.32 57.02
2k MoDs 43.21 47.35 45.78 77.59 53.48 53.42
2k Alpagasus 42.93 46.42 45.65 77.71 53.18 56.90
3k Self 43.87 47.89 46.03 77.69 53.87 58.76
5k Self 44.33 48.21 47.42 77.83 54.40 59.94
12k Alpagasus 43.22 48.29 46.86 78.43 54.20 58.80
52k Full 42.15 48.23 48.46 78.65 54.37 59.81

Figure 4: Performance Comparison of Data Selection Methods on the Llama2-7B Model Using the
Alpaca GPT4 Dataset.

baseline by 0.15 and 0.11 percentage points, respectively. As illustrated in the second part of Ta-
ble 1 (data size = 2k), doubling the budget to 2k further lifts the macro-average to 53.68% and the
AlpacaEval score to 57.90%, while still maintaining a clear margin over all baselines. We addi-
tionally conduct pairwise preference tests with GPT-4o on Vicuna-style prompts; the comparison in
Figure 4 shows that our 1k model already surpasses the model trained on the full 52k corpus. To
assess scalability, we increase the subset size to 3k and 5k. As shown in the third part of Table 1,
performance improves steadily: at 5k, the open-domain average reaches 54.40%, and the AlpacaE-
val win-rate climbs to 59.94%. Notably, the 5k model outperforms the Alpagasus-filtered 12k model
and surpasses the full 52k model on every metric, confirming the superior efficiency of our selection
criterion.

Our algorithm also outperforms existing methods on the Reasoning-DeepSeek dataset with
the Qwen2.5-7B-Instruct model, achieving better performance using less than 10% of the data
compared to full-dataset training. As shown in Table 2, despite the generally higher quality of
the Reasoning-DeepSeek dataset, existing algorithms fail to achieve outstanding performance, while
our method consistently leads. Specifically, the model trained on our 10K filtered subset achieved an
average score of 65.45 across mathematical and coding reasoning tasks, surpassing models trained
on Superfiltering’s 10K and 20K datasets, Alpagasus’s 113K dataset, and even the full 146K dataset.
Notably, the performance on Math 500 initially declined compared to the base model. We attribute
this to a limited maximum generation length setting of 8K tokens; our additional experiments con-
firmed that increasing the token limit enhances performance significantly. Moreover, we observed
that increasing the size of the filtered training dataset beyond a certain point did not yield substantial
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Table 2: Performance of models trained with data filtering on the Reasoning-DeepSeek dataset
across GSM8K, Math 500, HumanEval, and GPQA benchmarks.

Size Model GSM8K Math 500 HumanEval GPQA Average
− Base 76.27 73.40 64.02 30.30 61.00
10k Self 85.37 72.40 67.68 36.36 65.45
10k Superfiltering 81.43 70.40 62.20 31.82 61.46
20k Self 85.14 76.20 64.02 34.85 65.05
20k Superfiltering 76.19 71.60 63.41 28.79 60.00
50k Self 84.99 74.20 64.02 36.87 65.02
113k Alpagasus 84.84 66.52 64.63 28.18 61.04
146k Full 85.06 70.60 57.32 30.71 60.92

Table 3: Performance Evaluation of Models Trained with Different Data Selection Methods on the
GSM8K Dataset in the Mathematics Domain

Model Original Self MoDs Alpagasus Superfiltering Full
Llama 2-7B-Chat 24.56 25.25 23.05 23.12 17.06 35.56
Qwen 2.5-7B-Instruct 76.27 81.12 79.45 76.27 76.80 69.83

improvements. For example, the model trained on the 10K dataset outperformed both the 50K fil-
tered dataset and the full 146K dataset, with the 10K model surpassing the full 146K-trained model
by 3.48 points. This indicates potential noise and redundancy in the full dataset, underscoring the
effectiveness of our targeted filtering approach.

In addition to the evaluations mentioned, we applied our algorithm to select 10k samples from
the 930k Tulu3-SFT-Mixture dataset (Appendix A.2), where it continued to outperform competing
methods. We also explored its performance under full-parameter fine-tuning, with results in Ap-
pendix A.1, confirming its superiority. The iterative nature and performance-influencing factors of
our method are analyzed in Appendices A.3 and A.4. Further, we demonstrate the generalization
of our method across different LLM sizes in Appendix A.5, compare its performance with models
using different architectures for hidden-state extraction in Appendix A.6, and present a comparison
of performance and efficiency with other methods in Appendix A.7.

5.2 DOWNSTREAM TASK EVALUATION

We evaluated our algorithm on downstream-task datasets using Llama2-7B-Chat and Qwen2.5-7B-
Instruct. Following the practice of fine-tuning pre-optimized models, we tested on GSM8K (Cobbe
et al., 2021) (math) and Magicoder-Evol-Instruct-110K (Wei et al., 2024) (code), filtering them to
500 and 1,000 samples respectively. Performance was assessed on GSM8K test, HumanEval, and
HumanEval-Plus. For ALPAGASUS, GPT-4o-mini was used for data selection due to its higher
efficiency and lower cost.

Our algorithm outperforms other algorithms in the field of mathematics. Table 3 presents re-
sults on the GSM8K Dataset, where our algorithm outperforms the others by 4.17 points on Llama
2-7B-Chat and 3.61 points on Qwen 2.5-7B-Instruct. Notably, the model trained on the full GSM8K
dataset underperforms on Qwen 2.5-7B-Instruct (score 76.27), while the model trained on 500 se-
lected data points achieves 81.12, surpassing the full dataset by 11.29 points. This demonstrates the
effectiveness of our algorithm in the field of mathematics.

Our algorithm outperforms other algorithms in the field of code. Tables 4 and 5 show re-
sults with the Magicoder-Evol-Instruct-110K dataset. On Llama 2-7B-Chat (Table 4), our algorithm
outperforms others by 4.3 points on average, and models trained on 1000 data points from other
algorithms performed worse than the original. In contrast, the model trained on 1000 points selected
by our algorithm improved by 2.45 points. On Qwen 2.5-7B-Instruct (Table 5), the model trained
with our selected data outperformed others by 1.47 points on average. However, all models trained
on the filtered Magicoder-Evol-Instruct-110K dataset showed performance degradation, likely due
to its lower quality for this model. This demonstrates the effectiveness of our algorithm in the code
domain.
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Table 4: Performance Evaluation of Models Trained with Different Algorithms on Llama 2-7B-Chat
in the Code Domain (pass@1).

Original Self MoDs Alpagasus Superfiltering
HumanEval 13.4 16.5 12.2 12.2 10.0
HumanEval-Plus 11.6 13.4 9.8 10.4 9.1
Average 12.5 14.95 11 11.3 9.55

Table 5: Performance Evaluation of Models Trained with Different Algorithms on Qwen 2.5-7B-
Instruct in the Code Domain.

Original Self MoDs Alpagasus Superfiltering
HumanEval 82.9 80.0 78.7 78.0 79.3
HumanEval-Plus 75.6 74.4 72.6 72.6 73.2
Average 79.25 77.2 75.65 75.3 76.25

6 RELATED WORK

Data Selection Strategies. The goal of instruction tuning (Liu et al., 2024b; Longpre et al., 2023;
Sanh et al., 2022; Wei et al., 2022) is to help LLMs better understand human task requirements.
Early research primarily focused on building large-scale instruction datasets, but studies like LIMA
have shown that only a small amount of high-quality data is needed during instruction fine-tuning
to achieve good results. Existing data selection methods can be classified into four categories:
indicator-based methods, trainable LLM-based methods, powerful LLM-based methods, and small-
model-based methods.

Indicator-based methods use a metric system to identify multiple evaluation indicators to compre-
hensively assess data quality (Cao et al., 2023a; Wei et al., 2023). Trainable LLM-based meth-
ods treat the LLM as a trainable data selector, processing and assigning scores to each instruc-
tion fine-tuning data for selection (Chen et al., 2023b; Li et al., 2024c). Powerful LLM-based ap-
proaches, such as those using models like ChatGPT, typically design prompt templates and leverage
the model’s capabilities to quantitatively evaluate the quality of data samples (Chen et al., 2024; Liu
et al., 2024d). Finally, small-model-based methods involve using external small models to score
the data or projecting the data samples into vectors with a small model for further processing and
selection (Chen et al., 2023a; Li et al., 2024b).

Performance Evaluation of LLMs. The evaluation of LLMs is typically done through automatic
evaluation, human evaluation, and using LLMs as evaluators. Automatic evaluation relies on pre-
defined criteria and quantitative assessment (Chen et al., 2021; Hendrycks et al., 2021; Wang et al.,
2024b). Human evaluation focuses on qualitative aspects like clarity, consistency, and factual accu-
racy, and is essential for quality assessment (van der Lee et al., 2021; Zheng et al., 2023). However,
due to its time and labor demands, using powerful LLMs (Chen et al., 2024; Huang et al., 2024) to
evaluate other LLMs has become a popular approach in recent years.

7 CONCLUSION

This paper addresses the issue of low-quality and redundant data in LLM instruction fine-tuning.
Based on the hidden states that reflect the target LLM’s perception of the data, we build a data
classification model and define CPQS as its output. Using CPQS as the criterion, our method filters
high-quality data subsets, thereby improving the efficiency and effectiveness of instruction fine-
tuning.

Experimental results show that our approach achieves superior performance with less than 10%
of the original data compared to models trained on the full dataset. It also outperforms exist-
ing data selection techniques at equal data scales. In downstream tasks, such as mathematical
problem solving (GSM8K) and programming (HumanEval, HumanEval+), our method provides
a 3.6% average performance improvement over current state-of-the-art data selection algorithms.
The code and data have been provided online at https://anonymous.4open.science/r/
CPQS-Tuning-7307.
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tion tuning. In Kevin Duh, Helena Gómez-Adorno, and Steven Bethard (eds.), Proceedings of the
2024 Conference of the North American Chapter of the Association for Computational Linguis-
tics: Human Language Technologies (Volume 1: Long Papers), NAACL 2024, Mexico City, Mex-
ico, June 16-21, 2024, pp. 1287–1310. Association for Computational Linguistics, 2024b. doi:
10.18653/V1/2024.NAACL-LONG.70. URL https://doi.org/10.18653/v1/2024.
naacl-long.70.

Jiawei Liu, Chunqiu Steven Xia, Yuyao Wang, and Lingming Zhang. Is your code generated by
chatGPT really correct? rigorous evaluation of large language models for code generation. In
Thirty-seventh Conference on Neural Information Processing Systems, 2023. URL https://
openreview.net/forum?id=1qvx610Cu7.

Jiawei Liu, Songrun Xie, Junhao Wang, Yuxiang Wei, Yifeng Ding, and Lingming Zhang. Evalu-
ating language models for efficient code generation. In First Conference on Language Modeling,
2024c. URL https://openreview.net/forum?id=IBCBMeAhmC.

Wei Liu, Weihao Zeng, Keqing He, Yong Jiang, and Junxian He. What makes good data for
alignment? A comprehensive study of automatic data selection in instruction tuning. In The
Twelfth International Conference on Learning Representations, ICLR 2024, Vienna, Austria,
May 7-11, 2024. OpenReview.net, 2024d. URL https://openreview.net/forum?id=
BTKAeLqLMw.

Shayne Longpre, Le Hou, Tu Vu, Albert Webson, Hyung Won Chung, Yi Tay, Denny Zhou,
Quoc V. Le, Barret Zoph, Jason Wei, and Adam Roberts. The flan collection: Designing data
and methods for effective instruction tuning. In Andreas Krause, Emma Brunskill, Kyunghyun
Cho, Barbara Engelhardt, Sivan Sabato, and Jonathan Scarlett (eds.), International Confer-
ence on Machine Learning, ICML 2023, 23-29 July 2023, Honolulu, Hawaii, USA, volume
202 of Proceedings of Machine Learning Research, pp. 22631–22648. PMLR, 2023. URL
https://proceedings.mlr.press/v202/longpre23a.html.

Keming Lu, Hongyi Yuan, Zheng Yuan, Runji Lin, Junyang Lin, Chuanqi Tan, Chang Zhou, and
Jingren Zhou. #instag: Instruction tagging for analyzing supervised fine-tuning of large language
models. In The Twelfth International Conference on Learning Representations, ICLR 2024, Vi-
enna, Austria, May 7-11, 2024. OpenReview.net, 2024. URL https://openreview.net/
forum?id=pszewhybU9.

OpenAI. GPT-4 technical report. CoRR, abs/2303.08774, 2023. doi: 10.48550/ARXIV.2303.08774.
URL https://doi.org/10.48550/arXiv.2303.08774.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to fol-
low instructions with human feedback. Advances in neural information processing systems, 35:
27730–27744, 2022a.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin,
Chong Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton,
Fraser Kelton, Luke Miller, Maddie Simens, Amanda Askell, Peter Welinder, Paul F. Christiano,
Jan Leike, and Ryan Lowe. Training language models to follow instructions with human feed-
back. In Sanmi Koyejo, S. Mohamed, A. Agarwal, Danielle Belgrave, K. Cho, and A. Oh (eds.),
Advances in Neural Information Processing Systems 35: Annual Conference on Neural Informa-
tion Processing Systems 2022, NeurIPS 2022, New Orleans, LA, USA, November 28 - December
9, 2022, 2022b. URL http://papers.nips.cc/paper_files/paper/2022/hash/
b1efde53be364a73914f58805a001731-Abstract-Conference.html.

Baolin Peng, Chunyuan Li, Pengcheng He, Michel Galley, and Jianfeng Gao. Instruction tuning
with GPT-4. CoRR, abs/2304.03277, 2023. doi: 10.48550/ARXIV.2304.03277. URL https:
//doi.org/10.48550/arXiv.2304.03277.

13

https://doi.org/10.18653/v1/2024.naacl-long.70
https://doi.org/10.18653/v1/2024.naacl-long.70
https://openreview.net/forum?id=1qvx610Cu7
https://openreview.net/forum?id=1qvx610Cu7
https://openreview.net/forum?id=IBCBMeAhmC
https://openreview.net/forum?id=BTKAeLqLMw
https://openreview.net/forum?id=BTKAeLqLMw
https://proceedings.mlr.press/v202/longpre23a.html
https://openreview.net/forum?id=pszewhybU9
https://openreview.net/forum?id=pszewhybU9
https://doi.org/10.48550/arXiv.2303.08774
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://doi.org/10.48550/arXiv.2304.03277
https://doi.org/10.48550/arXiv.2304.03277


702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

Cheng Qian, Hainan Zhang, Lei Sha, and Zhiming Zheng. HSF: defending against jailbreak attacks
with hidden state filtering. In Guodong Long, Michale Blumestein, Yi Chang, Liane Lewin-
Eytan, Zi Helen Huang, and Elad Yom-Tov (eds.), Companion Proceedings of the ACM on Web
Conference 2025, WWW 2025, Sydney, NSW, Australia, 28 April 2025 - 2 May 2025, pp. 2078–
2087. ACM, 2025. doi: 10.1145/3701716.3717659. URL https://doi.org/10.1145/
3701716.3717659.

Yi Ren, Tianyi Zhang, Xurong Dong, Weibin Li, Zhiyang Wang, Jie He, Hanzhi Zhang, and Licheng
Jiao. Watergpt: Training a large language model to become a hydrology expert. Water, 16(21):
3075, 2024.

Victor Sanh, Albert Webson, Colin Raffel, Stephen H. Bach, Lintang Sutawika, Zaid Alyafeai,
Antoine Chaffin, Arnaud Stiegler, Arun Raja, Manan Dey, M Saiful Bari, Canwen Xu, Urmish
Thakker, Shanya Sharma Sharma, Eliza Szczechla, Taewoon Kim, Gunjan Chhablani, Nihal V.
Nayak, Debajyoti Datta, Jonathan Chang, Mike Tian-Jian Jiang, Han Wang, Matteo Manica,
Sheng Shen, Zheng Xin Yong, Harshit Pandey, Rachel Bawden, Thomas Wang, Trishala Neeraj,
Jos Rozen, Abheesht Sharma, Andrea Santilli, Thibault Févry, Jason Alan Fries, Ryan Teehan,
Teven Le Scao, Stella Biderman, Leo Gao, Thomas Wolf, and Alexander M. Rush. Multitask
prompted training enables zero-shot task generalization. In The Tenth International Conference
on Learning Representations, ICLR 2022, Virtual Event, April 25-29, 2022. OpenReview.net,
2022. URL https://openreview.net/forum?id=9Vrb9D0WI4.

Giovanni Servedio, Alessandro De Bellis, Dario Di Palma, Vito Walter Anelli, and Tommaso Di
Noia. Are the hidden states hiding something? testing the limits of factuality-encoding capabili-
ties in llms. In Wanxiang Che, Joyce Nabende, Ekaterina Shutova, and Mohammad Taher Pilehvar
(eds.), Proceedings of the 63rd Annual Meeting of the Association for Computational Linguis-
tics (Volume 1: Long Papers), ACL 2025, Vienna, Austria, July 27 - August 1, 2025, pp. 6089–
6104. Association for Computational Linguistics, 2025. URL https://aclanthology.
org/2025.acl-long.304/.

Lianshan Sun, Diandong Liu, Maoxue Wang, Yongyi Han, Yanqing Zhang, Biwei Zhou, Yi Ren,
et al. Taming unleashed large language models with blockchain for massive personalized reliable
healthcare. IEEE Journal of Biomedical and Health Informatics, 2025.

Zhiqing Sun, Yikang Shen, Qinhong Zhou, Hongxin Zhang, Zhenfang Chen, David D.
Cox, Yiming Yang, and Chuang Gan. Principle-driven self-alignment of language mod-
els from scratch with minimal human supervision. In Alice Oh, Tristan Naumann,
Amir Globerson, Kate Saenko, Moritz Hardt, and Sergey Levine (eds.), Advances in
Neural Information Processing Systems 36: Annual Conference on Neural Information
Processing Systems 2023, NeurIPS 2023, New Orleans, LA, USA, December 10 - 16,
2023, 2023. URL http://papers.nips.cc/paper_files/paper/2023/hash/
0764db1151b936aca59249e2c1386101-Abstract-Conference.html.

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann Dubois, Xuechen Li, Carlos Guestrin, Percy
Liang, and Tatsunori B. Hashimoto. Stanford alpaca: An instruction-following llama model.
https://github.com/tatsu-lab/stanford_alpaca, 2023.

ModelScope Team. Evalscope: Open-source evaluation toolkit for llms. https://github.
com/modelscope/evalscope, 2023. GitHub repository.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine Babaei, Niko-
lay Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, Dan Bikel, Lukas Blecher,
Cristian Canton-Ferrer, Moya Chen, Guillem Cucurull, David Esiobu, Jude Fernandes, Jeremy
Fu, Wenyin Fu, Brian Fuller, Cynthia Gao, Vedanuj Goswami, Naman Goyal, Anthony Hartshorn,
Saghar Hosseini, Rui Hou, Hakan Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa, Isabel
Kloumann, Artem Korenev, Punit Singh Koura, Marie-Anne Lachaux, Thibaut Lavril, Jenya
Lee, Diana Liskovich, Yinghai Lu, Yuning Mao, Xavier Martinet, Todor Mihaylov, Pushkar
Mishra, Igor Molybog, Yixin Nie, Andrew Poulton, Jeremy Reizenstein, Rashi Rungta, Kalyan
Saladi, Alan Schelten, Ruan Silva, Eric Michael Smith, Ranjan Subramanian, Xiaoqing Ellen
Tan, Binh Tang, Ross Taylor, Adina Williams, Jian Xiang Kuan, Puxin Xu, Zheng Yan, Iliyan
Zarov, Yuchen Zhang, Angela Fan, Melanie Kambadur, Sharan Narang, Aurélien Rodriguez,
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Table 6: Comparative evaluation of models trained with different data-selection algorithms and
sample sizes (1k vs. 2k) on five benchmarks.

Size Model MMLU ARC Truthful-QA HellaSwag Avg. AlpacaEval
1k Self 41.95 47.87 50.92 77.57 54.58 65.93
1k Superfiltering 41.76 47.78 51.05 77.56 54.54 64.36
1k MoDs 41.43 47.53 48.46 76.82 53.56 57.02
1k Alpagasus 39.76 47.87 52.08 77.54 54.31 55.14
2k Self 42.06 48.25 53.47 77.66 55.36 69.73
2k Superfiltering 42.14 48.63 51.71 77.97 55.11 69.69
2k MoDs 39.94 46.67 53.10 77.67 54.34 54.10
2k Alpagasus 41.66 47.78 51.42 76.66 54.38 64.16
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A APPENDIX

A.1 FULL-SCALE FINE-TUNING EXPERIMENT

At the 1k and 2k data scales, we performed full-parameter fine-tuning on the datasets produced
by each selection method to assess their performance under more exhaustive training. The setup
employed two H20 GPUs, a learning rate of 1e-5, a batch size of 64, and three training epochs.
Results are summarized in Table 6.

After full fine-tuning, every method achieved noticeably higher scores on all five benchmarks than
with LoRA-only tuning, demonstrating that updating the entire set of model weights can further
unlock data value. Notably, the dataset selected by our algorithm led in both average score and
AlpacaEval at both the 1k and 2k scales, confirming its clear performance advantage.

A.2 ADDITIONAL EXPERIMENTS ON DATASET FILTERING EFFECTIVENESS

We conducted additional experiments on the Llama2-7B model using the TULU-3-SFT-mixture
dataset, comparing results from filtering 930K samples down to 10K samples. As shown in Table 7,
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our method outperforms other algorithms on both open-ended large model evaluation benchmarks
and AlpacaEval (notably, the MoDs algorithm was excluded from comparison due to GPU memory
limitations with larger sample sizes). Our approach achieved an average score of 53.27 on the open-
ended evaluation benchmarks and 52.37 on AlpacaEval.

Table 7: Comparative Evaluation of Llama2-7B Models Trained with Different Data Selection Al-
gorithms on TULU-3-SFT-mixture (Filtered to 10K Samples) Across MMLU, ARC (Challenge),
TruthfulQA, HellaSwag, and AlpacaEval Benchmarks.

Model MMLU ARC TruthfulQA HellaSwag Avg. AlpacaEval
Self 44.54 45.05 46.42 77.08 53.27 52.37
Superfiltering 42.98 45.56 43.49 76.87 52.23 45.90
Alpagasus 42.95 46.44 44.42 76.39 52.55 32.19

We further evaluated pairwise model comparisons using AlpacaEval to measure the win rates be-
tween different approaches. As demonstrated in Table 8, our method shows significant advantages
over other dataset filtering techniques.

Table 8: Pairwise Model Comparison Results (AlpacaEval)

Model Comparison Win Rate (%) Loss Rate (%)
Self vs Superfliting 52.25 47.74
Self vs Alpagasus 68.36 31.49

A.3 EXPERIMENT ON ITERATIVE MODEL TRAINING AND DATA SELECTION

We conducted experiments to assess the iterativeness of our algorithm. First, we trained a CNN
model using our algorithm on the Qwen2.5-7B-Instruct dataset. This trained model was then used
to predict and rank the Alpaca GPT4 dataset. Based on the ranking, we extracted the top 5,000
and the last 10,000 data samples. We then retrained another CNN model using this subset to further
filter 1,000 samples from the Alpaca GPT4 dataset for additional training. As shown in Figure 5, the
performance of the newly trained model demonstrated a significant improvement over the previous
version. For example, the green sections in the figure represent the number of wins by the newly
trained model, which show a clear advantage across multiple datasets.

Figure 5: Comparison of Model Performance After Two-Stage Data Selection.

A.4 IMPACT OF HIDDEN LAYER SELECTION AND DATASET PREFERENCES

A.4.1 THE IMPACT OF DIFFERENT HIDDEN LAYERS ON MODEL PERFORMANCE

In this section, we investigate the impact of different hidden layers of the model on data selec-
tion performance. To this end, we chose the Qwen 2.5-7B-Instruct model for experimentation and
focused on analyzing the contribution of each layer’s hidden states to the selection performance.
Specifically, we used the hidden states from the first 9 layers, the middle 9 layers, the last 11 layers,
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and the final layer to train separate CNN models, and validated them on the GSM8K dataset and
Magicoder-Evol-Instruct-110K Dataset (Wei et al., 2024).

As shown in Table 9, on the GSM8K Dataset (Cobbe et al., 2021), the model trained using the hidden
states from the first 9 layers performed the best, with a score of 84.23. However, its performance
was still not as good as the model trained with hidden states from all layers. On the Magicoder-Evol-
Instruct-110K Dataset (Wei et al., 2024), the model trained with the hidden states from the last 11
layers performed the best, with an average score of 76.55. Overall, we conclude two points. 1. The
later hidden layers provide more information and lead to more accurate data filtering performance.
2. Utilizing a subset of layers still lagged behind the performance of the model trained with all
layers.

Table 9: Comparison of CNN Model Performance Trained on Different Hidden Layer Parts of
Qwen2.5-7B-Instruct Model.

Full Early (9) Middle (9) last (11) final (1)
GSM8K 84.91 84.23 83.85 83.70 83.70
HumEval(pass@1) 80.0 75.0 77.4 79.3 78.7
HumanEval-Plus(pass@1) 74.4 70.1 71.3 73.8 72.6

A.4.2 PREFERENCES OF DIFFERENT MODELS FOR HIGH-QUALITY DATASETS

In this section, we explore whether different LLMs have distinct preferences for high-quality
datasets. To this end, we trained the models on high-quality datasets selected from the GSM8K
dataset and Magicoder Evol Instruct-110K Dataset using Llama 2-7B-Chat and Qwen 2.5-7B-
Instruct. We then compared the performance of these models when exchanging datasets. Specif-
ically, we trained Qwen 2.5-7B-Instruct and Llama 2-7B-Chat on each other’s selected datasets and
compared their performance with training on their own selected datasets.

As shown in Tables 10 and 11, whether in the mathematical or coding domains, the models trained
after swapping datasets did not perform as well as those trained on their original datasets. For both
Llama 2-7B-Chat and Qwen 2.5-7B-Instruct, the high-quality dataset considered by one model did
not yield the same results when used by the other model. Therefore, our experiment shows that
different models exhibit significant differences in selecting high-quality datasets, with each model
having its own definition of what constitutes a “high-quality dataset.”

Table 10: Performance of Llama 2-7B-Chat and Qwen2.5-7B-Instruct Models Trained on Their
Own and Swapped Datasets on the GSM8K Dataset (Cobbe et al., 2021).

Training Method Llama 2-7B-Chat Qwen2.5-7B-Instruct
Self Training 25.25 84.91
Dataset Swapping 23.58 83.24

Table 11: Performance of Llama 2-7B-Chat and Qwen2.5-7B-Instruct Models Trained on Their
Own and Swapped Datasets on the HumanEval Dataset.

Training Method HumanEval pass@1 HumanEval-Plus pass@1 Average
Llama 2-7B-Chat (Self) 16.5 13.4 14.95
Llama 2-7B-Chat (Swapped) 11.2 11.0 11.1
Qwen2.5-7B-Instruct (Self) 80.0 74.4 77.2
Qwen2.5-7B-Instruct (Swapped) 72.0 67.1 69.55

Furthermore, we explored whether large models of different sizes have distinct preferences for high-
quality datasets. To this end, we selected a larger model (such as Qwen 2.5-32B-Instruct) and
a smaller model (such as BitCPM4-1B), and conducted experiments on the Reasoning-DeepSeek
dataset. Specifically, we trained a CNN for each model to predict and filter the dataset, and then
swapped the datasets selected by different models, retraining the models and evaluating their perfor-
mance differences.
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The experimental results, as shown in Table 12, indicate that the models performed better when
using their own selected datasets. This was true across the GSM8K, Math 500, HuanEval, and
GPQA datasets, where the models consistently achieved better average scores. This further validates
the differences in how each model defines and selects ”high-quality data.”

Table 12: Performance of CNN Models Trained on Their Own and Swapped Datasets on Four
Datasets: GSM8K, Math 500, HuanEval, and GPQA.

Training Method GSM8K Math 500 HuanEval GPQA Average
BitCPM4-1B (self) 38.06 33.00 54.88 28.79 38.68
BitCPM4-1B (swapped) 42.00 32.80 48.78 24.24 36.96
Qwen 2.5-32B (self) 85.52 81.40 56.10 46.46 67.36
Qwen 2.5-32B (swapped) 85.60 80.40 51.22 42.93 65.05

A.5 GENERALIZATION OF CPQS ACROSS ARCHITECTURES AND SCALES

To assess whether CPQS generalizes beyond the three LLMs reported in the main paper, we further
evaluated it on two additional model families at different parameter scales: a small BitCPM4-1B
model and a large Qwen2.5-32B-Instruct model. In both cases, CPQS was used to filter the Rea-
soning DeepSeek corpus into high-quality subsets of varying sizes (10k, 20k, etc.). We compared
CPQS (self ) against two strong data selection baselines, Superfliting and Alpagasus, and trained
models under identical settings per architecture. We report performance on GSM8K, Math 500,
HuanEval, and GPQA, along with the simple average.

Across both the 1B and 32B regimes, CPQS-selected data consistently outperformed all baselines
at matched subset sizes. On BitCPM4-1B, CPQS delivered the best averages for 10k and 20k sub-
sets, exceeding Superfliting and the larger 113k Alpagasus subset despite using fewer samples. On
Qwen2.5-32B-Instruct, CPQS likewise led at 10k and 20k, with stronger averages than Superfliting
and the much larger Alpagasus set. These results indicate that CPQS’s selection criteria transfer
across architectures and scales, and that quality can outweigh quantity when curating reasoning-
focused training data. The detailed experimental results are presented in Table 13 and Table 14.

A.6 ABLATION ON THE SELECTOR ARCHITECTURE: CNN VS. MLP VS. TRANSFORMER

To further validate the effectiveness of our selector design, we conducted an ablation study compar-
ing the CNN architecture used in our method with two alternative designs: a multi-layer percep-
tron (MLP) and a Transformer-based selector.

We evaluated all three architectures on the Reasoning-DeepSeek dataset (10k samples selected by
CPQS). As shown in Table 15, the CNN-based selector consistently outperforms both MLP and
Transformer variants across GSM8K, Math 500, HuanEval, and GPQA benchmarks, achieving the
best overall average. We attribute this performance advantage to CNN’s strong locality bias and
computational efficiency, which enable it to extract hierarchical spatial correlations from hidden
states and thus improve data-quality discrimination.

A.7 ADDITIONAL COMPARATIVE EVALUATIONS AND EFFICIENCY ANALYSIS

A.7.1 COMPARISON WITH RECENT DATA-SELECTION METHODS

We extend our comparative study by including several recent and representative data-selection ap-
proaches: SelectIT, DS2, and Deita, which are widely regarded as strong baselines for instruction-
tuning data curation. All methods were evaluated on the Reasoning-DeepSeek dataset using 10k
selected samples and fine-tuning a Qwen2.5-7B-Instruct model under identical conditions (maxi-
mum output token length set to 8000). Table 16 reports results on GSM8K, Math 500, HuanEval,
and GPQA, as well as the simple average.

As shown in Table 16, our method achieves the highest average performance among all compared
baselines, indicating a stronger ability to identify samples that are most beneficial for the target
model.
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Table 13: Comparative evaluation of data-selection methods on BitCPM4-1B using Reason-
ing DeepSeek subsets across GSM8K, Math 500, HuanEval, and GPQA.

Size Method GSM8K Math 500 HuanEval GPQA Average
10k Self 38.06 33.00 54.88 28.79 38.68
10k Superfliting 39.35 30.20 52.44 24.24 36.56
20k Self 37.00 32.00 53.66 29.80 38.12
20k Superfliting 36.92 30.09 54.27 27.27 37.14
113k Alpagasus 37.38 30.80 53.66 25.76 36.90

Table 14: Comparative evaluation of data-selection methods on Qwen2.5-32B-Instruct using Rea-
soning DeepSeek subsets across GSM8K, Math 500, HuanEval, and GPQA.

Size Method GSM8K Math 500 HuanEval GPQA Average
10k Self 85.52 81.40 56.10 46.46 67.36
10k Superfliting 85.22 81.80 56.71 43.43 66.79
20k Self 84.76 81.60 53.66 46.46 66.62
20k Superfliting 84.99 81.40 49.39 42.93 64.68
113k Alpagasus 84.91 81.00 53.66 39.90 64.87

A.7.2 COMPUTATIONAL COST AND THROUGHPUT ANALYSIS

To provide a transparent accounting of efficiency, we report GPU memory consumption and through-
put (samples per second) under identical hardware constraints. All methods were executed on an
NVIDIA RTX PRO 6000 GPU. Throughput was computed over 146,224 samples using total wall-
clock processing time. Results are summarized in Table 17. As shown in the table below, our method
ranks just behind Alpagasus and Superfliting in terms of GPU memory usage, and second only to
Superfliting in throughput.
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Table 15: Ablation on selector architectures (CNN, MLP, Transformer) using 10k CPQS-selected
Reasoning-DeepSeek samples. Metrics are reported on GSM8K, Math 500, HuanEval, and GPQA,
with the simple average.

Size Method GSM8K Math 500 HuanEval GPQA Average
10k CNN 85.37 72.40 67.68 36.36 65.45
10k MLP 87.04 72.80 60.37 29.29 62.38
10k Transformer 84.15 73.20 67.07 30.81 63.81

Table 16: Comparison with recent data-selection methods on Reasoning-DeepSeek (10k selected
samples) using Qwen2.5-7B-Instruct. All methods are evaluated under identical generation settings
.

Size Method GSM8K Math 500 HuanEval GPQA Average
10k Self 85.37 72.40 67.68 36.36 65.45
10k DS2 84.15 72.80 62.80 29.80 62.39
10k SelectIT 85.67 73.60 59.76 31.82 62.71
10k Deita 82.56 76.00 62.80 30.81 63.04

Table 17: GPU memory usage and throughput under identical hardware (NVIDIA RTX PRO 6000).
Throughput is measured in samples per second over 146,224 samples. Best values per column are
in bold.

Method GPU Memory (GB) Throughput (samples/s)
Self 18 4.78
MoDs 24 1.40
Alpagasus 0 1.45
Superfliting 2 34.82
DS2 30 1.44
Deita 50 2.03
SelectIT 26 1.13
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