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Abstract

The Nepali language has distinct linguistic fea-
tures, especially its complex script (Devana-
gari script), morphology, and various dialects,
which pose a unique challenge for natural lan-
guage processing (NLP) evaluation. While
the Nepali Language Understanding Evalua-
tion (Nep-gLUE) benchmark provides a foun-
dation for evaluating models, it remains limited
in scope, covering four tasks. This restricts
their utility for comprehensive assessments of
NLP models. To address this limitation, we in-
troduce eight new datasets, creating the Nepali
Language Understanding Evaluation (NLUE)
benchmark for evaluating the performance of
models across a diverse set of Natural Lan-
guage Understanding (NLU) tasks. The tasks
include single-sentence classification, similar-
ity and paraphrase tasks, and Natural Language
Inference (NLI) tasks. On evaluating the mod-
els using added tasks, we observe that the ex-
isting models fall short in handling complex
NLU tasks effectively. This benchmark sets a
new standard for evaluating, comparing, and
advancing models, contributing significantly to
the broader goal of advancing NLP research for
low-resource languages.

1 Introduction

Nepali is written in the Devanagari script and is
a highly inflected language. The Nepali language
incorporates a complex system of noun, adjective,
and verb in-flections. Nouns have a system of gen-
der, case, and number (Bal, 2004). It has a rich
vocabulary with many homonyms and is spoken
in different dialects across various regions, and
there are variations in vocabulary, grammar, and
pronunciation. In order to develop and establish
robust models for Nepali, it is crucial to have reli-
able mechanisms for evaluating their quality and
effectiveness. Tools that enable us to assess how
well models handle the unique linguistic challenges

while identifying their limitations are really impor-
tant to drive the progress.

Despite Nepali’s importance as a primary or sec-
ondary language for millions of speakers, research
efforts and resources dedicated to its computational
processing and evaluation remain relatively sparse.
Existing benchmarks, such as Nep-gLUE (Tim-
ilsina et al., 2022), have made significant progress
in this direction, providing a foundation for eval-
uating models on fundamental tasks. However,
these benchmarks are limited in scope, primarily
addressing a few tasks and overlooking critical as-
pects of linguistic understanding such as pronoun
resolution, paraphrase interpretation, and advanced
inference capabilities. To address this, we intro-
duce eight datasets that cover diverse aspects of
NLU. The new tasks include Sentiment Analysis
(SA), Corpus of Linguistic Acceptability (CoLA),
Paraphrase Detection, with datasets such as Quora
Question Pairs (QQP) and the Microsoft Research
Paraphrase Corpus (MRPC), Natural Language In-
ference (NLI), with datasets such as Multi-Genre
NLI (MNLI), Question-Answer NLI (QA/NLI),
Recognizing Textual Entailment (RTE), and Coref-
erence Resolution (CR). These tasks collectively
offer a more comprehensive evaluation of NLU
capabilities for Nepali language models.

Table 1 below provides an overview of the tasks,
the number of data points, the evaluation metrics
employed, and the domains from which the datasets
were collected. The varying size of each datasets,
also tests the generalization capabilities and help us
analyze model behavior under varying conditions.

The new NLU dataset is inspired by the
General Language Understanding Evaluation
(GLUE)benchmark (Wang, 2018) and was created
primarily through a combination of automated and
manual translation processes to ensure high-quality,
task-specific datasets. We translated datasets with
Large Language Models (LLMs), particularly gpt-
4o0-mini(OpenAl, 2024). We ensured the accuracy



Corpus Train Test Task Metric Domain
Single sentence tasks
SA 65.1k 16.3k sentiment analysis F1 Movie Reviews
CoLA 8.4k 1k acceptability judgements F1 misc.
Similarity and Paraphrase Tasks
QQP 20k 4.29k paraphrase F1 social QA
MPRC 3.2k 815 paraphrase F1 News
Natural Language Inference
MNLI 19.2k 4.8k NLI F1 misc.
QNLI 12k 3k QA/NLI F1 Wikipedia
RTE 2.2k 554 NLI F1 News, Wikipedia
CR 635 71 coreference resolution F1 Fiction

Table 1: Task descriptions and statistics about the new benchmark datasets.

and contextual relevance of these translations. We
conducted a thorough review of the availability
of existing Nepali datasets for different tasks and
if such datasets existed, we integrated them with
the translated data, carefully removing duplicates
to create a unified dataset. For tasks like Accept-
ability Judgments and WNLI (Coreference), where
suitable datasets or high-quality translations were
unavailable, we performed manual translations to
ensure linguistic accuracy and consistency. To as-
sess the effectiveness of the expanded benchmark
and performance of models, we conducted exper-
iments by fine-tuning both monolingual models
trained exclusively on Nepali-language data and
multilingual models that include Nepali as one of
their supported languages. Each model was fine-
tuned on the newly introduced tasks and evaluated
using metrics provided in Table 1.

2 Related Works

Benchmarks such as GLUE (Wang, 2018) and its
successor Super General Language Understand-
ing Evaluation (SuperGLUE) benchmark (Wang
et al., 2020) have been instrumental in advancing re-
search in Natural Language Understanding (NLU).
GLUE (Wang, 2018) introduced a multitask frame-
work for evaluating various NLU capabilities, such
as single-sentence classification, sentence-pair sim-
ilarity, and inference tasks. SuperGLUE (Wang
et al., 2020) extended this with more challenging
tasks, including causal reasoning and co-reference
resolution, addressing the limitations of GLUE

(Wang, 2018) for state-of-the-art models. These
benchmarks set a standard for evaluating linguis-
tic and semantic understanding in high-resource
languages like English. Efforts such as XGLUE
(Liang et al., 2020) and XTREME (Hu et al., 2020)
expanded these concepts to multilingual contexts,
allowing learning of cross-lingual transfer.

Nep-gLUE (Timilsina et al., 2022) is the first
comprehensive benchmark for Natural Language
Understanding (NLU) tasks in Nepali. It includes
four core tasks: Named Entity Recognition (NER),
Part-of-Speech Tagging (POS), Content Classifica-
tion (CC), and Categorical Pair Similarity (CPS).
Although Nep-gLUE offers a robust foundation
with its multitask dataset, it falls short in address-
ing more advanced NLP tasks necessary for com-
prehensive evaluations of models at the linguistic
level. Advanced and complex tasks are crucial for
further progress in low-resource languages such as
Nepali.

Nepali Sentiment Analysis (NepSA) (Singh
et al., 2020) dataset consists 3,068 comments ex-
tracted from 37 YouTube videos across 9 channels.
Another dataset, Aspect-Based Sentiment Analysis
(Tamrakar et al., 2020), contains 1,576 sentences,
equally divided between positive and negative sen-
timents. Additionally, sentiment analysis datasets
like Nepali Language Sentiment Analysis - Movie
Reviews (Ghimire), 602 data points, and Nepali
Sentiment Analysis (Acharya), 2,161 data points
found on Kaggle, are limited in size and domain
specific. For our benchmark, we used the Nep-



COV19Tweets dataset (Sitaula et al., 2021), which
includes 33.5k sentiments labeled as positive, neg-
ative, or neutral. We selected 14.9k positive and
13.5k negative data points for sentiment analysis. A
more recent dataset, Sentiment of Election-Based
Nepali Tweets (Pokharel), contains 17.8k tweets
but includes English characters and numbers, mak-
ing it less suitable for our benchmark dataset. And
there are no publicly available datasets for co-
reference resolution, acceptability judgment, or
paraphrase detection in the Nepali language which
shows a significant gap of resources.

3 Tasks

NLUE benchmark designed to evaluate the perfor-
mance of language understanding models across
a variety of tasks. The objective of NLUE is to
provide a robust evaluation metric applicable to a
broad range of language understanding challenges.
We describe the tasks below and in Table 1.

3.1 Single-Sentence Tasks

Single-sentence tasks in the NLUE benchmark fo-
cus on assessing a model’s ability to understand
and analyze individual sentences.

3.1.1 SA

A sentiment analysis dataset has been added to
evaluate models’ ability to classify the emotional
tone (positive, negative) of Nepali text. We created
the dataset for sentiment analysis by translating
Stanford Sentiment Treebank (Socher et al., 2013)
which consists of sentences from movie reviews
and human annotations of their sentiment from the
GLUE Benchmark using using GPT-40-mini (Ope-
nAl, 2024), and manually translating instances that
could not be accurately translated. It has 51k data
points and is approximately equally divided be-
tween two classes, positive and negative sentiment,
and uses only sentence-level labels. We incorpo-
rated this dataset with pre-existing sentiment anal-
ysis of Nepali COVID-19-related tweets (Sitaula
et al., 2021), with 15k data points for each positive
and negative sentiment. In total, the dataset has
81k data points, split equally between both classes.

3.1.2 CoLA

This dataset tests the model’s ability to distinguish
grammatically correct and incorrect sentences in
Nepali. The task involves determining whether
a given sentence follows the linguistic rules of

Nepali, ensuring the model can assess grammatical-
ity. To create the acceptability judgments dataset,
we translated the Corpus of Linguistic Accept-
ability (CoLA)(Warstadt et al., 2019) into Nepali
which consists of judgments drawn from books
and journal articles on linguistic theory from the
GLUE Benchmark using using gpt-4o-mini (Ope-
nAl, 2024). For sections that were not translated
correctly, we relied on manual translation. It
has 9.5k data points, with both (correct/incorrect)
classes.

3.2 Similarity and Paraphrase Task

Similarity and Paraphrase Task in the NLUE bench-
mark evaluates a model’s ability to determine
whether two sentences convey the same meaning
or are paraphrases of each other. These tasks pro-
vide valuable insights into a model’s proficiency in
handling diverse expressions of similar ideas.

321 QQP

We have introduced a paraphrase detection dataset
to assess whether models can correctly determine
whether two Nepali sentences convey the same
meaning. The Quora Question Pairs (Iyer et al.,
2017) dataset is a collection of question pairs from
the community question-answering website Quora.
Using GPT-40-mini,(Iyer et al., 2017) we trans-
lated the Quora Question Pairs from the GLUE
Benchmark into Nepali to create a paraphrase de-
tection dataset. The class distribution of paraphrase
detection is almost balanced.

3.22 MRPC

We have introduced another paraphrase detection
dataset based on the Microsoft Research Para-
phrase Corpus (Dolan and Brockett, 2005). Using
GPT-40-mini, we translated the MRPC dataset into
Nepali to create a paraphrase detection dataset for
evaluation. The class distribution of this dataset
is 70-30, with a higher proportion of paraphrase
pairs.

3.3 Inference Tasks

The NLI tasks in this benchmark, assess a model’s
ability to understand relationships between sen-
tences, such as entailment, contradiction, and neu-
tral alignment. These tasks are crucial because they
evaluate a model’s comprehension of contextual
meaning, logical inference, and its ability to handle
complex linguistic structures.



Model PARAMS SA CoLA QQP MPRC MNLI QNLI RTE CR
multilingual BERT (Devlin et al., 2019) 172M 86.711 80.803 78.16 70.14 7445 7856 63.90 45.77
XLM-Rbase (Conneau et al., 2020) 270M 88.732 81.776 77.73 69.22 7642 81.22 56.11 47.513
NepBERT (Pudasaini et al., 2023) 110M 87.565 81.175 72.01 70.8 71.28 7937 55.81 54.921
NepaliBERT (Rajan, 2021) 110M 83.421 80.974 66.46 69.31 7159 79.28 524 49.2
NepBERTa (Timilsina et al., 2022) 110M 84.438 80.656 74.42 7129 7280 803 57.72 52.198
BERT Nepali (Thapa et al., 2024) 110M 87.901 81.646 7528 7038 74.66 80.29 52.43 58.816
RoBERTa Nepali (Thapa et al., 2024) 125M 88.33 2156 7843 7038  76.78 80.86 54.64 47.21
Distilbert-base (Maskey et al., 2022) 67M 87.325 81.27 7405 6987 71.78 79.43 5391 50.603
Deberta-base (Maskey et al., 2022) 139M 88.046 81.776 77.16 70.51 75778  80.2  56.03 47.21

Table 2: Scores of each model across eight evaluation tasks

331 CR

This dataset tests the model’s ability to resolve
coreference relationships within a Nepali text. We
developed the conference resolution dataset by
manually translating the Winograd Schema Chal-
lenge (Levesque et al., 2011), which is a reading
comprehension task in which a system must read
a sentence with a pronoun and select the referent
of that pronoun from a list of choices. The training
set has 635 data points and the test set has 71 data
points, balanced between two classes.

3.3.2 MNLI

The dataset is translated into Nepali from the Stan-
ford Natural Language Inference Corpus (Bowman
et al., 2015) using GPT-40-mini. This corpus is
a crowd-sourced collection of sentence pairs an-
notated with textual entailment labels. Each pair
consists of a premise and a hypothesis, and the
task is to predict the relationship between them,
whether the premise entails the hypothesis (entail-
ment), contradicts it (contradiction), or is unrelated
(neutral).

333 QNLI

The QNLI (Question-answering Natural Language
Inference) dataset has been adapted for Nepali from
GLUE benchmark by translating the original En-
glish dataset using GPT-40-mini which originates
from the Stanford Question Answering Dataset
(Rajpurkar et al., 2016) that contains question-
paragraph pairs sourced from Wikipedia. The
dataset has an equal division between entailment
and non-entailment pairs, ensuring balanced class
distribution.

3.34 RTE

The Recognizing Textual Entailment (RTE) dataset
for this benchmark is converted to Nepali by trans-
lating the GLUE benchmark RTE dataset using
GPT-40-mini and manual effort. The dataset evalu-

ates a model’s ability to predict whether a hypothe-
sis logically follows from a given premise, framed
as a two-class classification task.

4 Result

We performed fine-tuning and evaluation in all
tasks using a range of hyperparameter combina-
tions between le-5 and 5e-5, freezing and unfreez-
ing the final four layers, and trained for 4 to 15
epochs. For each task, we selected the model that
performs best in the test set. The scores for each
model for each task are provided in Table 2. XLLM-
Rbase (Conneau et al., 2020) looks the strongest
among all, but no single model is the best for all
tasks.

Our results demonstrate that the models gener-
ally perform well in simpler tasks. However, as the
complexity of the tasks increases, the performance
of the model decreases significantly. This gap is
particularly visible in tasks where the available
fine-tuning data is limited, further emphasizing the
models’ inability to generalize effectively when
trained on smaller datasets.

This trend highlights a critical limitation in the
current Nepali language models. Although they
can excel in tasks with abundant data and straight-
forward structures, their performance struggles to
scale for tasks demanding complex reasoning or
where training data is sparse.

Limitations

Despite newer datasets and benchmark, our work
still lacks diverse data sources, particularly infor-
mal, conversational data and regional styles in-
flected dataset. Some tasks also suffer from small
annotated datasets, restricting model generalization
for smaller models. Future work should focus on
developing larger, more diverse evaluation datasets
and refining metrics to ensure even robust NLP
applications for Nepali Language.
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