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Abstract001

Large language models (LLMs) hold the poten-002
tial to absorb and reflect personality traits and003
attitudes specified by users. In our study, we in-004
vestigated this potential using robust psychome-005
tric measures. We adapted the most studied test006
in psychological literature, namely Minnesota007
Multiphasic Personality Inventory (MMPI) and008
examined LLMs’ behavior to identify traits. To009
asses the sensitivity of LLMs’ prompts and010
psychological biases we created personality-011
oriented prompts, crafting a detailed set of per-012
sonas that vary in trait intensity. This enables us013
to measure how well LLMs follow these roles.014
Our study introduces MindShift, a benchmark015
for evaluating LLMs’ psychological adaptabil-016
ity. The results highlight a consistent improve-017
ment in LLMs’ role perception, attributed to ad-018
vancements in training datasets and alignment019
techniques. Additionally, we observe signifi-020
cant differences in responses to psychometric021
assessments across different model types and022
families, suggesting variability in their ability023
to emulate human-like personality traits. Mind-024
Shift prompts and code for LLM evaluation025
will be publicly available.026

1 Introduction027

Recent advances in large language models (LLMs)028

have dramatically improved their ability to gener-029

ate human-like text, making them essential tools030

for tasks ranging from personal assistance to com-031

plex dialogue systems. As LLMs increasingly in-032

teract with humans, understanding their behavioral033

and psychological characteristics—emerging from034

their training data—has become a critical research035

challenge. While LLMs lack intrinsic psycholog-036

ical traits, their ability to mimic human behavior037

and respond to role-based prompts raises impor-038

tant questions about how they encode and reflect039

patterns of thought, emotion, and behavior. These040

questions are relevant not only to psychology but041

also to knowledge discovery, which aims to un- 042

cover hidden patterns in data. 043

Psychometrics, the science of psychological 044

measurement, offers a robust framework for evalu- 045

ating personality and behavior through structured 046

tests (Rust and Golombok, 2014; Furr, 2021). Re- 047

cent studies have used psychometric tools to show 048

that LLMs can exhibit human-like traits and values 049

(Huang et al., 2024a; Jiang et al., 2023b). How- 050

ever, these efforts have mostly examined surface- 051

level traits, leaving deeper psychopathological di- 052

mensions unexplored. To address this, we adapt 053

the Minnesota Multiphasic Personality Inventory 054

(MMPI-2) (Butcher et al., 1969), a widely used 055

psychometric tool, to analyze LLM behavior. This 056

adaptation not only probes the psychological di- 057

mensions of model outputs but also applies data 058

mining methods to uncover latent behavioral pat- 059

terns. 060

In this paper, we bridge the gap between psycho- 061

metrics and knowledge discovery by introducing a 062

data-driven methodology to analyze LLM behav- 063

ior through psychological prompts. Our approach 064

involves two key contributions: (1) the adaptation 065

of the MMPI-2 to assess psychopathological traits 066

in LLMs, and (2) the development of a structured 067

prompting framework that introduces psycholog- 068

ically oriented biases to measure how LLMs in- 069

terpret and respond to personality-driven instruc- 070

tions. By systematically varying the degree of 071

psychological instruction, we create a benchmark, 072

called MindShift, that evaluates the susceptibility 073

of LLMs to psychological cues. This benchmark 074

not only provides a tool for assessing LLM behav- 075

ior but also uncovers patterns in how models evolve 076

with advancements in training data and alignment 077

techniques. 078

Our analysis advances data mining techniques 079

that leverage language models by offering signifi- 080

cant insights into the behavioral patterns of LLMs. 081

Our findings reveal several key insights: 082
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1. Language models form distinct clusters based083

on their responses to the test, indicating varia-084

tions in performance that depend on the model085

family and its fine-tuning.086

2. LLMs exhibit a consistent improvement in087

role perception over time, correlating with ad-088

vancements in dataset quality and alignment089

techniques.090

3. Certain test scales, such as Defensiveness,091

Family Problems and Bizarre Mentation ex-092

hibit a strong correlation with safety and rea-093

soning benchmarks.094

4. The length of LLM responses strongly cor-095

relates with the Defensiveness scale, while096

response variability exhibits a strong corre-097

lation with the Depression scale, suggesting098

a measurable link between response patterns099

and psychological traits.100

By framing our research within the context of101

knowledge discovery, we demonstrate how psycho-102

metric tools can be repurposed to extract meaning-103

ful insights from LLM behavior. Our work not only104

advances the understanding of LLM psychology105

but also provides a novel framework for applying106

data mining techniques to the study of artificial in-107

telligence. This approach has practical implications108

for real-world applications, such as improving the109

alignment of LLMs with human values and enhanc-110

ing their ability to handle psychologically complex111

tasks.112

2 Background113

Psychometrics in LLMs has been applied in vari-114

ous ways: studying AI personality (Huang et al.,115

2024b; Lee et al., 2025), assessing personality on116

text stylistics (Wang et al., 2023), ensuring AI117

safety (Zhang et al., 2024) and shaping individ-118

ual predictions (Jiang et al., 2023c) with desired119

outcomes. Researchers have utilized psychologi-120

cal tests to assess these aspects, providing insights121

into how LLM traits influence their predictions and122

interactions. For example, studies have explored123

whether psychological tests can help identify un-124

desirable antisocial behaviors in LLMs (Li et al.,125

2022) (Reuben et al., 2024), contributing to AI126

safety. Other research has shown that inducing anx-127

iety in large language models increases exploration128

and bias (Coda-Forno et al., 2023), highlighting129

the complex interplay between emotional states130

and model behavior. Another promising direction 131

is character training, which offers an alternative 132

to reinforcement learning from human feedback 133

(RLHF) by steering a model to a desired personal- 134

ity (cla). Adding another psychological test, such 135

as the MMPI, enhances research across all these 136

fields for evaluating and applying LLMs. 137

To apply psychological tests correctly to LLMs, 138

it is crucial to ensure both reliability and validity. 139

Reliability refers to the consistency of responses, 140

while validity ensures that a test measures the in- 141

tended properties (Huang et al., 2023). Several 142

studies have highlighted challenges in applying 143

psychological tests to LLMs, such as sensitivity to 144

different prompts, inconsistent responses, and dif- 145

ferences from human cognition that may affect the 146

reliability of these tests (Dorner et al., 2023; Gupta 147

et al., 2023; Song et al., 2023; Shu et al., 2023). 148

While prior research has demonstrated the relia- 149

bility and validity of psychometric evaluations for 150

large-scale models (e.g., GPT-3.5-Turbo, GPT-4, 151

and PaLM-62B) (Huang et al., 2023; Safdari et al., 152

2023), the applicability of these findings to some 153

smaller LLMs (e.g., 7B-9B parameter models) has 154

been questioned due to differences in model scale 155

and architecture. However, LLMs are continuously 156

improving, particularly smaller models, and the 157

validity of any psychometric assessment depends 158

on the specific test being used, making it neces- 159

sary to evaluate each case individually. Neverthe- 160

less, these challenges have not precluded other re- 161

searchers from successfully utilizing psychological 162

assessments to evaluate the language models per- 163

sonality(John et al., 1991) and benchmark their 164

emotional behavior(Huang et al., 2024b). 165

Additionally, our methodology addresses these 166

concerns by avoiding direct questions about psy- 167

chological traits, thereby reducing the influence 168

of Sycophancy Bias — a common issue in LLM 169

evaluations. Furthermore, we conducted additional 170

studies to validate the reliability of our approach 171

when applied to smaller models, many of which 172

have demonstrated superior performance compared 173

to larger models like PaLM-62B across various 174

benchmarks. This suggests that smaller, more re- 175

cent models can indeed exhibit reliable and valid 176

psychometric properties when evaluated using ap- 177

propriate methodologies. 178

Moreover, as validity implies reliability (Huang 179

et al., 2023), ensuring a test’s validity is suffi- 180

cient for meaningful evaluation. This is frequently 181

achieved through personality prompting (Safdari 182
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et al., 2023; Jiang et al., 2024b; Huang et al., 2023;183

Lu et al., 2023), a method where a specific per-184

sonality is shaped within the model to ensure the185

test accurately measures the desired traits. In our186

work, we utilize a similar personality prompting187

methodology to validate the application of the Min-188

nesota Multiphasic Personality Inventory (MMPI)189

to LLMs, demonstrating its effectiveness across a190

range of model sizes.191

Most current work exploits self-report test like192

Big Five Inventory (BFI) (John et al., 1991), which193

consist of few scales, where a subject should rate194

its personality within a set of questions. Many such195

tests are covered by the comprehensive benchmark,196

PsychoBench (Huang et al., 2024b), which consists197

of 13 tests, as well as by TRAIT (Lee et al., 2025),198

which is enhanced with a knowledge graph to test199

personality in a variety of real-life scenarios. How-200

ever, self-assessment is subject to biases (Wang201

et al., 2023), as, for example, subjects may report202

their desired personality rather than their actual203

one. One solution to this problem is using Role204

Playing Agents (Wang et al., 2023), where authors205

ask open-ended questions and use another LLM to206

assess personality based on the output. However,207

this method is more costly and complex, requiring208

longer predictions and another inference to assess209

personality.210

In contrast, the studied MMPI test, does not have211

explicit questions, making their purpose unclear to212

the interviewee and thereby reducing individual213

bias. Additionally, the MMPI includes embedded214

validity scales, which other tests do not have, fur-215

ther enhancing the test’s validity. Finally, MMPI’s216

unique set of well-studied scales, different from217

the other tests, makes it a valuable tool for more218

accurate and reliable assessment of LLM traits and219

behaviors.220

3 Methodology221

3.1 Psychological test adaptation222

To reliably validate LLMs’ implicit understand-223

ing of psychological personality traits, it is crucial224

to adapt psychological scales and tailor questions225

specifically for language models. When LLMs are226

asked direct questions about inner worlds, morality,227

and behavioral patterns, they may exhibit biased228

behaviors due to extensive alignment tuning, which229

can result in inconsistent and unrepresentative ques-230

tionnaire outcomes.231

To assess the susceptibility of LLMs to person-232

alization, we utilized MMPI, which is the most 233

widely used and researched self-report inventories 234

for measuring both personality and psychopathol- 235

ogy (Sellbom and Anderson, 2013). We selected 236

the MMPI as the most appropriate tool for our 237

study and employed it in accordance with the latest 238

guidelines and author recommendations. 239

The MMPI consists of 567 short statements that 240

individuals rate as true or false, designed to assess a 241

wide range of psychological characteristics. These 242

are organized into 82 scales, divided into several 243

groups: Clinical scales, Restructured Clinical (RC) 244

scales, Content scales, Supplemental scales, and 245

special Validity scales, which are used to evaluate 246

the truthfulness and sincerity of the respondent’s 247

answers. 248

Given the large number of scales included in the 249

test, we decided to focus our adaptation on a single 250

group of scales. Clinical and Restructured Clinical 251

scales were deemed less suitable due to their multi- 252

dimensional nature, often undefined variables, and 253

high intercorrelation (Groth-Marnat and Wright, 254

2016). Instead, we chose to utilize Content scales, 255

which are more interpretable in empirical psycho- 256

logical experiments and have minimal intercorrela- 257

tion. These scales include Anxiety (ANX), Fears 258

(FRS), Obsessiveness (OBS), Depression (DEP), 259

Health Concerns (HEA), Bizarre Mentation (BIZ), 260

Anger (ANG), Cynicism (CYN), Antisocial Prac- 261

tices (ASP), Type A Behavior (TPA), Family Prob- 262

lems (FAM), Low Self-Esteem (LSE), Social Dis- 263

comfort (SOD), Work Interference (WRK), and 264

Negative Treatment Indicators (TRT). In addition 265

to the Content scales, we also included the Validity 266

scales — Lie (L), Infrequency (F), and Defensive- 267

ness (K) — to assess the plausibility and consis- 268

tency of the LLM’s behavior when assigned a role. 269

The raw scale scores are normalized to the mean 270

and standard deviation of the respondent group and 271

converted to T-scores using the following equation: 272

Ti = 50 + 10× (xi − µi)

σi
(1) 273

where xi is the raw score of i-th scale before con- 274

version, and µi and σi are the mean and standard 275

deviation of the scores for the group of respon- 276

dents. Due to fundamental differences between the 277

scale means for humans and LLMs, we normalize 278

scores using coefficients derived from a popula- 279

tion of language models. After normalization, a 280

score of 50 corresponds to the average population 281

score, with each 10-point deviation representing 282
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Figure 1: Full prompt components: prefix prompt, per-
son description and Test statement. A person description
consists of a Persona General Descriptor and a Psycho-
logical Bias Descriptor. Supplemental Table 3 details
the Psychological Bias Descriptor used in the experi-
ments.

one standard deviation. Although the test scales283

are quantitative with a defined mean, score interpre-284

tation is nuanced, with specific intervals for each285

scale: high values (above 70 T-points), scale in-286

crease (56–70 T-points), average (45–55 T-points),287

scale decrease (30–44 T-points), and low values288

(below 30 T-points). Moderate increases in LLM289

scale scores within the average range are gener-290

ally linked to enhanced adaptive properties, while291

extreme high or low scores usually indicate patho-292

logical traits and reduced adaptability.293

3.2 MindShift Prompts294

Introducing specific personality traits into an LLM295

can be achieved by providing it with a natural lan-296

guage description of the persona. In our methodol-297

ogy, the persona description consists of two parts:298

the Persona General Descriptor and the Psycholog-299

ical Bias Descriptor (Figure 1). The Persona Gen-300

eral Descriptor includes general statements about301

the character’s lifestyle, routines, and social as-302

pects, while the Psychological Bias Descriptor cov-303

ers specific psychological attitudes with varying304

degrees of intensity.305

We sampled a diverse set of 100 roles for the306

Persona General Descriptor from the PersonaChat307

dataset (Zhang et al., 2018). Each description de-308

fines a persona in a few short sentences, as shown309

in Figure 1.310

To introduce controllable psychological as-311

pects of personality, we created a set of ad-312

ditive biases—the Psychological Bias Descrip-313

tor—corresponding to the fifteen MMPI Content314

scales. Each bias has three degrees of intensity:315

1. Negative: Stimulating behavior opposite to 316

the scale’s meaning (e.g., "I am a positive per- 317

son" when estimating bias on the Depression 318

scale). 319

2. Weak: Indicating increased activity of psy- 320

chological traits on the scale (e.g., "I tend to 321

have a passive personal attitude" when assess- 322

ing bias on the Depression scale). 323

3. Strong: Actively pushing behavior to the max- 324

imum corresponding to the scale (e.g., "I nega- 325

tively evaluate my own prospects and abilities 326

and have no illusions about success" when 327

measured by the Depression scale bias). 328

These biases were validated by Qwen2.5-72B- 329

Instruct (Yang et al., 2024b) which was asked to 330

rank the biases from the most appropriate (i.e. 0) to 331

the least appropriate (i.e. 2) a few times (with the 332

bias descriptions shuffled at random). The LLM 333

produced stable and coherent ranking results, con- 334

firming the consistency and validity of the bias 335

descriptions. A comprehensive list of psychologi- 336

cal biases, categorised according to test scales and 337

intensities, is presented in the Appendix 3. 338

3.3 Evaluation 339

To ensure the applicability of our methodology for 340

both instructively tuned and basic language models, 341

we designed an approach with indirect questions 342

which leverages the LLM’s ability to complete tex- 343

tual queries. We constructed a set of statements 344

from the questionnaire, formatted as shown in Fig- 345

ure 1. 346

In this context, ”statement” was replaced by 347

an inventory question (e.g., "I am the life of the 348

party"), and ”role” was replaced by a descriptor 349

of the persona being examined. This formulation 350

allowed only two possible LLM responses: "true" 351

(agree) or "false" (disagree). This response gen- 352

eration method facilitates the evaluation of both 353

open-source and closed-source models, from which 354

it is often challenging to extract probability distri- 355

butions among the tokens. Each statement was 356

given to the LLM independently, without retaining 357

the context of previous items, preventing mutual 358

influence between responses. 359

Our methodology for assessing the LLM’s per- 360

sonality perception abilities was implemented in 361

several steps: 362

1. Baseline Assessment: We collect the LLM’s 363

responses to test items using roles from 364
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the Persona General Descriptors set. This365

step provides the baseline psychological trait366

scores learned during pretraining and instruc-367

tional tuning. A greedy generation approach368

with a temperature parameter of 0 and a gen-369

eration of 3 new tokens was used in this step.370

2. Introducing Bias: We add a single bias from371

the Psychological Bias Descriptors to each372

role from the Persona General Descriptors, re-373

sulting in 45 test sets of 100 roles each. The374

end result was a large sample of 4,500 test375

scores, with fixed directional and intensity bi-376

ases for each language model.377

3. Computing Scale Normalization: We com-378

pute normalization coefficients from Eq. 1379

according to the test protocol (Butcher et al.,380

1969). We collect answers across 41 language381

models for personalities with and without bi-382

ases, totaling Np = 135000 different answers,383

and compute µ and σ values for each scale.384

4. Comprehensive Assessment: We assess the385

LLM’s role perception with predetermined386

psychological biases. We focused on the rela-387

tive biases of the LLM’s performance on the388

questionnaire scale compared to the mean of389

the same model’s scores without using psycho-390

logical biases. The relative bias deltas were391

calculated for each pair of "scale and type of392

bias - baseline scores," resulting in a set of393

three indicators for each scale:394

∆scale
n =

1

N

N∑
i=1

Sscale
base,i − Sscale

negative,i

∆scale
w =

1

N

N∑
i=1

Sscale
weak,i − Sscale

base,i

∆scale
s =

1

N

N∑
i=1

Sscale
strong,i − Sscale

base,i,

(2)395

where i is the index of probe persona, in our ex-396

periments N = 100, Sscale
bias,i is model score for i-th397

persona for the scale with added corresponding398

scale bias, and Sscale
base,i is this score without bias.399

The average of the delta scores was used to cal-400

culate the final metrics ∆ for each of the content401

scales.402
For each model we compute its personality accu-403

racy, which measure how well does a model rank404
personalities under the available biases relative to405

the baseline, given by the following formula: 406

Acc =
1

15 ∗ 4 ∗N
∑
scale

N∑
i=1

1(Sscale
strong,i > Sscale

base,i)

+ 1(Sscale
weak,i > Sscale

base,i) + 1(Sscale
strong,i > Sscale

weak,i)

+ 1(Sbase,i > Snegative,i)
scale.

(3) 407

Each model was studied in two dimensions: the 408

intensity of the language model’s perception of the 409

psychological bias (indicated by the value of the 410

delta) and the accuracy of direction in which the 411

model shifted its traits on the test scale. 412

4 Results 413

4.1 MMPI Validity 414

To evaluate the validity of the MMPI for large lan- 415

guage models, we first assess whether the inven- 416

tory scales measure the intended constructs. To do 417

this, we examine whether introduced biases in the 418

prompts affect the model’s scores in the expected 419

direction, thereby providing evidence for the test’s 420

validity. Specifically, introducing a positive bias 421

should increase a scale’s score, while a negative 422

bias should decrease it. We report the average accu- 423

racy with which the direction of these shifts aligns 424

with the expected outcomes. 425

We conducted experiments using the Qwen-2 426

(Yang et al., 2024a) and LLaMA-3 (Touvron et al., 427

2023) models. The results demonstrate that the 428

large instruction-tuned models consistently shift 429

scores in the expected direction, with accuracies 430

ranging from 98% to 100% for strong positive bi- 431

ases and 95% to 97% for negative biases. We iden- 432

tified two factors that reduce directional accuracy: 433

smaller LLMs show approximately 2% lower ac- 434

curacy compared to their larger counterparts, and 435

non-instruction-tuned versions exhibit an average 436

accuracy drop of about 4%. The findings suggest 437

that the MMPI scales effectively measure the in- 438

tended personality traits. Detailed results and fig- 439

ures are provided in the appendix. 440

To further substantiate the internal consistency 441

of the MMPI scales when applied to LLMs, we 442

computed Cronbach’s alpha values for each scale 443

across all tested models. As illustrated in Fig. 2, 444

the majority of models exhibited Cronbach’s al- 445

pha values predominantly around 0.8, consistent 446

with the reliability metrics reported for the original 447

MMPI2 when administered to humans (Heijden 448

et al., 2010). This suggests that the scales maintain 449

a comparable level of internal consistency when 450

applied to LLMs. 451
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Figure 2: Violin plot showing the distribution of Cron-
bach’s alpha values across all MMPI scales for each
model, plotted against VRIN values. Each violin repre-
sents one model.

We also utilized the MMPI’s internal validity452

scales, a key feature for assessing response integrity.453

The Falcon-7B Instruct model (Almazrouei et al.,454

2023) was excluded due to a 96% affirmative re-455

sponse rate, triggering the True Response Inconsis-456

tency (TRIN) scale and invalidating its profile due457

to acquiescence bias. For other models, Variable458

Response Inconsistency (VRIN) scores were ana-459

lyzed. Fig. 2 shows robust Cronbach’s alpha values460

for models with VRIN < 80 (the traditional human461

invalidity threshold). However, models with VRIN462

> 80 yielded untrustworthy results, demonstrating463

the MMPI’s validity scales successfully identify464

compromised LLM profiles. A trend of decreasing465

alpha values for VRIN > 60 suggests this lower466

threshold may flag early inconsistencies in LLM467

responses.468

Overall, these findings confirm that the MMPI469

test is a valid tool for assessing personality traits in470

large language models.471

4.2 Clustering of MMPI-2 Scores472

In the previous section, we assessed the validity of473

MMPI-2 for LLMs. To further explore the struc-474

ture of the derived personality traits, we applied475

t-distributed Stochastic Neighbor Embedding (t-476

SNE) to the MMPI-2 scores. The resulting 2D477

visualization is presented in Figure 5, where each478

data point represents a specific personality profile479

assigned to a particular language model without480

any added biases. Different models are color-coded,481

and we further distinguish models that have under-482

gone instruction tuning from those that have not.483

The t-SNE projection reveals distinct clusters,484

indicating that models with similar architectures 485

and training paradigms exhibit comparable person- 486

ality traits. Notably, models from the same fam- 487

ily tend to form cohesive groups, emphasizing the 488

consistency of their generative properties. For ex- 489

ample, the LLaMA-2, LLaMA-3, and LLaMA-3.1 490

models without instruction tuning are closely po- 491

sitioned in the t-SNE space, reflecting their shared 492

architectural and training characteristics. How- 493

ever, these models are distinctly separated from 494

their instruction-tuned counterparts, underscoring 495

the substantial impact of fine-tuning on personal- 496

ity trait expression. Specifically, the instruction- 497

tuned versions of LLaMA-3 and LLaMA-3.1 re- 498

main proximate to each other but are clearly sepa- 499

rated from LLaMA-2, illustrating the divergence in- 500

troduced by fine-tuning across different model gen- 501

erations. Moreover, the noticeable displacement of 502

instruction-tuned models from their non-tuned ver- 503

sions further supports the idea that fine-tuning not 504

only refines task performance but also significantly 505

alters personality-related response patterns. 506

Beyond the LLaMA series, other model fami- 507

lies exhibit similar clustering trends. Most of the 508

Mistral-based models (Jiang et al., 2023a) remains 509

close to each other but also forms distinct clusters. 510

This suggests that despite variations introduced by 511

fine-tuning, inherent properties of the base model 512

remain influential in shaping MMPI-2-derived per- 513

sonality traits. Additionally, other models such as 514

Falcon-7B (Almazrouei et al., 2023) and Gemma 515

(Team et al., 2024) are well-separated, reinforcing 516

the observation that personality trait responses are 517

model-dependent and not randomly distributed. 518

These findings support the hypothesis that 519

MMPI-2 scores capture intrinsic model character- 520

istics, including both architectural design and fine- 521

tuning strategies. The clear clustering observed in 522

the t-SNE projection suggests that our evaluation 523

framework is capable of distinguishing between 524

model families and training methodologies based 525

on their generated MMPI-2 responses. This rein- 526

forces the validity of our approach, as the test does 527

not produce arbitrary results but instead captures 528

meaningful generative properties inherent to each 529

model. 530

In the subsequent section, we further analyze the 531

correlation between MMPI scores and prediction 532

properties, examining the extent to which personal- 533

ity traits derived from language models correspond 534

to objective performance metrics. 535
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4.3 Sensitivity to Psychological Prompts536

We assessed various LLMs’ perceptual abilities537

regarding personality traits using the MindShift538

Prompts in two experiments: one without and one539

with added Psychological Bias. Tested models in-540

cluded LLaMA-2, LLaMA-3 (Touvron et al., 2023),541

Mistral (Jiang et al., 2023a), Phi-3 (Gunasekar542

et al., 2023), Falcon (Almazrouei et al., 2023),543

Gemma, Gemma-2 (Team et al., 2024), Qwen-2544

(Yang et al., 2024a), Qwen-2.5 models (Yang et al.,545

2024b) and MoE-based models like Mistral 8x7B546

and Mistral 8x7B Instruct (Jiang et al., 2024a).547

Firstly, we evaluate LLM scores without addi-548

tional biases, the complete results are provided in549

Table 1 in Appendix. We observed significant vari-550

ability among LLMs scores. The LLaMA-2 and551

LLaMA-3 models generally score higher across552

most scales compared to other families. Notably,553

the non-instructive versions demonstrate consis-554

tent scores across scales like ANX, FRS, and DEP.555

Mistral models present a mixed performance, with556

some versions like Mistral-7B v0.3 scoring high557

on certain scales (e.g., OBS and ASP), while oth-558

ers score lower, especially the instructive versions.559

Mixtral models, particularly the instructive-tuned560

ones, tend to have the lowest scores across most561

scales, indicating a potential consistently low sen-562

sitivity to the psychological traits measured. The563

Gemma family has the highest scores across mul-564

tiple scales, suggesting that this model family has565

a strong ability to generate consistent outputs on566

psychological traits. Instructive-tuned Falcon mod-567

els exhibit significantly higher scores on the FRS,568

OBS, and SOD scales, indicating that instructive569

tuning might amplify these traits. 570

Instructive tuning appears to have a varied im- 571

pact on different model families. In the LLaMA 572

and Mistral models, it generally leads to a reduc- 573

tion in scores, possibly reflecting a more cautious 574

or tempered response pattern. Conversely, in the 575

Falcon models, instructive tuning results in a sub- 576

stantial increase in scores, which may suggest that 577

these models become more pronounced in their 578

outputs post-tuning. 579

The second experiment evaluated the LLMs’ 580

ability to interpret and replicate psychological bi- 581

ases using the Psychological Bias Descriptors, as 582

shown in Fig. 3. Complete results are provided in 583

Table 2 in Appendix. Higher delta scores indicate 584

a stronger expression of psychological traits, while 585

higher personality accuracy (Eq.3) reflects more 586

accurate role perception. 587

We observe notable differences across the var- 588

ious families. Models from the Mistral family, 589

particularly Mixtral-8x7B In. v0.1, consistently 590

achieves the highest or among the highest scores 591

across many scales, suggesting it has a heightened 592

sensitivity to the personas roles compared to other 593

models. On the other hand, models like Falcon 594

7B In. and LLaMA-2 7B show significantly lower 595

scores, suggesting a lower tendency to reflect char- 596

acter traits. 597

The impact of instructive tuning on these scores 598

is nuanced. For example, while the instructive- 599

tuned Mixtral-8x7B In. v0.1 slightly outperforms 600

its untuned counterpart, the general trend does not 601

show a consistent increase in bias sensitivity due to 602

tuning. Models like Gemma-2 9B and LLaMA-3.1 603

8B, despite their instructive tuning, show relatively 604

lower bias scores, implying that instructive tuning 605

alone does not uniformly enhance bias detection 606

across models. 607

4.4 Connection to LLM Behavior 608

In this section, we explore the relationship be- 609

tween MMPI model scores and their predictions on 610

the StrategyQA (Geva et al., 2021) and Common- 611

SenseQA (Talmor et al., 2018) benchmarks. We 612

used several prompts and analazyed answers for all 613

benchmarks questions. 614

We presented a set of questions from the bench- 615

marks using four distinct prompts (detailed below) 616

and analyzed the corresponding responses. Our 617

analysis focuses on two key metrics: the response 618

length elicited by the first neutral prompt, and an- 619

swer inconsistency—defined as the proportion of 620
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Figure 4: Correlation between MMPI scales and predicted answer length on the left plot and response inconsistency
on the right plot.

questions for which at least one model response621

differs across prompts. A question is classified as622

inconsistent if responses to the various prompts are623

not all identical.624

• Prompt 1: "Please, answer to the following625
multiple choice question"626

• Prompt 2: "Would you be so kind to an-627
swer to the following multiple choice ques-628
tion"629

• Prompt 3: "You’d better answer the follow-630
ing multiple choice question right now"631

• Prompt 4: "Answer the damn multiple632
choice question now"633

Fig. 4 (left) illustrates that the Defensiveness634

scale is correlated with the length of predictions on635

these benchmarks (Spearman’s correlation coeffi-636

cient of 0.74, p-value 0.009 for StrategyQA, 0.81637

with p-value 0.002 for CommonSenseQA). There-638

fore, models with the lowest Defensiveness scores639

tend to predict only the answer to the given ques-640

tion, whereas models with higher Defensiveness641

scores provide longer outputs, often including not642

only the answer but also the reasoning behind it.643

Fig. 4 (right) depicts the relationship between644

the answer inconsistency and DEP scale. For the645

StrategyQA dataset, we observe a Spearman’s cor-646

relation of 0.78 ( p-value 0.005), while for Com-647

monsenseQA answers remain consistent. This sug-648

gests that models with higher depression scores649

tend to change their answers more frequently, hav-650

ing a greater dependence on the emotional coloring651

of the prompt.652

4.5 Correlation to Open LLM Leaderboard653

Fig. 8 shows the correlations between the Open654

LLM Leaderboard scores and the MMPI scales655

for the Mistral model family. Among the valid-656

ity scales, there is a strong correlation between657

the Defensiveness and the overall average model 658

performance (K scale correlation of -0.86, p-value 659

3 · 10−4) and particularly to TruthfulQA perfro- 660

mance (correlation of -0.89, p-value 1 · 10−4). 661

Given that the Defensiveness scale is used for cor- 662

rection of other MMPI scales to account for overly 663

defensive responses, these findings suggest that 664

the best-performing models are adept at providing 665

clearer and more accurate responses to the inven- 666

tory questions. 667

Furthermore, several other MMPI scales demon- 668

strate significant correlations with TruthfulQA per- 669

formance, a metric that assesses the model’s ten- 670

dency to reproduce falsehoods. The p-values for 671

these correlations range from 6×10−5 to 8×10−4, 672

underscoring the relationship between psychomet- 673

ric evaluations and model safety. 674

5 Conclusion 675

In this study, we introduced MindShift, a bench- 676

mark for evaluating the psychological adaptability 677

of LLMs. Our key findings include: 678

Model Sensitivity to Psychological Prompts: 679

LLMs show significant sensitivity to psychologi- 680

cal prompts, reflecting personality traits and biases 681

when given specific persona descriptions. Sensitiv- 682

ity increases with advancements in model architec- 683

ture and training datasets. 684

Connections with Benchmarks and LLM Be- 685

havior: we found correlations between LLM re- 686

sponses to psychological assessments and their per- 687

formance on various benchmarks. 688

6 Limitations 689

Prompt Engineering Sensitivity: The outcomes 690

are sensitive to how personas and psychological bi- 691

8



ases are framed. While we observe that responses692

remain consistent across similar prompts approxi-693

mately 90–95% of the time, the broader question694

of which prompt variations should be considered695

acceptable remains open. Although some prompts696

can cause models to refuse to answer or deviate697

significantly, we have identified a formulation that698

performs reliably across many different models.699

However, this highlights a fundamental fragility in700

prompt-based evaluations.701

Cultural and Linguistic Biases: The MMPI702

and related psychometric instruments were devel-703

oped within specific cultural and linguistic contexts.704

Applying these assessments to LLMs—trained on705

globally diverse and often culturally inconsistent706

corpora—risks misinterpretation. Model outputs707

may not align with culturally grounded understand-708

ings of psychological traits, limiting the cross-709

cultural validity of such evaluations.710

Evaluation Scope and Ground Truth: There711

is no definitive ground truth for how LLMs should712

respond to psychometric assessments. Our evalua-713

tion focuses on the strength of response shifts when714

psychological biases are introduced. However, it715

remains unclear what constitutes an appropriate or716

expected level of change. Overreactive shifts may717

indicate instability rather than adaptability, suggest-718

ing the need for principled calibration benchmarks.719

Static Role Representations: The current720

benchmark relies on fixed, single-shot personas,721

which restricts our ability to assess how models722

adapt to evolving psychological contexts. Human723

personality expression is dynamic and often un-724

folds over time; in contrast, LLMs are not evaluated725

for their ability to maintain or update psychological726

coherence in multi-turn interactions or longitudinal727

role-play scenarios.728

7 Ethics729

The ethical considerations of this study focus730

around the responsible use and development of731

LLMs with personality traits. Importantly, our732

adaptation of psychometric assessments to LLMs733

is not intended to diagnose or reflect actual psycho-734

logical conditions. We are careful to avoid over-735

lapping with medical domains and stigmatizing736

individuals with psychological disorders. Addi-737

tionally, this research did not involve real human738

subjects, ensuring no direct ethical implications on739

individuals. Moreover, the simulation of human-740

like personalities in LLMs raises concerns about741

user manipulation and deception, particularly if 742

users believe they are interacting with a sentient 743

entity. 744
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Figure 5: t-SNE visualization of MMPI-2 scores across different language models. Each point represents a
personality profile assigned to a model, with color coding differentiating model families. Instruction-tuned models
are highlighted with markers.
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Table 1: The results of an experiment to assess the consistency of basic psychological trait scores of different LLMs
on the MMPI Control scales using a set of generic roles, without the addition of any psychological bias. LLMs
with instructive tuning are indicated by the postfix "In". (i.e. instructive). The colour of the cells indicates whether
the model score is within or outside the normal range for the scale (blue - below the normal range, red - above the
normal range).

Model ANX FRS OBS DEP HEA BIZ ANG CYN ASP TPA LSE SOD FAM WRK TRT F L K
DeepSeek R1 Distill LLaMA 70B 42 42 39 42 50 44 40 41 43 40 42 44 43 41 42 46 62 59
DeepSeek R1 Distill Qwen 32B 47 44 45 45 46 51 46 48 48 47 44 43 47 45 45 46 53 51
Falcon 7B 49 47 48 48 61 49 53 51 51 46 46 41 44 48 44 48 54 48
Falcon 7B In. 57 57 60 59 43 61 62 62 64 63 59 47 59 60 62 58 38 36
Gemma-2 9B 61 60 57 63 64 64 60 62 62 56 57 53 61 60 58 61 42 39
Gemma-2 9B In. 45 42 42 45 50 43 42 41 37 38 45 44 47 43 42 44 52 54
Gemma 7B. 53 53 52 44 60 51 51 44 44 50 42 40 45 45 40 41 51 47
Gemma 7B In. 54 53 59 47 54 51 57 46 47 56 54 49 50 54 51 45 42 42
LLaMA-2 7B 49 51 48 50 50 51 50 48 49 49 50 45 51 50 50 52 54 51
LLaMA-2 7B Chat 42 44 39 41 54 40 38 35 36 37 40 44 42 41 40 44 67 64
LLaMA-3.1 70B 48 50 48 51 49 52 52 49 52 51 50 44 43 48 50 53 51 50
LLaMA-3.1 70B In. 43 42 40 42 46 42 40 44 43 41 44 46 43 42 43 43 58 57
LLaMA-3.1 8B In. 42 43 40 41 44 41 42 40 42 41 41 44 44 42 41 45 59 59
LLaMA-3 8B 46 49 45 47 51 50 50 46 49 48 48 42 49 47 47 51 54 53
LLaMA-3 8B In. 42 41 42 41 45 41 42 41 41 43 42 45 43 42 40 43 57 58
Mistral 7B In.-v0.1 47 46 49 44 52 49 48 51 47 51 45 49 39 45 45 43 53 47
Mistra 7B In.-v0.2 43 41 40 40 40 36 40 43 40 44 40 52 38 41 41 37 51 55
Mistral 7B In.-v0.3 42 42 39 39 53 35 37 35 35 38 39 47 38 38 37 39 62 62
Mistral 7B-v0.3 48 48 54 45 50 51 46 53 53 51 47 47 44 48 47 46 46 46
Mixtral 8x7B In. 36 36 36 37 28 34 39 39 35 41 38 46 39 38 39 36 59 58
Mixtral 8x7B 38 42 36 39 39 37 38 38 36 37 40 46 40 39 38 41 66 62
Phi-3-mini 128K In. 53 48 53 47 45 51 54 50 48 52 51 47 48 47 46 43 46 42
Qwen2.5-72B 53 57 58 58 45 62 59 62 63 60 59 50 59 55 58 59 38 39
Qwen2.5-72B-In. 44 42 41 44 45 44 45 50 48 44 48 48 48 44 44 46 54 52
Starling-LM 7B Alpha 47 46 54 45 44 54 53 51 50 58 50 50 51 48 45 44 40 42
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Table 2: The results of the assessment of the ability of the language models to perceive and reproduce specific
psychological biases transferred with the basic persona roles. For each Content scale of the MMPI test, the scale
bias delta is reported as a result of the transfer of the psychological bias. Acc indicates the persona prediction
accuracy. The highest scores are highlighted in bold. LLMs with instructive tuning are indicated by the postfix "In".
(i.e. instructive).

Model Overall ANX FRS OBS DEP HEA BIZ ANG CYN ASP TPA LSE SOD FAM WRK TRT L Acc
Mixtral-8x7B In. 5.56 0.42 0.32 0.37 0.60 0.14 0.17 0.31 0.40 0.46 0.18 0.48 0.46 0.41 0.32 0.53 57.91 0.891
Mixtral-8x7B 5.40 0.36 0.24 0.43 0.54 0.16 0.23 0.33 0.41 0.36 0.28 0.43 0.45 0.37 0.30 0.50 58.49 0.889
Mistral 7B In. v0.2 4.67 0.32 0.22 0.28 0.49 0.20 0.27 0.26 0.30 0.33 0.22 0.38 0.31 0.31 0.32 0.46 56.98 0.905
Gemma-2 9B In. 4.63 0.19 0.21 0.30 0.42 0.12 0.22 0.28 0.36 0.56 0.26 0.30 0.42 0.24 0.29 0.47 51.61 0.880
Qwen-2 72B 4.46 0.33 0.10 0.31 0.48 0.04 0.16 0.37 0.34 0.50 0.26 0.38 0.36 0.24 0.21 0.39 59.84 0.874
LLaMA-3 8B-In. 4.35 0.27 0.29 0.24 0.47 0.11 0.26 0.24 0.29 0.30 0.13 0.29 0.43 0.34 0.26 0.44 55.04 0.895
LLaMA-3.1 70B-In. 4.26 0.25 0.16 0.26 0.47 0.13 0.20 0.35 0.28 0.38 0.17 0.28 0.41 0.25 0.28 0.40 56.85 0.911
Qwen-2 72B In. 4.34 0.28 0.18 0.22 0.52 0.06 0.20 0.33 0.29 0.40 0.20 0.29 0.43 0.26 0.25 0.43 51.47 0.875
Mistral 7B In. v0.3 3.99 0.29 0.16 0.29 0.43 0.14 0.18 0.29 0.28 0.20 0.23 0.26 0.38 0.25 0.29 0.33 60.26 0.911
DeepSeek-R1 Distill Llama 70B 3.86 0.25 0.13 0.22 0.45 0.10 0.14 0.27 0.32 0.27 0.18 0.27 0.39 0.24 0.26 0.36 58.43 0.913
Qwen-2.5 72B In. 3.83 0.23 0.24 0.28 0.45 0.12 0.19 0.26 0.22 0.29 0.17 0.27 0.32 0.24 0.25 0.32 54.17 0.842
Mistral 7B In. v0.1 3.63 0.21 0.26 0.17 0.45 0.05 0.21 0.20 0.17 0.18 0.11 0.30 0.37 0.33 0.25 0.38 47.99 0.853
Starling-LM 7B Alpha 3.54 0.23 0.27 0.21 0.41 0.05 0.16 0.22 0.19 0.27 0.14 0.24 0.40 0.15 0.23 0.38 44.88 0.846
Gemma 7B 3.50 0.16 0.16 0.19 0.40 0.02 0.14 0.17 0.17 0.26 0.14 0.35 0.50 0.23 0.24 0.37 49.43 0.849
Mistral 7B v0.3 3.24 0.15 0.11 0.19 0.43 0.06 0.10 0.25 0.08 0.17 0.22 0.25 0.39 0.31 0.30 0.24 48.37 0.820
Qwen-2 7B In. 3.23 0.16 0.13 0.17 0.36 0.04 0.17 0.23 0.26 0.23 0.12 0.26 0.39 0.18 0.19 0.32 57.83 0.867
Phi-3 mini 128k In. 3.01 0.06 0.20 0.15 0.36 0.01 0.17 0.21 0.20 0.30 -0.01 0.23 0.34 0.30 0.18 0.33 43.54 0.842
LLaMA-3.1 8B In. 3.01 0.14 0.15 0.15 0.34 0.08 0.21 0.17 0.22 0.20 0.11 0.20 0.37 0.24 0.18 0.26 58.36 0.876
Gemma 7B In. 2.76 0.07 0.20 0.03 0.34 0.09 0.15 0.16 0.20 0.26 0.13 0.14 0.34 0.21 0.20 0.25 43.65 0.824
DeepSeek-R1 Distill Qwen 32B 2.57 0.11 0.12 0.14 0.33 0.07 0.11 0.17 0.18 0.20 0.07 0.18 0.34 0.15 0.17 0.23 52.99 0.868
LLaMA-2 7B-Chat 2.47 0.15 0.10 0.24 0.30 0.02 0.21 0.15 0.13 0.15 0.10 0.18 0.21 0.13 0.18 0.21 61.91 0.845
Falcon 7B 2.29 0.07 0.16 0.09 0.28 -0.02 0.16 0.19 0.17 0.11 0.09 0.17 0.21 0.19 0.18 0.21 41.23 0.707
Gemma-2 9B 1.87 0.05 0.09 0.13 0.19 0.02 0.07 0.15 0.05 0.17 0.04 0.18 0.34 0.08 0.11 0.19 43.07 0.699
Qwen2 7B 1.67 0.02 0.13 0.01 0.21 0.02 0.10 0.14 0.08 0.13 0.01 0.08 0.31 0.13 0.15 0.15 39.11 0.688
Qwen2.5 72B 1.54 0.09 0.11 0.14 0.15 0.07 -0.04 0.10 0.00 0.08 0.04 0.10 0.35 0.06 0.15 0.15 39.10 0.72
LLaMA-3 8B 1.46 0.09 0.09 0.11 0.20 0.01 0.05 0.09 0.05 0.09 0.03 0.07 0.22 0.11 0.12 0.12 53.56 0.818
LLaMA-3.1 70B 1.43 0.07 0.09 0.10 0.18 0.01 0.08 0.12 0.07 0.09 0.05 0.08 0.28 0.07 0.08 0.06 50.28 0.811
Falcon 7B In. 1.02 -0.01 0.12 0.00 0.15 0.00 0.08 0.14 0.02 0.08 0.04 0.04 0.14 0.03 0.14 0.04 37.97 0.553
LLaMA-2 7B 0.80 0.05 0.04 0.05 0.10 0.01 0.03 0.07 0.00 0.04 0.04 0.08 0.12 0.06 0.07 0.05 50.93 0.738
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Figure 8: Pearson correlation values between MMPI
scales and Open LLM Leaderboard metrics across
Mistral-family models. Only correlations with p-value
< 0.001 are shown.
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Table 3: A comprehensive listing of psychological biases, organized by test scales and intensities.

Scale Negative Weak Strong
Anxiety
(ANX)

I am not very careful in my actions and am not scrupu-
lous in matters of morality. I am clearly self-centred.
I am not inclined to empathy and often behave rudely
and harshly. I have a cynical view of the world.

I am often anxious, moody and unsure of myself. I am
usually very sensitive and susceptible to the external
influences of society. I tend to avoid failure, even at
the cost of achieving goals. I am characterised by a
well-developed sense of responsibility, conscientious-
ness, commitment, modesty and anxiety about small
worldly problems. I often double-check what I have
done and am overly self-critical.

I am very anxious, moody and insecure. I am usually
very sensitive and subject to the external influences of
society. I am very modest, responsible, conscientious
and obliging. I always double-check what I have done
and am usually overly self-critical. I have low self-
esteem. I am very sensitive to my ugliness, to my
external defects. I feel ‘different’ in society. I may
have an inferiority complex.

Fears
(FRS)

I have no or very few specific fears, such as fear of
snakes, fear of heights, etc. It is difficult to scare me
with anything. I am not afraid of watching horror
films.

I have one or two fears - like all normal people. I’m
very afraid of snakes and spiders, but I’m not afraid of
the dark or heights. I don’t really like watching horror
films, especially if they are very scary.

I have a lot of fears. I find it hard to deal with them. I
am afraid of the dark, heights, speed and many other
things. This often makes life difficult for me. I hate
horror films.

Obsessiveness
(OBS)

I am not bothered by obsessive thoughts about prob-
lems and solutions. Nor do I notice any tendency
towards compulsions and obsessions. I am not bored
by intrusive thoughts and forbidden aggressive emo-
tions.

Sometimes I get lost in thinking about problems and
their solutions, but I don’t mind. I sometimes notice
obsessions that are not typical of other people. I some-
times have intrusive thoughts in my head, but I can
deal with them.

I am often immersed in thinking about problems and
their solutions. I am haunted by compulsions such as
counting and saving unimportant things. I am unable
to control intrusive thoughts and am obsessed with
forbidden aggressive feelings.

Depression
(DEP)

I am always in a good mood and laugh a lot. I am not a
tearful or sad person. I am optimistic. I am not affected
by guilt and remorse for any reason. In general, I rarely
sink into apathy and self-condemnation.

I probably have a mild case of depression or something
like that. I can be brooding and tearful. Sometimes I’m
overly pessimistic. I have even had suicidal thoughts. I
often feel guilt and constant remorse about everything.
In general, I’m a very sensitive person. Sometimes I
sink into apathy.

I feel like I have severe depression. I am always
brooding, prone to tears, pessimistic. I have suicidal
thoughts. I have persistent feelings of guilt, constant
remorse, hypersensitivity, apathy, a sense of worth-
lessness, loss of an unresolved object, and a sense of
desolation.

Health
Concerns
(HEA)

I don’t pay much attention to how I feel in terms of
health, it doesn’t really bother me. I’m totally not a
hypochondric.

I pay attention to my health, but I don’t focus only on
it. I am ambitious enough and can control myself.

I am an obvious hypochondriac and I care a lot about
my own wellbeing. I tend to be very self-controlled.
I am characterised by a high level of ambition and a
contradictory need to conform to conventional norms.

Bizarre
Men-
tation
(BIZ)

I’m not a suspicious person. It seems to me that
there is no point in always being suspicious and afraid
of something. People around me usually seem very
friendly and open. My acquaintances are also very
happy to communicate and be friends with me. They
say that I am a very relaxed and reasonable person.

I can be suspicious, but not often. I sometimes feel
that people are plotting against me. I can be suspicious
and afraid of something bad, but not often.

I’m a very suspicious person. I often feel that all the
actions and words of the people around me have a
different, dangerous meaning for me. Therefore, I am
always cautious and suspicious of everything/everyone
around me. People I know say I am delusional with
paranoia, but I think they are conspiring against me.

Anger
(ANG)

I rarely get angry, and even more rarely do I feel angry.
Moreover, I can never stay mad or furious for long. I
am a true pacifist by nature - I do not accept violence
of any kind.

I sometimes lose control of myself when I get angry,
although this doesn’t happen very often. I may seem
irritable and easily angered, but this is not always the
case. I can sometimes be impatient and stubborn, but
not to an extreme.

I lose control of myself when I get angry, and I get
angry a lot! I have been told that I am very irritable
and get angry easily. I am impatient and stubborn. I
have no objection to physical or verbal violence.

Cynicism
(CYN)

I am always open to others and friendly, because peo-
ple are very nice by nature. I do not like manipulators
and I am not inclined to use other people for my own
ends. I am very sensitive and generous.

I am sometimes hostile and suspicious of others be-
cause people are often dishonest and unfair. Some-
times I can use other people for my own ends - I don’t
think that’s a bad thing. I have sometimes been called
a bit callous, selfish and pompous. I am occasionally
envious.

I am told that I am hostile to others and that I hate the
people around me. I am suspicious - I think people
are manipulative, dishonest and unfair. So I have to
be on my guard all the time! I feel misunderstood,
although I’m not used to being gullible myself. I tend
to take advantage of other people - I don’t see anything
wrong with that. I am often called insensitive, selfish,
pompous, envious and judgmental.

Antisocial
Practices
(ASP)

I think you should always acknowledge authority fig-
ures. I’m not a rebel by nature and I don’t want to be.
Laws and rules are made for our benefit. I never stole
or was a hooligan at school and I never did anything
socially reprehensible later on. I am not selfish and I
am always honest with others.

I don’t think it’s always necessary to accept authority.
I am often seen as a bit of a rebel who breaks the
rules. I am ashamed to admit it, but I used to steal
and bully when I was at school. Later I committed
socially reprehensible acts. Sometimes I can be selfish
and dishonest.

I do not recognise authority! In fact, I am basically a
real rebel and I am against all laws. I will not hide the
fact that I have committed socially reprehensible acts
and even stolen. I was a real bully at school. I am told
that I am selfish and tend to be exploitative.

Type A
Behavior
(TPA)

I am not an ambitious person, I am not proactive and
I am relaxed about my status in society. However, I
am very calm. Although I have problems with self-
organisation, scheduling and deadlines. It is extremely
difficult to call me a workaholic - I prefer to maintain
a balance between work and private life. I don’t have
a lot of work-related stress and I’m happy with my job.
I don’t have very high expectations of myself and I
don’t want others to have high expectations of me.

I am quite outgoing and ambitious. I’m quite organ-
ised and good with deadlines. I don’t like delays, but
I can be patient - it’s not a problem. I feel I can take
the initiative where necessary. Occasionally I become
a workaholic. I expect a lot from myself and I think
others expect a lot from me too.

I am communicative, ambitious, tightly organised,
high on status, impatient, anxious, proactive and con-
cerned about time management. i am often described
as a workaholic, but I am a high achiever. I am good
at working with strict deadlines and hate both delays
and ambivalence. I won’t deny that I experience a lot
of work-related stress and am not satisfied with my
job. I have high expectations of myself because I think
others have equally high expectations of me too.

Low Self
Esteem
(LSE)

I have a lot of love for myself. I know other people can
like me. I generally feel quite attractive and clumsy,
a bit useless. I am generally self-confident and rarely
feel uncomfortable in social situations.

I can’t say that I love myself very much, although I
don’t hate myself. When I’m in a bad mood it can
be hard for me to realise that other people might like
me. I sometimes feel unattractive and clumsy, a bit
useless. Overall, I’m usually confident, but there are
times when I feel very uncomfortable with positive
feedback. I am quite sensitive.

I can’t say that I like myself. So it’s hard for me to
imagine other people liking me. I often feel unattrac-
tive, clumsy, useless and inadequate. In general, I
lack self-confidence and feel very uncomfortable with
positive feedback. I am hypersensitive.

Social
Dis-
comfort
(SOD)

I am definitely an extrovert by nature. I am outgoing
and not shy. I enjoy parties and group activities. I am
quite comfortable being in a crowd or a large group. I
am very easy to get to know.

I am a bit of an introvert by nature. I can be shy
and tend to avoid excessive socialising and big parties.
Although sometimes I enjoy it. I am quite comfortable
being alone. It may not be easy to make friends with
me, but I try.

I am definitely an introvert by nature. I am very shy,
avoid socialising and really dislike crowds, parties
or group activities. I’m more comfortable when I’m
alone. It may be difficult to get to know me.

Family
Problems
(FAM)

I have a very loving and friendly family. They always
support and encourage me in life. They accept me as I
am, and I love them very much.

It doesn’t happen often, but I do have problems with
my family. We can argue and quarrel. Sometimes I
feel under pressure from my parents, but I know they
love me and I love them too.

Admitting it is difficult, but the family I grew up with
was far from happy. I have always known that my
relatives do not support or like me, and they even treat
me with hostility. There is aggression between my
relatives, which sometimes leads to big scandals. I
often want to run away from home.

Work
Inter-
ference
(WRK)

I do not have difficulty concentrating - I can concen-
trate quickly and do not get distracted. I don’t feel
anxious or tense. People around me are supportive of
my efforts. I am generally self-confident. I do well
at work and have no conflicts with my superiors, who
praise me for my initiative. I know what my career
goals are. I do not get tired easily and I am not lazy.

I sometimes have trouble concentrating. Sometimes,
but rarely, I feel anxious or tense. I sometimes feel
pressured and unsupported by others, but this passes
quickly. Sometimes I feel a bit insecure. I am doing
well at work, but there are conflicts with my superiors
who think I lack initiative. I know what my profes-
sional goals are, but not very clearly. Sometimes I feel
tired and lazy.

I have difficulty concentrating. I am often plagued
by anxiety, tension, pressure from others and lack
of support. I am extremely insecure. I am not very
smooth at work: I have conflicts with my superiors
who say I lack initiative. I am not sure that I am clear
about my professional goals. I get tired easily.

Negative
Treat-
ment
Indi-
cators
(TRT)

I have a positive attitude towards doctors and treatment.
I am very grateful to people who try to help me. I
like change. I am generally optimistic, confident and
determined. I tend to believe that the future is mostly
up to us. I can take responsibility for my own actions.
If I suddenly feel mentally or physically unwell, I am
likely to see a doctor.

I do not have the most positive attitude towards doc-
tors and treatment. I am suspicious of people who
try to help me. I do not really like changes. I am
sometimes pessimistic, suspicious and indecisive. I
tend to believe that the future depends mainly on luck.
I don’t like to take responsibility for my own actions,
although I know I should. If I suddenly feel mentally
or physically ill, I probably won’t go to the doctor.

I have an extremely negative attitude towards health
care providers and treatment. I have a pessimistic
attitude towards people who understand or help me. I
am not comfortable with self-disclosure or change. I
am basically a pessimistic person who does not handle
frustration well, is defensive, suspicious, indecisive
and believes that the future is down to luck. I avoid
taking responsibility for my actions. I believe that
mental or other illness is a sign of weakness.
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