SiniticMTError: A Machine Translation Dataset
with Error Annotations for Sinitic Languages

Despite major advances in machine translation (MT) in recent years, progress remains limited for many low-
resource languages that lack large-scale training data and linguistic resources. Cantonese and Wu Chinese are
two Sinitic examples, although each enjoys more than 80 million speakers around the world. Thus, we introduce
SiniticMTError, a novel dataset that builds on existing parallel corpora to provide error span, error type, and
error severity annotations in machine-translated examples from English to Mandarin, Cantonese, and Wu Chinese.
SiniticMTError is a novel suite of datasets that build on FLORES+ [[1]] to provide erroneous machine translation
examples and detailed span-level error annotations including error type and severity for Mandarin, Cantonese, and
Wu Chinese.

Our dataset serves as a resource for the MT community to utilize in fine-tuning models with error detection
capabilities, supporting research on translation quality estimation, error-aware generation, and low-resource language
evaluation. We also support the community with our annotation guidelines specifically tailored for Sinitic languages.
We have now finished annotating across 2,000 Mandarin and 1,000 Cantonese sentences, with Wu Chinese annotations
still in early start. We describe our annotation pipeline conducted by native speakers in Figure [Ia]

We also report the error type distribution of the annotated Mandarin sentences in Figure Mistranslation
errors appear the most (61.2%), which shows the difficulty of models accurately understanding Mandarin semantics.
Omission (14.2%) and grammar errors (7.1%) are also frequently present. This suggests that MT systems often
do not keep the full meaning or produce Mandarin sentences with proper structure. Less frequent cases, including
unintelligible outputs, typography errors, and untranslated segments, still occur and show that many different kinds of
errors exist in MT. These distributions show the need of span-level annotation in Sinitic MT, and provide concrete
targets for future error detection modeling approaches.
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Figure 1: Overview of our dataset: (a) annotation pipeline; (b) error-type distribution.
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