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ABSTRACT

The boom in social media platforms has witnessed a significant jump in offen-
sive, hate, and toxic languages. These toxic contents leave a significant effect on
one’s personality which can even lead to depression and can be in various forms
including audio and text. However, the primary concern is that the bench-
mark datasets such as Toxigen for hate speech detection, are only text-based.
Therefore, in this research, for the first time, we have collected the audio-based
hate speech dataset for unified security. Utilizing both these modalities (text and
audio), we have performed the benchmark study for audio and text hate detection
and proposed a multimodal hate detection algorithm.

1 INTRODUCTION

Hate speech (Paz et al., 2020), characterized by offensive and harmful language targeted at spe-
cific groups, has become a significant concern in the digital age. Its online presence reduces the
quality of digital communication and poses serious social and ethical challenges1. In response to
this growing issue, researchers have devoted considerable effort to developing effective hate speech
detection methods, primarily focusing on text-based content (MacAvaney et al., 2019). However,
hate speech detection in audio data remains relatively unexplored, presenting unique challenges and
opportunities. This research aims to bridge this gap and extend hate speech detection capabilities to
audio and multiple modalities. Further, we have proposed a multimodal hate detection algorithm by
combining the decision fusion of text and audio hate detection algorithms.

1.1 PROPOSED HATE AUDIO DATASET

To explore the potential of audio modality, we have generated hate and non-hate audio samples
using the neural text-to-speech (TTS) 2 model. For that, we have used the 200 text samples of
the ToxiGen dataset (Hartvigsen et al., 2022). Since hate speech might not belong to any specific
demographic group, to cover a wide spectrum population, we have generated audio samples of
different demographic entities varying in terms of age and gender. In other words, the generated
audio samples cover the voices of males, females, and children, and in total, 600 audio samples are
generated. We will release the dataset upon the acceptance of the paper.

2 HATE IDENTIFICATION

To benchmark the use of text and audio modality for hate information detection, we have performed
an extensive set of experiments utilizing several machine learning classifiers including deep neural
networks (DNN). The classifiers evaluated in this research are: (i) NuSVC, (ii) SVC, (iii) Logis-
tic Regression (LR), (iv) Random Forest (RF), (v) SGD, (vi) Extreme Gradient Boosting (XGB),
and (vii) 3 layer DNN. These classifiers are trained using default parameters in the Sklearn library
(Pedregosa et al., 2011).

1https://news.un.org/en/story/2023/01/1132597
2https://voicemaker.in/
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Table 1: Hate classification accuracy (%) using ‘text’ and ‘audio’ modalities.
Models Text Audio

enc-1 enc-2 enc-3 F-1 F-2 F-3 F-4
NuSVC 77.0 ± 5.3 76.0 ± 8.6 77.5 ± 7.7 77.0 ± 7.3 79.0 ± 5.4 75.5 ± 5.8 77.0 ± 7.3
SVC 74.0 ± 7.2 76.5 ± 7.7 74.5 ± 6.6 70.5 ± 3.7 74.5 ± 3.7 69.5 ± 5.1 70.5 ± 5.3
LR 71.0 ± 4.1 73.5 ± 5.6 71.0 ± 3.4 75.5 ± 3.7 76.5 ± 4.6 75.5 ± 4.5 75.5 ± 3.7
RF 69.5 ± 7.6 71.0 ± 8.5 70.0 ± 6.5 76.0 ± 7.8 71.0 ± 10.3 71.5 ± 9.3 75.5 ± 7.0
SGD 67.0 ± 4.3 72.5 ± 3.2 70.0 ± 4.2 77.0 ± 7.0 77.5 ± 5.7 74.0 ± 5.1 75.0 ± 4.5
XGB 62.5 ± 4.2 72.5 ± 7.1 65.5 ± 7.6 67.5 ± 7.2 68.0 ± 4.0 71.5 ± 5.8 71.5 ± 7.5
DNN 70.5 ± 6.2 75.5 ± 5.1 72.5 ± 5.7 76.0 ± 4.9 71.0 ± 3.4 71.5 ± 6.2 75.0 ± 7.1

Table 2: Average hate audio detection performance (%) of best-performing classifier (i.e., NuSVC)
on different voices (M: man, W: woman, and C: child).

MFCC Default MFCC 13Coeff MFCC Hamming MFCC Balckman
C M W C M W C M W C M W
57.0 77.0 75.0 59.0 79.0 76.0 56.5 75.5 75.0 57.0 77.0 75.5

To ensure the generalizability of the performance, we have performed 5-fold cross-validation and
every time the classifiers are trained on 4 folds and tested on the remaining 1 fold. The results are
reported using average classification accuracy (%) along with standard deviation (%).

2.1 RESULTS AND ANALYSIS OF HATE TEXT IDENTIFICATION

To encode and extract the discriminating features of text samples, we have used multiple text en-
coders 3 namely (i) all-MiniLM-L6-v2 (enc-1), (ii) all-distilroberta-v1 (enc-2) (Sanh et al., 2019),
and (iii) all-MiniLM-L12-v2 (enc-3), enc-1 and enc-2 are based on MiniLM (Wang et al., 2020b).
These encoders are pre-trained on large-scale text datasets and effectively extract semantic infor-
mation. The results of hate text detection are reported in Table 1. Encoder enc-3, with its 384-
dimensional feature vectors, achieves the best average detection accuracy when paired with the
NuSVC classifier surpassing each classifier including DNN for hate text identification. In contrast,
enc-1 and enc-2 produce 768 and 384-dimensional feature vectors.

2.2 RESULTS AND ANALYSIS OF HATE AUDIO IDENTIFICATION

Similar to text encoders, to extract the discriminative features from the audio samples, we have uti-
lized one of the popular methods namely, Mel-frequency cepstral coefficients (Ittichaichareon et al.,
2012) (MFCCs). The four distinct MFCC extraction methods used in this research are: (i) default
MFCC (F-1), (ii) 13-coefficient MFCCs (F-2), (iii) Hamming-windowed MFCCs (F-3), and (iv)
Blackman-windowed MFCCs (F-4). To comprehensively evaluate the effectiveness of individual
demographic entities, we trained hate detection models on each voice belonging to different genders
and age groups. The hate audio detection performance of individual demographic voices is shown
in Table 2. The analysis of hate audio detection can be described using the following: (i) analysis
concerning demographic entity and (ii) effectiveness of feature encoders. It can be seen that the male
voice outperforms the other types of voices in identifying hate audio. In terms of the effectiveness
of the feature encoder, the 13-coefficient vector shows the best performance across each voice type.

Multimodal Hate Detection: Further, to explore the possibility of combining the discriminating
strength of audio and text, we have performed the decision fusion to boost the accuracy. In this,
we amalgamate the best-performing classifier, i.e. NuSVC trained on the most effective features
(enc-3 & F-2) of these individual modalities. The proposed fusion shows an improved performance
of 80.5% ± 4.7% compared to the best value of 79.0% ± 5.4% obtained using the audio.

3 CONCLUSION

Hate information identification and ban of that is an important topic for a secure and humble society.
To advance the research in this critical direction, we have proposed a novel audio hate dataset
covering varying demographic entities for the first time. The experiments performed using multiple
text and audio encoders found that audio performs better than text. On top of that adult (man and
woman) voices are found more effective than child voices. In the future, we aim to extend the audio
dataset along with the development of a novel multimodal hate information detection algorithm.

3https://www.sbert.net/
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Goran Glavaš, Mladen Karan, and Ivan Vulić. Xhate-999: Analyzing and detecting abusive language
across domains and languages. Association for Computational Linguistics, 2020.

Thomas Hartvigsen, Saadia Gabriel, Hamid Palangi, Maarten Sap, Dipankar Ray, and Ece Kamar.
Toxigen: A large-scale machine-generated dataset for adversarial and implicit hate speech detec-
tion. arXiv preprint arXiv:2203.09509, 2022.
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A RELATED WORK

In the literature, several hate speech detection algorithms have been developed. Similar to any clas-
sification problem, the algorithms developed for hate speech detection can be broadly categorized
into two broad categories: (i) based on the utilization of handcrafted features along with traditional
machine learning classifiers and (ii) use of deep learning architectures for hate speech detection. For
example, Salminen et al. (Salminen et al., 2020) have utilized logistic regression, support vector ma-
chine, and gradient boosting classifiers on top of simple features such as the length of the comment,
use of uppercase characters, and punctuation. Following a similar strategy, several other researchers
(Chowdhury et al., 2020; Wiegand et al., 2018; Karan & Šnajder, 2018; Pamungkas & Patti, 2019;
Pamungkas et al., 2020) have proposed traditional machine learning classifiers on the effective text
features for hate speech detection. Apart from traditional machine learning classifiers, researchers
have also used keyword-based filtering for the possible detection of hate speeches. For example,
the sentence structure has been used to detect hate speeches (Mondal et al., 2017). While the above
approaches are found effective they lack generalizability as the hate speeches have a wide sense of
variability such as linguistic variability. Hence, recently several research efforts have been started
utilizing deep learning architectures including convolutions neural networks (Meyer & Gambäck,
2019) (Wang et al., 2020a), LSTM (Wang et al., 2020a; Arango et al., 2019; Waseem et al., 2018;
Yuan et al., 2019), and Transformers (Caselli et al., 2020; Koufakou et al., 2020; Glavaš et al., 2020;
Mozafari et al., 2020; Ozler et al., 2020).

One of the major drawbacks of the above hate detection algorithms is that the systems are uni-
modal. It is well known that hate speeches are not limited to text-based social media content but
have a large volume in terms of audio and video as well. Interestingly, the majority of the benchmark
hate speech detection datasets are text-based which limits the development of a unified algorithm
countering hate speeches. It is important to note that text-based speech datasets made a tremendous
effort in developing an effective hate speech classifier. For example, ToxiGen (Hartvigsen et al.,
2022) consists of 274k toxic and benign statements about 13 minority groups. Similarly, recently
proposed LAHM (Yadav et al., 2023) is a multilingual such as English, and Hindi, and a multi-
domain text hate speech dataset including abuse and racism. However, we assert that ignoring the
other modalities in which hate is prominent can limit the universality of the detection algorithms and
provide shallow protection to social media content. A few research efforts have also been started to
use the audio modality for hate speech detection. For instance, Ibanez et al. (Ibañez et al., 2021)
have used the MFCC audio features and Boishakhi et al. (Boishakhi et al., 2021) also used the text
embedding vector along with MFCC audio features for the detection of hate speeches.

The above literature shows that limited work has been done on hate speech detection using audio
modality or multimodal hate speech detection using audio and text. Further, no benchmark audio-
based hate speech dataset exists similar to text-based datasets such as LAHM (Ibañez et al., 2021)
consisting of demographic variations such as gender and age variations. Therefore, in this research,
to tackle the existing limitations, we have not only proposed an audio-based hate speech detection
dataset but also proposed an unimodal (audio and text separately) but also a multimodal hate speech
detection algorithm.

Literature on acoustic and/or audio classification shows that the MFCC features are an effective
medium in encoding the data. It is found in the classification of sound in multiple categories as
compared to other features such as the Fourier transform and linear prediction analysis (Kumar
et al., 2016; Dhanalakshmi et al., 2009; Umapathy et al., 2007; Dhanalakshmi et al., 2011).

B PROPOSED HATE AUDIO DATASET

In this paper, we have used the randomly extracted 200 text instances from Toxigen and generated
the 600 voice samples of hate and non-hate classes. Out of these 600 audio samples, 200 samples
belong to the adult male, 200 to the adult female, and the remaining 200 to the child demographic
entity. Each audio sample ranges from a minimum of 3 sec to a maximum of 10 sec. The primary
reason behind such a wide variety of audio data generation is that the production of hate data is not
limited to any particular demographic group (male or female) or restricted to only adults (hence,
the child category is selected). Audio samples are generated using the Neural TTS Speech-based
mechanism and contain the voice of a native English speaker of a white (USA) ethnic background.
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C IMPLEMENTATION DETAILS

We want to highlight that, we have mentioned that we have used the default parameters of the
classifiers, encoders, and generation method have been used in this paper. For example, for SVM
a default ‘rbf’ kernel of degree 3 has been used. Similarly for NuSVC, a default value of 0.5 for
parameter nu is used along with the ‘rbf’ kernel of degree 3. These parameters are default in the
sklearn libraries and default parameters against each classifier are used. In the future, we aim to
tune these parameters along with the development of a novel multimodal deep attention classifier.
Similarly for encoding the text and audio, pre-trained models are used and used as a feature extractor.
Once the features are extracted, they are passed to the classifiers for hate detection.

To encode the audio data, four distinct approaches are used to extract Mel-Frequency Cepstral Co-
efficients (MFCCs) using the Librosa library4, with varying hyperparameters. The first extractor,
mfcc1, computes MFCCs with default Librosa settings. In contrast, mfcc2 specifically computes
13 MFCC coefficients, a common choice in many speech and audio processing tasks, offering a
balance between capturing relevant features and computational efficiency. The third and fourth ex-
tractors, mfcc3 and mfcc4, differ in their window functions: mfcc3 uses a Hamming window, which
minimizes the first side lobe, while mfcc4 employs a Blackman window, known for its high attenu-
ation of side lobes. These window functions affect the time-frequency analysis of the audio signal,
potentially capturing different audio characteristics.

4https://librosa.org/doc/main/generated/librosa.feature.mfcc.html
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