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Abstract

Depression-diagnosis-oriented chat aims to001
guide patients in self-expression to collect key002
symptoms for depression detection. Recent003
work focuses on combining task-oriented dia-004
logue and chitchat to simulate the interview-005
based depression diagnosis. Whereas, these006
methods can not well capture the changing in-007
formation, feelings, or symptoms of the pa-008
tient during dialogues. Moreover, no explicit009
framework has been explored to guide the dia-010
logue, which results in some useless communi-011
cations that affect the experience. In this paper,012
we propose to integrate Psychological State013
Tracking (POST) within the large language014
model (LLM) to explicitly guide depression-015
diagnosis-oriented chat. Specifically, the state016
is adapted from a psychological theoretical017
model, which consists of four components,018
namely Stage, Information, Summary and Next.019
We fine-tune an LLM model to generate the020
dynamic psychological state, which is further021
used to assist response generation at each turn022
to simulate the psychiatrist. Experimental re-023
sults on the existing benchmark show that our024
proposed method boosts the performance of all025
subtasks in depression-diagnosis-oriented chat.026

1 Introduction027

Depression remains an escalating mental health028

threat globally, due to the severe scarcity and029

limited access to professionals (Sharma et al.,030

2020; Pérez et al., 2023). To alleviate such sit-031

uations, computational methods are emerging tools032

for large-scale depression detection and diagnosis033

(Zhang et al., 2021; Pacheco-Lorenzo et al., 2021).034

Conversations agents related to mental health be-035

come a promising technological solution for early036

depression detection unobtrusively, due to the tradi-037

tional detection mechanisms being invasive (Chay-038

tor and Schmitter-Edgecombe, 2003). The most039

popular implementation of chatbots is based on040

self-rating scales (Jaiswal et al., 2019; Arrabales,041

I think that life is so boring. I used to like
drawing, but now I’m not that interested. 
Can't feel happiness anymore.

I understand, are you just unable to feel
happiness, or are there other feelings such
as sadness and anger that are also gone?

   [Stage] Analyzing Beliefs Stage (B)

   [Info] Lose interest in things he liked before

   [Sum] Symptoms of mild depression

   [Next] I will ask about Mood

Figure 1: Chat guided by psychological state tracking.

2020) or diagnostic criteria (Philip et al., 2017) by 042

calibrating conversational interactions to cover the 043

targeted topics on the scales, which in turn limits 044

patients to express their feelings (Yao et al., 2022). 045

Therefore, there is still a significant gap for such 046

systems to provide chat-like depression detection 047

in clinical settings. 048

In practical psychotherapy, psychiatrists cali- 049

brate the dialogue flow to gather and synthesize 050

key symptom information from patients while pro- 051

viding appropriate strategies like emotional support. 052

To simulate this process, Yao et al. (2022) defined 053

this type of dialogue as Task-oriented Chat and col- 054

lected the first dialogue dataset D4 for depression 055

diagnosis. However, existing work mostly focuses 056

on shallow heuristic attempts such as predicting 057

topics and generating empathetic responses, falling 058

short of capturing the changing information, feel- 059

ings or symptoms of the patient during dialogues. 060

Recently, Large Language Models (LLMs) have 061

achieved remarkable success in various text reason- 062

ing tasks (Kojima et al., 2022; Bang et al., 2023). In 063

the field of psychology, ChatGPT and GPT-4 have 064

shown promising performance in attributing men- 065

tal states (Bubeck et al., 2023; Chen et al., 2023c). 066
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While initial researchers envisioned further harness-067

ing this capability for complex psychological tasks,068

the majority still focused on developing chatbots069

for emotional support purposes. Moreover, no ex-070

plicit framework has been explored to guide the071

dialogue, which results in some useless communi-072

cations that affect the experience.073

To enhance depression-diagnosis-oriented chat,074

we propose the Psychological State Tracking075

(POST) to link the patient’s current symptom with076

the doctor’s next strategy. Inspired by the ABC077

Model (Ellis, 1991) in Cognitive-behavioral ther-078

apy (CBT), we define POST into four components:079

Stage, Information, Summary and Next. Figure080

1 shows an illustrative example. First, we figure081

out at which stage of the current diagnosis proce-082

dure is; Then, we distinguish the key symptoms083

that the patient is exhibiting; After that, we docu-084

ment the current diagnostic results of the patient;085

Finally, in Next, we introduce an auxiliary targeted086

stimulus prompt to align with specific counseling087

strategies. We jointly optimize the POST model088

and the response generation model by an LLM.089

We conduct comprehensive experiments using the090

trained LLM. Experimental results on the exist-091

ing benchmark show that our proposed method092

achieves the best performance of all subtasks in093

depression-diagnosis-oriented chat. Furthermore,094

psychological state tracking, as the explicit thought095

behind response generation, provides professional-096

compliant interpretability to the diagnostic process.097

Overall, we make the following contributions:098

• We annotate a fine-grained dataset by aug-099

menting the D4 dataset, which annotates100

the psychological state of each conversation101

round guided by Albert Ellis’ ABC Model.102

• We propose a joint model to explicitly guide103

depression-diagnosis-oriented chat, which in-104

tegrates psychological state tracking into an105

LLM to learn the connection between patients’106

state changes and doctors’ strategic planning.107

• Extensive experiments on the existing bench-108

mark show that our proposed method boosts109

the performance of all subtasks in depression-110

diagnosis-oriented chat. In particular, psy-111

chological state tracking, as the explicit112

thought behind response generation, provides113

professional-compliant interpretability.114

2 Related Work 115

2.1 Depression Diagnosis 116

Depression diagnosis aims to use diagnostic tools 117

to identify symptoms and determine the severity 118

of depression. Early research was conducted by 119

psychiatrists in controlled settings through self- 120

questionnaires, such as the PHQ-9 (Kroenke et al., 121

2001) and GAD-7 (Spitzer et al., 2006), to assess 122

patients’ cognitive or emotional states. However, 123

in face-to-face settings, individuals often hesitate 124

to express their mental state. Some researchers 125

explore using different network structures to au- 126

tomatically identify mental health status in social 127

media content (Bucur et al., 2023; Gui et al., 2019; 128

An et al., 2020). The poor interactivity of these 129

approaches also limits patients’ self-expression. 130

Recent efforts focus on developing conversational 131

agents to perform diagnosis in interactive environ- 132

ments (Jaiswal et al., 2019; Arrabales, 2020). Yao 133

et al. (2022) propose to combine task-oriented dia- 134

logue and chitchat to simulate the interview-based 135

depression diagnosis. Whereas, these methods 136

struggle to well capture the changing information, 137

feelings, or symptoms of the patient during the 138

dialogue process. Moreover, there has been no 139

exploration of an explicit framework to guide the 140

response generation. Thus, we aim to explore a 141

more personalized and professional depression di- 142

agnostic chatbot. 143

2.2 Large Language Models for Psychology 144

Large Language Models (LLMs) have demon- 145

strated remarkable performance in interactions in 146

zero-shot settings, igniting a fervent interest in their 147

application within the field of psychology. Re- 148

searchers adopt methodologies from human psy- 149

chology to explore the behavior of LLMs (Hagen- 150

dorff, 2023b), observing that the responses from 151

LLMs often show a similarity to human responses 152

in most scenarios (Almeida et al., 2023). Addition- 153

ally, LLMs have been utilized as auxiliary tools to 154

advance specific psychological tasks (Chen et al., 155

2023b); for example, Qin et al. (2023) utilized an 156

LLM to develop an interpretable and interactive 157

system for detecting depression. A few more re- 158

cent works have begun to enhance the performance 159

of LLMs with deeper professional psychological 160

knowledge (Chen et al., 2023c). These approaches 161

not only enrich the capabilities of LLMs but also 162

open new avenues for psychological research and 163

applications. However, with the knowledge gap 164
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between the two communities, depending only on165

LLM-based systems for psychology can lead to un-166

predictable outcomes (Hagendorff, 2023a). Hence,167

we aim to further fine-tune LLMs combined the pro-168

fessional psychological theories to achieve more169

professional capabilities for psychology.170

2.3 Dialogue State Tracking171

Dialogue State Tracking (DST) is essential in task-172

oriented dialogue systems for monitoring conver-173

sation states. Previous studies have utilized pre-174

trained models to improve DST. For example,175

Lin et al. (2021) and Yu et al. (2022) employed176

large-scale pre-trained models for zero-shot cross-177

domain DST and for enhancing dialogue state track-178

ing with external knowledge, respectively. Sun et al.179

(2022) revolutionizes dialogue state tracking with180

a Mentioned Slot Pool (MSP) to improve accuracy,181

while Xu et al. (2023) combines visit sequences182

and clinical notes through contrastive learning and183

adaptive language modeling to enhance diagnosis184

predictions. However, these approaches can not185

well handle complex dialogues and capture fine-186

grained semantic relationships.187

The rise of large language models has led to188

advancements in DST methods, such as T5 (Raf-189

fel et al., 2020) and GPT-3 (Brown et al., 2020).190

Recent research focuses on parameter-efficient fine-191

tuning (PEFT) to enhance DST performance. No-192

table techniques include prompt tuning by Lee et al.193

(2021) and Yang et al. (2023), as well as prefix tun-194

ing (Ma et al., 2023) and meta-learning (Chen et al.,195

2023a). Despite these progresses, there remains a196

gap when compared to more advanced models like197

ChatGPT, and additional support from psychologi-198

cal theories is necessitated to accomplish our task.199

Therefore, our proposed methodology combines200

the strengths of open-source LLMs and fine-tuning201

techniques like LoRA (Hu et al., 2021) to improve202

the fundamental generation ability, and utilizes the203

ABC model in Cognitive-behavioral therapy to de-204

sign the DST framework.205

3 Data Annotation206

3.1 Annotation Procedure207

We adapt the D4 (Yao et al., 2022) dataset with ad-208

ditional psychological state annotations, which con-209

tains 1,339 clinically standardized conversations210

about depression. The clinical data can facilitate a211

generation and diagnosis process that closely simu-212

lates real-life clinical consultations for depression.213

Source Criteria Total

D4

Dialogues 1,339
Dialogue turns 28,977
Average turns per dialogue 21.67
Average tokens per dialogue 577.12
Average tokens per utterance 13.31
Average patient tokens per utterance 11.87
Average doctor tokens per utterance 14.76

POST

Stage-A per dialogue 5.84
Stage-B per dialogue 4.11
Stage-C per dialogue 11.72
Average Info tokens per turn 47.12
Average Summary tokens per turn 22.69
Average POST tokens per turn 75.81

Table 1: Statistics of D4 annotated with POST

However, the original data lacked tracking of the 214

patient’s conditions. To transform the raw data into 215

a sample set that can be used for psychological 216

state tracking, we annotate the conversations fol- 217

lowing three steps: (1) First, the patient’s known 218

information and current stage are captured in real- 219

time as the conversation occurs. Special tokens 220

representing the current stage and information are 221

added to each utterance. (2) The annotation of 222

summary and next action is then performed using 223

in-house software. Our linguistic annotators are fa- 224

miliar with real-life clinical consultation scenarios, 225

having completed training courses in depression 226

diagnosis. We followed an annotation protocol de- 227

fined by authoritative consultants for manual label- 228

ing. Subsequently, the manually labeled samples 229

were used as input examples for GPT-4 to carry 230

out the remaining annotations. (3) To ensure the 231

annotation quality of GPT-4, we randomly sample 232

200 instances from the dataset annotated by GPT-4 233

and conduct manual verification. Out of these, 163 234

annotations are deemed accurate, resulting in an 235

accuracy rate of 81.5%. The prompt template of 236

annotation can be found in Appendix A. 237

3.2 Data Analysis 238

Statistics The basic statistics of the annotated 239

dataset are shown in Table 1. The total Dialogues 240

of the dataset is 1,339, while the total turns of 241

dialogues is 28,977. Due to the data cleaning pro- 242

cedure, dialogue turns remaining may be less than 243

the number of the original D4 dataset. The average 244

doctor tokens per utterance is 14.76, which is ap- 245

proximately 3 tokens more than the average patient 246

tokens, indicating that the doctors often speak more 247

due to the need for consultation or empathetic con- 248

solation. The second part concerns the statistical 249

analysis of annotated POSTs. The average num- 250
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Figure 2: Distribution of topics in different stages

ber of POST tokens per turn is 75.81, suggesting251

that POSTs contain more information compared to252

utterances. Notably, the Info part, which contains253

patient information from dialogue history, is length-254

ier with an average length of 47.12. In contrast, the255

Summary, which involves further inference of the256

patient’s diagnostic results, is almost half the length257

of the Info part, averaging only 22.69.258

Stage Analysis The distribution of topics in dif-259

ferent stages is illustrated in Figure 2. The chart260

reveals that Stage-A primarily focuses on Core and261

Behavior, aligning with its objective of identifying262

triggering events. In Stage-B, there is an empha-263

sis on Empathetic Comfort and a notable increase264

in attention to Suicidal tendencies. This reflects265

the stage’s pivotal role in responding to patient dis-266

closures and probing the beliefs of patients linked267

to identified symptoms and events. Conversely,268

Stage-C, as the terminal phase, primarily focuses269

on evaluating behavioral outcomes and intensifies270

screening to facilitate final diagnoses.271

Figure 3 delineates the stage transitions in dia-272

logues, highlighting the proportional changes every273

two turns starting from the second turn. Initially,274

dialogues commence with Stage-A, focusing on275

recent events potentially triggering the patient’s276

condition. After a thorough understanding of the277

precipitating events, the dialogue phase gradually278

transitions to Stage-B. This stage involves detailed279

inquiries into the patient’s thoughts and beliefs, and280

their attitudes towards these events, aiming to gain281

a deeper insight into the patient’s internal thoughts,282

including any tendencies towards depression or sui-283

cide. As the dialogue progresses, it shifts to Stage-284

C, where the clinician examines the patient’s core285

behaviors and symptoms, such as sleep and eating286

habits, to identify specific manifestations.287

Figure 3: Transitions of stages

4 Method 288

Our approach formalizes depression-diagnosis- 289

oriented chat by representing the user’s psycho- 290

logical state as a set of task attributes, as shown in 291

Figure 1. The goal is to generate doctors’ proba- 292

ble responses based on the dialog context, taking 293

into account the current state and next planning. 294

As shown in Figure 4, following the task-specific 295

fine-tuning paradigm, we build a joint model of 296

psychological state tracking and response gener- 297

ation by equipping a transformer-based language 298

backbone with functional modules. 299

4.1 Task Formulation 300

For a depression-diagnosis-oriented chat task, there 301

is a t turn dialogue between a patient and a doctor 302

that can be represented as: 303

ht = (up1, s1, u
d
1, · · · , u

p
t , st, u

d
t ) (1) 304

where si is the patient’s psychological state at turn 305

i, upi is the patient’s utterance, and udi is the doc- 306

tor’s response at turn i. The psychological state 307

of the patient si represents the psychological di- 308

agnosis of thought, which consists of four sub- 309

sequences ⟨Stage, Info, Sum,Next⟩. The en- 310

tire depression-diagnosis-oriented chat procedure 311

can be split into 4 subtasks: Psychological State 312

Tracking predicts the patient’s current psychologi- 313

cal state and the next action based on the dialogue 314

context. Response Generation generates the most 315

likely response based on the dialogue history and 316

current psychological state. Similar to D4, we 317

jointly optimize the psychological state tracking 318

model and the response generation model by an 319

LLM. Dialogue Summary concentrates on gener- 320

ating summaries of symptoms, drawing from the 321

complete dialogue context; Severity Classification 322

assesses the severity of depression and suicide risk 323

independently, utilizing information obtained from 324

dialogue history and symptom summary. 325
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Context

Patient: Hello, doctor
Doctor: Hello, do you have any
questions?

Patient: ...I'm impatient and
eager to fit in. No one pays
attention, I have no friends, and I
don't know how to fit in.

Doctor: Learning is not
something that happens
overnight; it takes consistent
effort. Additionally, adjusting
to a new environment, facing
new teachers and
classmates, is a process that
requires time.

Psychological State Tracking

Summary

Identifying activating event (A)

Stage

Info

Mild depression: High academic
stress, excessive self-expectations,
low mood and lack of interest. 

Empathetic consolation

Next

D4
Dataset

State
Annotation

Data
Preprocessing

Cleaned
Dataset

SFT Training
with LoRA

Fine-tuned
Model

The patient has been experiencing
persistent low mood and a lack of
interest for 20 days, due to ...

The current stage in the
diagnostic process

The current patient
information from context

The action to be taken in
the next step

Response

Data Construction Model Training

Turn

Turn

Patient: I've been uninterested
in everything.
Doctor: How long have you ...

Turn

Turn

Diagnostic results based
on patient information

Figure 4: The overall framework of depression-diagnosis-oriented chat with psychological state tracking.

4.2 Psychological State Tracking326

Clinically, interview-based depression diagnosis327

need to collect and summarize key symptom infor-328

mation about one patient while providing a chat-329

like conversation experience. Psychiatrists need330

to obtain enough information from patients with331

multiple colloquial rhetoric based on the patient’s332

speech or written content. Thus, psychiatrists need333

to design the questioning logic between questions334

of symptoms from mild to severe during the consul-335

tation. To model such finer-grained relationships336

between patients’ symptoms and questions, we per-337

form psychological state tracking, where the state338

consists of the following components.339

Stage. In clinical practice, a consultation follows340

a gradual in-depth manner and diagnosis topics341

consistently occur across turns. For example, doc-342

tors usually start by asking about core symptoms343

such as mood and interests, and then gradually turn344

to behavior symptoms. To perform a deep analy-345

sis of the topic transition, we first need to find out346

at which stage of the current diagnosis procedure.347

After an assessment, we summarize the dialogue348

stage into the context that served as the evidence349

base for asking about different types of symptoms.350

Information. This part aims to discover the psy- 351

chological information that the patient is exhibiting 352

in the dialogue history. Based on the presented 353

symptoms, we derive the patient’s varying severity. 354

For healthy individuals, the conversation typically 355

manifests surface symptoms such as changes in 356

sleep. As the condition worsens, patients tend to 357

exhibit an increasing array of symptoms. By doc- 358

umenting the content and quantity of symptoms 359

exhibited by the patient as a form of memory, we 360

can gain a clearer understanding of the extent of 361

their depression and devise strategies for planning. 362

Summary. This subsequence aims to document 363

the current diagnosis of the patient. Depression 364

diagnoses are primarily employed for preliminary 365

screening. For milder cases, empathetic strategies 366

are generally used to encourage the patient’s self- 367

expression, while for severe cases, immediate crisis 368

intervention is required. Therefore, we have incor- 369

porated real-time diagnostic results into the process 370

of depression diagnosis. 371

Next. Given the inherent ambiguity in the de- 372

pression diagnosis chat, defining clear planning 373

as in other task-oriented conversations is challeng- 374

ing. To facilitate dialogue generation, we introduce 375

an auxiliary targeted stimulus prompt to the psy- 376
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chological state. These prompts serve as nuanced,377

patient-specific hits and clues, guiding LLMs to378

align with specific counseling strategies.379

We train LLMs to generate the above compo-380

nents in a psychological state. With psychologi-381

cal state tracking, we obtain a fully interpretable382

thought process for generating responses focused383

on depression diagnosis. As a diagnostic aid, such384

interpretability is crucial for professionals in clin-385

ical practice to substantiate the rationale behind386

the results, which can derive intricate thought pat-387

terns behind the entire diagnostic process from the388

generated thought processes.389

4.3 Fine-tuning390

In this work, we fine-tune ChatGLM3 1 with a391

parameter efficient approach, i.e., Low-Rank Adap-392

tation (LoRA). LoRA maintains the weights of pre-393

trained LMs while introducing trainable rank de-394

composition matrices into each transformer layer,395

making it feasible to fine-tune LLMs with much396

fewer computational resources.397

We fine-tune an LLM to track the psychological398

state and generate the response generation jointly,399

given the crafted example and the annotated label.400

Specifically, the objective is to predict the next401

token based on language modeling:402

min
θ

T∑
t=1

−logpθ(st, u
d
t |h<t, u

p
t ; θ) (2)403

where θ represents the parameters for a language404

model and T is the total turns of the dialogue. Ide-405

ally, the objective encourages the model to learn406

the target distribution by predicting tokens in the407

sequence. By placing the psychological state be-408

fore the doctor’s response, the model learns to fuse409

the distribution from thought to response in an in-410

context language modeling manner. We only com-411

pute the loss of tokens on the psychological state s412

and the doctor utterance ud.413

5 Experiments414

5.1 Baselines415

We leverage the original Transformer architecture416

(Vaswani et al., 2017) fine-tuned on MedDialog417

dataset (Zeng et al., 2020) as a foundational model.418

BART model (Lewis et al., 2019) and the CPT419

model (Shao et al., 2021) are employed as our420

primary baselines, with the same configuration as421

1https://github.com/THUDM/ChatGLM3

previous studies (Yao et al., 2022). ChatGPT (gpt- 422

3.5-turbo) 2 is listed as a baseline as well, which is 423

optimized for chat by introducing Reinforcement 424

Learning with Human Feedback (RLHF). 425

5.2 Implementation Details 426

Our model is implemented in PyTorch, using 427

ChatGLM3-6b as the base architecture. In the su- 428

pervised fine-tuning process, we apply LoRA to 429

all linear layers of the model, where LoRA rank 430

is set to 64. We set the batch size, max context 431

length, and learning rate to 32, 1024, and 2e-4 re- 432

spectively. The model is trained on one A800 GPU 433

for 5 epochs, which costs about 8 hours. 434

5.3 Automatic Evaluation 435

Response Generation Metrics like BLEU-2 (Pa- 436

pineni et al., 2002), Rouge-L (Lin, 2004) and ME- 437

TEOR (Banerjee and Lavie, 2005) are employed to 438

assess the response generation quality. In addition, 439

we calculate DIST-2 (Li et al., 2015) to demon- 440

strate the diversity of responses. Tokenization is 441

performed using the jieba3 library, following the 442

same approach as in D4. 443

Table 2 shows the results of the automatic eval- 444

uation for the response generation task. We have 445

the following observations. First, without incor- 446

porating POSTs, the model achieves considerably 447

better performances on BLEU-2, ROUGE-L and 448

METEOR. It is mainly attributed to the larger scale 449

of the language model and optimization for Chi- 450

nese dialogue generation. Second, the integration 451

of POSTs markedly enhanced diagnostic response 452

capabilities, particularly in BLEU-2 and METEOR, 453

by effectively assessing the diagnosis stage, sum- 454

marizing patient information, and inferring poten- 455

tial diagnoses. By tracking psychological states, 456

the POST guides the model in generating more ra- 457

tional and interpretable responses, and a further en- 458

hancement is observed while the golden POSTs are 459

given. Third, The results from ChatGPT indicate 460

relatively lower BLEU-2 and ROUGE-L scores due 461

to the lack of dataset-specific fine-tuning. The in- 462

troduction of POSTs notably improved ChatGPT’s 463

performance by 7%, with substantial improvements 464

upon using golden POSTs, underscoring the effec- 465

tiveness of the POST strategy. 466

Summarization Table 3 presents the results for 467

dialog summary task. We provide the model with 468

2https://openai.com/blog/chatgpt
3https://github.com/fxsjy/jieba
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Model BLEU-2 ROUGE-L METEOR DIST-2 Topic ACC.
Transformer- 7.28% 0.21 0.1570 0.29 -

ChatGPT- 10.01% 0.19 0.3254 0.15 -
BART- 19.29% 0.35 0.2866 0.09 -
CPT- 19.79% 0.36 0.2969 0.07 -
Ours- 30.85% 0.47 0.4524 0.17 -

Transformer 13.43% 0.33 0.2620 0.04 36.82%
ChatGPT 17.52% 0.30 0.4080 0.19 14.62%

BART 28.62% 0.48 0.4053 0.07 59.56%
CPT 29.40% 0.48 0.4142 0.06 59.77%
Ours 39.76% 0.50 0.5305 0.11 56.98%

Transformer* 25.37% 0.41 0.3905 0.04 -
ChatGPT* 29.46% 0.42 0.5158 0.23 -

BART* 37.02% 0.54 0.4920 0.07 -
CPT* 37.45% 0.54 0.4943 0.06 -
Ours* 45.28% 0.56 0.5794 0.10 -

Table 2: Evaluation results of response generation and next topic prediction. Note that ’-’ means POSTs are
excluded, and * means golden POSTs are given.

Model BLEU-2 ROUGE-L METEOR DIST-2
BART 16.44% 0.26 0.25 0.19
CPT 16.45% 0.26 0.24 0.21
Ours 18.32% 0.30 0.29 0.26

Table 3: Evaluation results of dialog summary task

all the dialogue context and concatenate it with469

the patient’s portrait information. The model then470

generates a summary of the patient’s symptoms.471

The results show that our model surpasses both472

BART and CPT in text generation and also exhibits473

better diversity according to the DIST-2 scores.474

Severity Classification Results for depression475

severity and suicide risk severity classification are476

listed in Tables 4 and 5. To be consistent with D4,477

we use average weighted precision, recall, and F1478

scores computed by sklearn4 to evaluate classifica-479

tion results.480

The results demonstrate that our approach out-481

performs the baseline models in most scenarios,482

with a notable performance enhancement in 4-483

classification tasks when utilizing summaries com-484

pared to dialog history. However, the difference485

is less pronounced in the 2-classification tasks due486

to the increased complexity of the 4-classification487

tasks. Summaries provide concise and effective di-488

agnostic information about the patient’s condition,489

which leads to a more substantial improvement490

in performance. Additionally, the variance in the491

4-classification results based on dialog history is492

relatively high, which might be partly due to un-493

4https://scikit-learn.org

Task Input Model Precision Recall F1

2-class

dialog

BERT 0.81±.04 0.80±.03 0.80±.03

BART 0.80±.02 0.79±.03 0.79±.03

CPT 0.79±.02 0.78±.03 0.78±.03

Ours 0.88±.00 0.86±.01 0.84±.01

summary

BERT 0.90±.02 0.90±.02 0.90±.02

BART 0.89±.03 0.89±.03 0.89±.03

CPT 0.92±.01 0.92±.02 0.92±.01

Ours 0.91±.01 0.91±.02 0.91±.01

4-class

dialog

BERT 0.49±.05 0.45±.04 0.45±.04

BART 0.53±.04 0.53±.04 0.52±.04

CPT 0.49±.04 0.47±.04 0.46±.05

Ours 0.57±.07 0.56±.04 0.53±.04

summary

BERT 0.67±.04 0.66±.04 0.66±.04

BART 0.68±.03 0.67±.02 0.66±.02

CPT 0.73±.03 0.72±.03 0.72±.03

Ours 0.79±.02 0.76±.02 0.76±.02

Table 4: Results of depression severity classification

even label distribution in the dataset. Besides, the 494

2-classification accuracy of suicide severity based 495

on dialog history have reached 90%, indicating 496

this approach’s practical viability for diagnosing 497

suicidal tendencies from dialog history. 498

5.4 Human Evaluation 499

To simulate realistic depression diagnosis scenar- 500

ios for evaluation, we prompt ChatGPT to act as 501

patients, based on patient backgrounds from the 502

dataset. Correspondingly, Our model and baselines 503

played the role of doctors, conducting diagnosis 504

conversations with the patients. Each conversa- 505

tion consists of a minimum of 15 turns and will 506

terminate at an appropriate round. Then, we as- 507

signed annotators with dialogue pairs to evaluate 508
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Task Input Model Precision Recall F1

2-class dialog

BERT 0.81±.02 0.78±.02 0.79±.02

BART 0.77±.02 0.75±.02 0.75±.02

CPT 0.84±.02 0.82±.03 0.82±.03

Ours 0.91±.01 0.90±.02 0.91±.01

4-class dialog

BERT 0.72±.03 0.64±.04 0.66±.03

BART 0.70±.05 0.66±.04 0.65±.03

CPT 0.76±.02 0.68±.02 0.70±.02

Ours 0.79±.01 0.71±.02 0.73±.02

Table 5: Results of suicide severity classification

the performance of the doctor model following four509

aspects: 1) Fluency (Flu.) assesses the smoothness510

of the whole conversation; 2) Comforting (Com.)511

measures the ability to empathize and comfort; 3)512

Doctor-likeness (Doc.) gauges the adaptability in513

shifting topics based on the patient’s situation; 4)514

Engagingness (Eng.) measures if the model sus-515

tains attention throughout the conversation.516

As shown in Table 6, our model surpasses the517

baseline in the majority of aspects, particularly518

in doctor-likeness and engagingness, indicating519

significant improvements compared to other mod-520

els. This suggests that incorporating the POST521

enhances our model’s ability to emulate doctors’ in-522

teractions, capturing the patient’s state in real-time,523

and allowing for flexible topic transitions through-524

out the dialogue. However, we also note that our525

model did not outperform ChatGPT in terms of526

comforting. This could be attributed to ChatGPT’s527

ability to generate extensive comforting and advi-528

sory responses without specific tuning. The dia-529

logue examples of these models can be found in530

Appendix B.531

Comparisons Aspect Win Lose Tie

Ours vs. CPT

Flu. 44.7 21.2 34.1
Com. 68.9 15.2 15.9
Doc. 62.1 14.4 23.5
Eng. 56.8 11.4 31.8

Ours vs. ChatGPT

Flu. 39.4 34.8 25.8
Com. 33.3 55.3 11.4
Doc. 53.8 34.1 12.1
Eng. 41.7 28.8 29.5

Table 6: Results of human evaluation

5.5 Ablation Studies532

To verify the effectiveness of our method, we con-533

ducted ablation studies. We used the model incor-534

porating the golden POST as the baseline. Then,535

we removed each component of the POST in turn536

to study the effect of each part of the POST. The537

obtained results are demonstrated in Table 7.538

Model BLEU-2 ROUGE-L METEOR DIST-2
Ours* 45.28% 0.56 0.5794 0.10

w/o Info 44.43% 0.54 0.5708 0.16
w/o Stage 43.57% 0.53 0.5681 0.16
w/o Sum 44.25% 0.54 0.5722 0.16
w/o Next 36.24% 0.45 0.5107 0.18

Table 7: Results of ablation studies

The study reveals that omitting the next topic 539

(w/o Next) significantly impacts response genera- 540

tion, as it is directly correlated with the subsequent 541

response’s relevance and effectiveness. This omis- 542

sion led to an increase in the DIST-2 value, suggest- 543

ing a reduction in response content diversity due 544

to the focused nature of topic-specific responses. 545

Furthermore, excluding the stage (w/o Stage) no- 546

tably affects the quality of generation, indicating 547

the importance of the diagnostic dialogue phase in 548

tailoring responses to be stage-appropriate and ra- 549

tional. In contrast, the absence of information (w/o 550

Info) and summary (w/o Sum) components showed 551

lesser impact on response generation quality, due to 552

their roles in summarizing dialogue history rather 553

than directly influencing responses. Nonetheless, 554

these elements are crucial for their interpretabil- 555

ity and utility in clinical settings, aiding doctors 556

in summarizing patient symptoms and providing 557

preliminary diagnostic insights, thereby facilitating 558

further diagnosis and having a substantial role in 559

clinical psychological consultations. 560

6 Conclusions 561

In this paper, we incorporate Psychological State 562

Tracking (POST) within LLM to guide response 563

generation for doctors during depression diagno- 564

sis consultations. In particular, the state is de- 565

fined based on the Albert Ellis’ ABC Model in 566

psychology, which illuminates a profound con- 567

nection between patients’ information changes 568

and doctors’ strategic planning. Extensive ex- 569

periments show that the integration of psycho- 570

logical state tracking significantly enhances the 571

performance of LLMs to generate responses in 572

depression-diagnosis-oriented chat. Furthermore, 573

our approach also provides explicit interpretations 574

for using appropriate strategies in different situa- 575

tions to collect information or comfort patients for 576

depression diagnosis. In the future, we will explore 577

more specialized and fine-grained state tracking 578

methods and incorporate patient personalized infor- 579

mation to guide diagnosis-oriented chat. 580
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Limitations581

The main limitation of our approach lies in the582

evaluation metrics. In the field of diagnostic chat,583

traditional automatic evaluation methods may not584

accurately reflect the true effectiveness of the mod-585

els. As highlighted by Liu et al. (2016), there exists586

a certain discrepancy between the results and hu-587

man evaluations. Developing more comprehensive,588

considerate, and task-specific evaluation metrics589

remains a challenge to be addressed in future re-590

search.591
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A Prompt Template845

Description: I want you to serve as a psychological counselor, and use rational emotive behavior therapy
and ABC theory to mark the current patient situation and the next strategy. Please mark the input dialogues
according to the requirements and examples in Chinese. The sequence numbers of the input dialogues
must strictly correspond one-to-one with those of the outputs, with no merging or omissions allowed.
Requirements: Definitions and marking requirements of four parts of POST:
<Stage> The current diagnostic stage (Activating Event (A) / Belief (B) / Consequence (C), please enter
the complete stage, and answers like "same as above" are not allowed).
<Info> Current patient information (keep information from historical conversations as briefly as possible).
<Sum> Diagnosis result of the patient’s condition (you need to refine it to the underlying disease).
<Next> Next step strategy (choose the most suitable option from 11 strategies).
Examples: [Examples pre-labeled by humans]
Input: [Input data]
Output:

846

B Case Study847

Figures 5, 6, 7 respectively display dialogue exam-848

ples of our model, CPT, and ChatGPT under the849

same patient background, where these models play850

the role of doctors. In the diagram, statements of851

empathetic consolation are highlighted with green852

wavy lines, while inquiries of diagnosis are under-853

lined in blue. It is evident from the illustration that,854

in comparison to other models, our model offers855

more natural empathetic consolation and topics of856

inquiry that are closely aligned with the diagnostic857

state. The responses from CPT tend to be rela-858

tively rigid, with less empathetic consolation and859

more straightforward, singular diagnostic inquiries.860

Although ChatGPT provides commendable empa-861

thetic consolation, its replies often are too lengthy,862

containing extensive analysis and advice, yet they863

do not closely correlate with the diagnostic content,864

lacking the distinctive characteristics of a doctor.865
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Background 

Age: 22 years old      Gender: Female 
Occupation: Student              Marital status: Single 
Depression risk: Moderate    Suicide risk: Mild 
Specific symptoms: Reduced interest, loss of interest in past hobbies; Difficulty concentrating, 

difficulty making decisions; Lack of self-confidence, feelings of guilt, hopelessness; Impaired 

personal life functioning, unstable interpersonal relationships, reduced work and study efficiency. 

Ours 

Patient: 开始的时候只是觉得有些情绪低落,但随着时间的推移,症状越来越明显,影响到
我的日常生活和工作。I initially only felt somewhat down, but over time the symptoms became 
more evident and affected my daily life and work. 
Doctor: 嗯嗯, 如果长时间出现情绪低落的状态,肯定会影响到正常的工作生活。那你觉得
是什么原因导致的呢?是发生了什么事情吗? Hmm, long-term low mood would certainly 
affect normal work and life. What do you think caused it? Did something happen? 
Patient: 我觉得自己的情绪低落可能与一些生活上的压力和挫折有关。最近工作上遇到了
一些挑战和困难,导致我失去了对自己能力的信心。同时,我也感到人际关系不稳定,有些关
系出现了问题,这也给我带来了一定的心理负担。I think my low mood may be related to some 
life pressures and setbacks. Recently at work I encountered some challenges and difficulties that 
caused me to lose confidence in my abilities. At the same time, I felt interpersonal relationships 
were unstable and some relationships had issues, which also brought me some psychological 
burden.  
Doctor: 确实, 生活中总会有一些不如意的事情发生,我们也要学会调整心态去面对它们。
那你最近有没有感觉自己很疲倦? You're right. There will always be some disappointments in 
life, and we need to learn to adjust our mindset to face them. Have you been feeling very tired 
recently? 
Patient: 是的,我最近感到非常疲倦。即使我休息好了一晚上,仍然感觉没有精力去做事情。
我往往感到身体沉重,动作迟缓,精神也不够集中。这种疲倦感持续了一段时间,对我的日常
生活和工作造成了很大的困扰。Yes, I've been feeling extremely tired recently. Even if I've had 
a good night's rest, I still feel like I don't have the energy to do things. I often feel my body is 
heavy and my movements are sluggish, and my spirit is not concentrated enough. This tiredness 
has lasted for some time and caused me great trouble in my daily life and work. 
Doctor: 身体上的疲惫也是抑郁症的一个症状。那最近睡眠怎么样呀? 睡眠时间会比较短
吗? Physical fatigue is also a symptom of depression. How has your sleep been recently? 
Patient: 是的,我的睡眠时间确实相对较短。通常情况下,我只能睡 4-6个小时,而且还是断
断续续的。这远远不能满足我身体的休息需求,导致我在白天感到更加疲倦和无精神。无
法获得充足的睡眠对我来说是一个很大的困扰。Yes, my sleep time is relatively short. 
Usually, I can only sleep 4-6 hours, and it's intermittent. This is far from enough to meet the rest 
needs of my body, causing me to feel even more tired and lack energy during the day. Not being 
able to get sufficient sleep is a big problem for me. 
Doctor: 睡眠对于人体来说是很重要的,我们还是要保证充足的睡眠时间。那你最近吃饭
怎么样呀? Sleep is very important for the body, and we should ensure sufficient sleep time. How 
has your appetite been recently? 

Figure 5: Dialogue example of our model
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CPT 

Patient:大部分时间我都是处于这种低落的状态。很难感到开心或者有精神,情绪总是低迷
的。For most of the time I am in this low mood. It is difficult to feel happy or spirited, my 
emotions are always depressed.  
Doctor: 好的,我了解了,你最近生活中有发生什么事情吗? Okay, I understand. Has anything 
happened in your life recently? 
Patient: 最近我没有遇到什么特别的事情,生活比较平静。但是由于情绪低落的原因,我对
日常生活的一些事情也没有太多兴趣和动力去做。所以有时候觉得自己的生活有些乏味。

Recently nothing special has happened, my life has been relatively calm. But due to my low 
mood, I have little interest or motivation to do some ordinary daily things. So sometimes I feel 
my life is a bit bland. 
Doctor: 有和家人朋友联系倾诉,寻求他们的支持吗? Have you been in contact with family 
and friends to share and seek their support? 
Patient: 我很难和家人朋友联系倾诉,寻求他们的支持。因为我觉得他们可能无法理解我
的情绪和困扰,或者我觉得自己给他们带来麻烦和负担。所以我更多地选择独处,很少主动
和他们交流。I find it difficult to contact family and friends to share and seek their support. 
Because I feel they may not understand my emotions and troubles, or I feel I bring them trouble 
and burden. So I prefer solitude more, and rarely take initiative to communicate with them. 
Doctor: 好的,我了解了,这种状态持续多久了呢? Okay, I understand. How long has this state 
lasted? 
Patient: 我这种状态已经持续了几个月的时间了,大约是从半年前开始的。一开始可能只
是偶尔感到不开心,但是渐渐地情绪低落的频率和程度都增加了。现在已经达到了一个相
对稳定的状态 ,持续了相当一段时间了。 I have been in this state for several months, 
approximately since half a year ago. At the beginning it may have just been occasionally feeling 
unhappy, but gradually the frequency and degree of low mood increased. Now it has reached a 
relatively stable state and lasted for a considerable time. 
Doctor: 好的,我了解了,最近你会觉得很疲倦吗? Okay, I understand. Have you been feeling 
very tired recently? 
Patient: 是的,最近我经常感到非常疲倦。即使有足够的睡眠,起床后仍然感到没有精神。
进行日常活动也感到非常吃力,经常会出现身体乏力和精神上的疲倦感。Yes, recently I 
often feel extremely tired. Even with enough sleep, I still feel lacking in spirit after getting up. 
Daily activities also feel very laborious, and there are often feelings of physical weakness and 
mental fatigue. 
Doctor: 好的,我了解了。最近生活中有发生什么事情吗? Okay, I understand. Has anything 
happened in your life recently? 

 
  

Figure 6: Dialogue example of CPT
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ChatGPT 

Patient: 最近两周,我的心情一直都很低落,感觉就像有一种沉重的阴影笼罩在我身上。每
天都感觉很沮丧,缺乏动力去做任何事情。For the past two weeks, my mood has been very 
low, feeling like a heavy shadow is cast over me. Every day I feel dejected and lack motivation 
to do anything. 
Doctor: 嗯,我能理解你现在的困扰。那你最近睡眠情况怎么样呢?是不是也出现了问题? 
Hmm, I understand your current troubles. How has your sleep been recently? Have there been 
any issues? 
Patient: 是的,我的睡眠情况也很糟糕。我经常难以入睡,即使入睡了也容易醒来,并且早上
起床时感觉疲倦不堪。我常常在夜晚反复辗转反侧,睡眠质量很差。Yes, my sleep has also 
been very bad. I often have difficulty falling asleep, and even if I fall asleep, I easily wake up, 
and feel extremely tired when I wake up in the morning. I often toss and turn at night, with poor 
sleep quality.   
Doctor: 嗯,睡眠问题对于情绪低落来说是相互影响的。那你的食欲情况怎么样呢?最近有
没有食欲不振或者过度进食的情况出现?Hmm, sleep issues can mutually influence low mood. 
How has your appetite been? Have there been issues with lack of appetite or overeating recently? 
Patient: 我的食欲也受到了影响。我最近常常没有食欲,对于平时喜欢的食物也提不起兴
趣。有时候,我会因为情绪低落而暴饮暴食,过度进食。My appetite has also been affected. 
Recently I often have no appetite and cannot work up any interest in foods I usually like. 
Sometimes when my mood is low, I will overeat or binge eat.  
Doctor: 嗯,好的,我了解你的情况了。根据你描述的症状,你可能正在经历一段抑郁状态。
情绪低落、失去兴趣、睡眠问题、食欲变化以及社交功能下降都是抑郁症的常见症状。接

下来,我会进一步提问,确保我们对你的情况有一个全面的了解。请问你最近有没有自杀倾
向呢? Hmm, okay, I understand your situation now. Based on the symptoms you described, you 
may be experiencing a period of depression. Low mood, loss of interest, sleep issues, appetite 
changes and decreased social functioning are all common symptoms of depression. Next, I will 
ask further questions to ensure we have a comprehensive understanding of your situation. Do you 
have any suicidal thoughts recently? 
Patient: 没有,我没有自杀倾向。尽管我感到绝望和无望,但我并没有想过要伤害自己或者
结束自己的生命。No, I don't have suicidal thoughts. Although I feel despair and hopelessness, 
I haven't thought about harming myself or ending my life.   
Doctor: 好的,我了解你的情况了。抑郁症是一种常见的心理健康问题,但它是可以得到缓
解和治疗的。我建议你尽快与专业心理咨询师或医生进行面对面的咨询和评估。他们会根

据你的情况给出更具体的建议和治疗方案。同时,你也可以尝试一些自我调节的方法,如保
持规律的作息时间、积极参与有意义的活动、与亲友进行交流和寻求支持等。请记住,你
并不孤单,我们会一起度过这段困难时期。Okay, I understand your situation now. Depression 
is a common mental health issue, but it can be relieved and treated. I recommend you see a 
professional psychologist or doctor for in-person consultation and assessment as soon as possible. 
Based on your situation, they will provide more specific recommendations and treatment plans. 
In the meantime, you can also try some self-regulation methods like maintaining regular sleep 
schedules, actively participating in meaningful activities, communicating with family and friends 
for support. Remember that you are not alone, we will get through this difficult time together. 

 

Figure 7: Dialogue example of ChatGPT
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