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Abstract

Graph Neural Networks (GNNs) have gained sig-
nificant attention as a powerful modeling and in-
ference method, especially for homophilic graph-
structured data. To empower GNNs in het-
erophilic graphs, where adjacent nodes exhibit
dissimilar labels or features, Signed Message
Passing (SMP) has been widely adopted. How-
ever, there is a lack of theoretical and empiri-
cal analysis regarding the limitations of SMP. In
this work, we unveil some potential pitfalls of
SMP and their remedies. We first identify two
limitations of SMP: undesirable representation
update for multi-hop neighbors and vulnerabil-
ity against oversmoothing issues. To overcome
these challenges, we propose a novel message-
passing function called Multiset to Multiset GNN
(M2M-GNN). Our theoretical analyses and ex-
tensive experiments demonstrate that M2M-GNN
effectively alleviates the aforementioned limita-
tions of SMP, yielding superior performance in
comparison.

1. Introduction

Graph Neural Networks (GNNs) (Defferrard et al., 2016;
Kipf & Welling, 2016; Hamilton et al., 2017; Velickovi¢
et al., 2018) have emerged as a prominent approach for
machine learning on graph-structured data, such as social
networks (Tang et al., 2013) and biomedical networks (Lin
et al., 2020). In essence, GNNs employ message passing to
iteratively aggregate information from neighboring nodes,
ultimately yielding node embeddings for downstream tasks.
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Despite their success, the effectiveness of GNNs often di-
minishes on heterophilic graphs, where neighboring nodes
typically have dissimilar labels or features. Surprisingly,
GNNSs can even be outperformed by graph-agnostic mod-
els like MLPs (Zhu et al., 2020; Zheng et al., 2022). This
issue arises from the inherent smoothing effect of message
passing, which tends to make adjacent nodes have similar
embeddings.

To address this limitation, Signed Message Passing (SMP)
has been widely adopted (Bo et al., 2021; Chien et al., 2020;
Yan et al., 2022; Lee et al., 2023). SMP incorporates nega-
tive weights in message passing to push neighboring nodes
apart in the embedding space. Consequently, SMP is also
recognized as an effective solution for alleviating a key draw-
back of GNNs known as oversmoothing (Li et al., 2018).
It refers to the tendency of node embeddings to become
indistinguishable as multiple GNN layers are stacked.

However, in this work, we uncover two significant limita-
tions of SMP. First, we prove that, even when the message-
passing weights are “desirable” for direct neighbors, the
cumulative weights for multi-hop neighbors may not nec-
essarily be desirable. Second, we reveal that, even when
message-passing weights are desirable, SMP can still be
vulnerable to oversmoothing. More importantly, we point
out that these limitations of SMP arise from its simple ag-
gregator, which linearly combines the embeddings of all
neighbors of each node into a single message vector.

Motivated by our findings, we propose a novel message pass-
ing scheme for GNNs, which we refer to as M2M-GNN
(Multiset to Multiset GNN), to address the limitations of
SMP. In essence, M2M-GNN aggregates neighborhood in-
formation by mapping the embeddings of neighbors, which
can be considered a multiset of vectors, to another multi-
set. This differs from existing message passing schemes,
where a multiset of vectors is mapped to a single mes-
sage vector. We prove M2M-GNN’s theoretical proper-
ties related to alleviating the limitations of SMP together
with its empirical effectiveness. Our code is available at
https://github.com/Jinx-byebye/m2mgnn

Our contributions are summarized as follows:
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e Analysis: Our theoretical analyses reveal two funda-
mental limitations of SMP.

¢ Method: We introduce M2M-GNN, a novel multiset-
to-multiset message passing scheme, and illustrate how
it mitigates the aforementioned limitations.

¢ Experiments: We conduct comprehensive experi-
ments that demonstrate the superior performance of
M2M-GNN.

2. Limitations of Signed Message Passing

In this section, we introduce two limitations of signed mes-
sage passing (SMP): (1) undesirable representation update
and (2) vulnerability to over-smoothing. To this end, we
begin by introducing relevant notations and preliminaries.
We provide all proofs in Appendix B.

2.1. Preliminaries

Basic terminologies. For any positive integer N € N, we
denote the set {1,2,..., N} as [V]. For any matrix M, we
use M; = m; to denote its i-th row, and we use M;; to
denote the element in the ¢-th row and j-th column of M.
Let G = (V, £, X) denote an undirected graph, where V =
{v1,va, - ,vn} represents the node set and & represents
the edge set. The nodes are characterized by a node feature
matrix X € RV*4 where d denotes the number of features
per node. Lety € [C]" be the node label matrix where
y; € [C] denotes the label of node v;, and C' denotes the
number of classes. A node pair with the same label is
termed homophilic nodes, while a node pair with distinct
labels is called heterophilic nodes. Here, the edge set £
can be represented as an adjacency matrix A € {0,1}" Y
where A;; = 1if {v;,v;} € £ and A;; = 0 otherwise.

Message passing. Given a graph G with its adjacency matrix
A, Message Passing (MP) involves iteratively updating node
embeddings by aggregating neighbors’ information. The
d’'-dimensional node embeddings at each k-th layer, denoted
as H®) € RV*4" can be expressed as follows:

H® = vp(A,H*D W) = o (AHUH)W) m

where o(-) denotes a (non-linear) activation function, and
‘W denotes a learnable weight matrix. Instead of directly
employing A, many architectures utilize its variant denoted
as A, which we call a propagation matrix. Examples of
A include normalized A in Kipf & Welling (2016) (A =
D %5AD~%% with D being the diagonal degree matrix)
and learnable ones in Graph Attention Networks (Velickovié¢
et al., 2018) (where non-zero elements are computed using
adjacent nodes’ representations). We call the element .A;;
the propagation coefficient for edge {v;, v;}. To clarify, Eq.
(1) represents the message passing frameworks utilizing the

mean aggregator as its aggregation function. There exist
other design choices. We use this definition as Eq. (1) is
sufficiently general to analyze SMP models.

Signed message passing. Signed Message Passing (SMP)
enables A to incorporate both positive and negative val-
ues (Chien et al., 2020; Bo et al., 2021; Luan et al., 2022;
Yan et al., 2022). By introducing more flexibility in A,
SMP facilitates adaptive updates of node embeddings in
heterophilic graphs, as elaborated in Section 2.2.

2.2. Limitation 1: Undesirable Embedding Update

We first outline the mechanism of SMP and its particular
benefits in heterophilic graphs. Subsequently, we show
that, contrary to our expectation, this mechanism does not
consistently yield beneficial updates of node embeddings.

Desirable embedding update. For accurate node classifica-
tion, how should node embeddings be updated? In general,
nodes with similar embeddings are more likely to be clas-
sified into the same class. Thus, intuitively, in an ideal
scenario, embeddings of homophilic nodes would be closely
located, while embeddings of heterophilic nodes would be
relatively distant from each other. “Desirable” SMP (i.e.,
desirable .A) facilitates this circumstance by assigning pos-
itive and negative propagation coefficients to homophilic
and heterophilic node pairs, respectively. This assignment is
based on the understanding that positive coefficients tend to
increase similarity between the embedding of pairs, while
negative coefficients have the opposite effect. This phe-
nomenon has been observed in numerous prior studies (Bo
et al., 2021; Yan et al., 2022; Choi et al., 2023).

Based on the suggested ideal scenario, a desirable propaga-
tion matrix is defined as follows:

Definition 2.1 (Desirable matrix). A matrix M € RV*N
is desirable if and only if the following holds: for any
Vi, Uy € V, Mij Z O, lfyl =Yjs Mij S 0, lfyz 7é Yj-

Message passing scheme. In practice, multi-layer GNN's
are commonly employed to expand the receptive field of
graph convolution. Following prior analyses (Chien et al.,
2020; Bo et al., 2021) we consider linear SMP with multiple
layers, formalized as:

HE) — AE) .. AOF0)
— I_IK_1 AE=R) O .— 7"[_1(0)7 ()
k=0
where A(*) is a (learnable) propagation matrix for the k-th
layer, T := [[r—," A ~*) is the cumulative propagation

matrix, and H®) = fy(X) with f(-) being a neural net-
work parameterized by 6.

Typically, matrices .A(*)’s have the same sparsity pattern
of the adjacency matrix A. Note that the sparsity pattern
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identifies the specific coordinates within the matrix that
contain non-zero elements. Thus, their product, 7, has the
same sparsity pattern of AX i.e., the K-th power of the
adjacency matrix, where Af; # 0 only if v; and v; have a
distance at most K. That is, A®) and T can have non-zero
propagation coefficients for direct neighbors and K-hop
reachable neighbors, respectively.

Theoretical result. Under the aforementioned design
choice of SMP, one would expect that with desirable
A®) k€ [K], the resulting 7 should also be desirable.
Surprisingly, our analysis reveals the existence of counterex-
amples that are prevalent in the real worlds, specifically
graphs with more than two distinct node classes.

Theorem 2.2 (Undesirability of SMP in multi-class cases).
There exists a graph G with more than two distinct node
classes (ie., C' > 2) where all propagation matrix
AW AR A gre desirable (Def. 2.1), but the cu-
mulative propagation matrix T is not desirable.

The presence of undesirable 7 implies that, in the embed-
ding space, nodes may end up being close to their het-
erophilic multi-hop neighbors, resulting in similar embed-
dings and, consequently, classification into the same class.

2.3. Limitation 2: Vulnerability to Oversmoothing

Next, we introduce another major limitation of SMP, i.e.,
its susceptibility to oversmoothing. Previous works have
primarily focused on the potential advantages of SMP in
mitigating oversmoothing, particularly its capacity to utilize
negative propagation coefficients to separate nodes within
the embedding space (Chien et al., 2020; Bo et al., 2021;
Yan et al., 2022). However, through our theoretical and
empirical investigation, we verify that even in a highly ideal
setting, SMP is still susceptible to oversmoothing.

Below, we first introduce the analysis setup and then present
our theoretical findings. Lastly, we review simulations de-
signed to validate our theoretical findings.

Setup: (1) Propagation matrix and features. In this
analysis, we assume a desirable propagation matrix .4 and
node features X generated by a variant of the Contextual
Stochastic Block Model (CSBM) (Deshpande et al., 2018),
where each node feature is generated from a particular Gaus-
sian distribution corresponding to its class, and edges are
sampled independently from Bernoulli distributions. CS-
BM:s have been widely employed for theoretical analyses of
graphs (Wu et al., 2022; Lee et al., 2024)

Definition 2.3 (CSBM for A and X). Assume /N nodes
and C classes, each having an equal number of nodes. For
each node v; € V, its feature vector x; is sampled from
N (uy,,¥) € RS, For each node pair {v;,v;} € (}), (1)
Ai; =1,if (y; = y;) V (U < p) holds, and (2) A;; = —1,
if (y; # yj) V (U < ¢) holds, where U ~ uniform(0,1) is

sampled independently for each node pair. As a result, we
have a desirable propagation matrix A € {—1,0, 1}V*V
and a node feature matrix X € RV*7,

Setup: (2) Message passing. Following prior oversmooth-
ing analyses (Zhou et al., 2021; Keriven, 2022; Wu et al.,
2022; Lee et al., 2023), we employ a simple message
passing scheme, spec., the product of weighted (for SMP,
signed) propagation matrices without non-linear activa-
tion. Formally, given a signed propagation matrix A €
{=1,0,1}"*¥ we normalize it as P = D 2 AD™3,
where D is a diagonal matrix with D;; = Zjvzl |A;j], Vi €
[N]. Then, the node embedding matrix at the K-th layer is:

HX) = pHE-D = pEHO) = pEX. 3)

As SMP in our theoretical analysis, we use Eq. (3), which is
very similar to FAGCN (Bo et al., 2021). It has a desirable
property: £ =7 — P is a well-defined Laplacian of signed
graphs (Atay & Tuncel, 2014), which ensures that the spec-
tral norm of PX is bounded, even when infinite layers are
stacked. In Sec. 4, we present relevant experimental results
using popular SMP-based methods and real-world graphs.

Theoretical result. With CSBM (Def. 2.3) and SMP
(Eq. (3)), we present our theoretical finding: SMP is vulner-
able to the over-smoothing problem.

Theorem 2.4 (Oversmoothing problem of SMP). Consider
random variables A and X from CSBM (Def. 2.3), and
recall that A is always desirable. Let V, = {v; € V : y; =
¢} be the set of nodes belonging to each class ¢ € [C), and
let BEK) = % Zvievc hEK) be the mean of the K -th layer
embeddings of V.. Then, for any two classes a,b € [C],

P+q

Eg ) B = (
g[” a b ||] p+(c_1)q

K
) T

Refer to Appendix B.1 for a concentration bound of
(0 = h{F)) — Eg[h{®) — h{™)]||. Theorem 2.4 states
that, even when A is desirable, if C' > 2 (i.e., multi-class),
the expected distance between the average embeddings of
any pair of classes can decrease exponentially as the number
of layers K increases. That is, the separability of different
class embeddings significantly decreases as more layers are
stacked, revealing SMP’s susceptibility to oversmoothing.

Simulation result. Fig. 1 shows the simulation results for
binary-class and multi-class (C' = 3) cases with 20 pairs of
A and X from CSBM (Def. 2.3). For the binary case, we set
u; = —0.25, us = 0.25, and for the multi-class case, we set
u; = —0.5, us = 0, and uz = 0.5. The other parameters
are N = 3000, p = 0.003, and ¢ = 0.01. One-dimensional
features are used for illustrative purposes. We have several
observations. (1) The expected and actual class means are
close, validating that Theorem 2.4 is meaningful. (2) SMP
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Figure 1: Simulation results for (a) binary and (b) multi-class classification reveal that, as the number of layers increases, the mean
embeddings of different classes converge in the multi-class case but not in the binary case. That is, SMP suffers from oversmoothing in the
multi-class case, as also supported by (c) the drop of 2™ a score positively associated with the accuracy of the Bayes optimal classifier.

is robust to oversmoothing in the binary-class case, i.e., the
difference between two class means does not decrease. (3)
SMP suffers from oversmoothing in the multi-class case,
with the differences between any two class means decreas-
ing as the number of layers increases. (4) We further use
a numerical score z(¥) measuring the distinguishability be-
tween different classes, i.e., class 1 and class 2.! The score is
positively correlated with the accuracy of the optimal Bayes
classifier (Wu et al., 2022), where a higher value is desired,
implying that the two classes are easier to distinguish. As
the depth increases, we observe an initial rise in the score,
followed by rapid decline and ultimate convergence to zero,
illustrating the typical phenomenon of oversmoothing.

While our analysis of SMP’s limitations is founded on linear
models, these findings can be seamlessly applied to non-
linear SMP models. See Appendix F for a discussion.

3. Multiset to Multiset Message Passing

In this section, we propose M2M-GNN (Multiset to
Multiset GNN), our novel message-passing paradigm that
provably mitigates the aforementioned limitations of SMP.

3.1. Motivation of M2M-GNN

Let us first recall the limitations we observed on SMP. First,
a discrepancy arises between one-hop and multi-hop aggre-
gation: even if we have a desirable one-hop propagation
matrix A(F)s, the multi-hop propagation matrix 7~ can still
be undesirable (Theorem 2.2). Second, even with negative
propagation coefficients between them, the embeddings of
different classes can be mixed up, thereby leading to over-
smoothing (Theorem 2.4). All proofs are in Appendix B.

Limitations of simple pooling approach. We point out that,
even with desirable weights (or signs), the simple weighted
summation scheme acts as the information bottleneck of
SMP. Specifically, the weighted summation has a functional

!The score is defined as z(*) = (flék) — ng>)/a<k), o) =
(o™ 4+ o§)/2, where o{*) and 0" denote the variances of
features from class 1 and class 2, respectively.

form of multiset-to-element (m-2-e). In the aggregation
step, multiple elements (the embeddings of neighbors) are
reduced (i.e., aggregated) into a single element (a single
message vector), and the embeddings of heterophilic nodes
are thus mixed up. Formally, an m-2-e message passing
function can be represented as m; = ¢(S;), where S; =
{h; : v; € N'(v;)},> and &(-) is a mapping function defined
as follows.

Definition 3.1. A mapping function ¢(-) takes a set of
vectors as input and produces a single element as output,
by applying a learnable weight matrix to each element of
the set, followed by element-wise pooling (sum, mean, and
max) to aggregate all elements.

For instance, using sum pooling and learnable weight matrix
W yields a mapping ¢(S;) = Zhj cs, (h;W).

Multiset to multiset: Partition, mapping, and concatena-
tion. Then, what if we aggregate embeddings into multiple
elements instead? In other words, we can take a functional
form of multiset-to-multiset (m-2-m). Specifically, given a
multiset of node embeddings,® an m-2-m scheme (1) parti-
tions the multiset into multiple subsets, (2) maps the features
in each subset into an element (e.g., a vector), and (3) com-
bines the elements into a multiset.

Definition 3.2 (m-2-m schemes). Given a multiset X where
each z; € X is a vector z; € R?, an m-2-m scheme f
does the following: (1) it partitions X = J;_, A} into w
disjoint subsets for some w € N, (2) it applies a mapping
é: 2% — R? on each subset X; to obtain an element (a
vector) z; = ¢(A}) for each subset, and (3) the obtained
elements essentially form a multiset, and it concatenates
the obtained elements into f(X) = z = ||%_,z;, where ||
denotes the vector concatenation operator.

Desirable m-2-m schemes. There can be different m-2-m
schemes, e.g., we have diverse ways of partitioning a given
multiset X'. What kinds of m-2-m schemes are desirable?

2Precisely, S consists of k — 1 layer outputs of v; neighbors.
For simplicity, superscripts denoting layers are omitted.

31t is a multiset because different nodes may have identical
embeddings, and each of them should be kept.
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Recall that the limitations of SMP primarily arise from
the intermixing of various classes. Hence, our high-level
idea is to ensure that heterophilic node representations are
not intertwined, i.e., when we partition X', each X}, only
consists of the embeddings of nodes from the same class.
Specifically, we define desirable m-2-m schemes as follows.

Definition 3.3 (Desirable m-2-m schemes). Assume for any
multiset X, each vector x; € X associated with a class y;,
we say an m-2-m scheme is desirable, iff, for any given
X, it always partitions X according to the class of x;’s,
i.e., it partitions X = U‘t‘;l X; such that, if two vectors
23, x; € X are in the same X3, then we must have y; = y;.
Note that we do not necessarily have x;, z; in the same X}

ify; = y;.

Based on the concept of desirable m-2-m schemes, we fur-
ther define desirable m-2-m message passing.

Definition 3.4 (Desirable m-2-m message passing). An m-
2-m message passing operation f,,,, is desirable, if given
any node embedding matrix H and any node v;, there exists
a mapping ¢(-) such that the message vector of v; can be
represented as

Fmp(H, 0(-);7) = m; = {21 6(Si4), (5)

where (1) the union of S;;’s is a subset of H, i.e.,
U_,;Sit € {h;:j € [N]}, and (2) each S;; con-
tains embeddings of nodes from the same class,? ie., if
h;, hy € §;; theny; = y;.

Moreover, we say f,,, is a one-hop desirable m-2-m mes-
sage passing operation if there exists a mapping function

o(-) satisfying
Frp(H, 6(-);8) = mi = |2, 6(Sie), ©)
where S; ;== {h; : y; = t,v; € N'(v;)}.

Desirable m-2-m message passing alleviates the limita-
tions. Below, we shall analyze several theoretical properties
of m-2-m message passing and how it mitigates the limita-
tions of SMP (i.e., m-2-¢) discussed in Section 2.

First, regarding desirable properties, we claim that stack-
ing one-hop desirable m-2-m message passing operations
always gives us a desirable (multi-hop) message passing.
Recall that this does not hold for SMP (Theorem 2.2).

Lemma 3.5 (Maintenance of desirable property). Assuming
a one-hop desirable m-2-m message passing f,(,lfg is applied
to each node at each layer k. Specifically, for each layer k,
the embedding of each node v; at the k-th layer is h® =

S EED R ():0) = |60 (SE)), where S =

{h;kil) cvj € N(vi),y; = t}. Then, for any d.k €
*0r S;,» = 0, and we let ¢(S;.+) = 0, so that all the m;’s have
the same dimension.

N, the d-hop message passing operation at the k-th layer
p'4F) defined by pl@R) (HF) ok+d)(.).4) = h§k+d), is
desirable. Specifically, p(d*k) stacks d one-hop message
passing operations from f,(f; Y10 f,(f; d), and it partitions
the layer-k embeddings of the d-hop neighbors of each
node, where each group contains the embeddings of d-hop

neighbors in the same class.

Lemma 3.5 demonstrates that unlike SMP (m-2-¢), the pro-
posed m-2-m message passing can generalize the desirable
property from local to global. This is because, following
our high-level idea, at each layer, each group consists of
embeddings from the same class, and thus heterophilic node
representations are not intertwined even when we stack mul-
tiple message passing operations.

Second, regarding oversmoothing, we show that the con-
catenation utilized in desirable m-2-m message passing can
enhance the discriminability among message vectors. We
present informal statements that describe the robustness
of m-2-m to oversmoothing phenomena, with the formal
statements and proofs detailed in Appendix B.4.

Lemma 3.6 (:m-2-m is always no worse than m-2-e (infor-
mal)). Given any two embedding multisets, the distance be-
tween the two resulting message vectors of m-2-m is greater
than or equal to the distance between those of m-2-e.

Theorem 3.7 (m-2-m never gets trapped by oversmoothing
(informal)). Under the same CSBM settings as in Sec. 2, a
one-hop m-2-m message passing (Eq. (6) in Def. 3.4) can
escape from oversmoothing even when the expected class

means converge to the same point, i.e., even if Eg [Eﬁf"‘l)] =

Eg[flékil)] we have Eg [BSL’“)] #Eg [fll()k)] as long as p # q,
while SMP fails to achieve this.

We refer the reader to Appendix A for a discussion on the
discriminative power of m-2-m.

3.2. Proposed Method: M2M-GNN

Motivated by the good properties of m-2-m message passing,
we present a specific instance it, termed M2M-GNN. An
illustration of M2M-GNN is presented in Figure 2.

Core idea: Chunks. Each partition is represented as a
chunk. 1deally, a model should assign a label to each chunk
while ensuring a one-to-one correspondence between chunk
labels and node classes, i.e., each chunk should only contain
nodes belonging to the class associated with that chunk.

Method details. We elaborate on how M2M-GNN updates
node embeddings using C chunks. Note that C may not
necessarily be the same as C, which represents the number
of classes. We focus on the embedding update at the k-th
layer. For a given (k — 1)-th layer output node embeddings
H(*~1D ¢ RVN*4 M2M-GNN first projects the node embed-
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Figure 2: An illustration of the convolution layer of M2M-GNN, where the ego (central) node is v;. For a given graph topology and node
features (left), we first project node features from 3-dimension to 1-dimension (middle). Then, we construct a message vector for node v1
by concatenating 3 chunks, each of which consists of a subset of neighbors’ projected features using soft labels

dings using a learnable weight matrix Wk ¢ Rdx(d/C),
Formally, H*) = HE=DW ),

Next, we describe the message passing scheme of M2M-
GNN. We define v; as an ego (central) node and N (v;) :=
N; as the set of neighbors of v;. Since in practice, we
typically do not have the ground-truth class information of
nodes, we propose to utilize soft labels that are obtained via
an attention function. We use the soft labels to assign each
node (and its embedding) to chunks. In a nutshell, every
node embedding of NN; is assigned to every chunk, but with
different scores (i.e., weights). To learn the assigned scores,
we employ the attention function inspired by Brody et al.
(2021). Specifically, for v; € N, its scores towards v; are
defined as follows:

s (i, j) = softmax(ReLU(ah{” + A" YW /1),
(N
where T is a temperature hyperparameter, 0 < o < lisa
hyperparameter that weights the importance of the ego node
v;’s representation, and W) € R(@/C)XC i the Jearnable
attention weight. Note that s(*) (i, j) € R indicates scores
of v; during message passing towards v;, where sik)(i, 7)
is the score assigned to the ¢-th chunk. Moreover, these
scores can be interpreted as a soft label of v;, and in the
ideal case, M2M-GNN assigns a high score to the chunk
that corresponds to the class of v;, and nearly zero values to
other chunks. We examine this property in Section 4.2.

cy =3 sV " eRYC v e ). ®)
UjEqu
(k)

Then, the message vector of v;, denoted by m, ™, is de-

(k) _

NG

fined as the concatenation of Cl(-lf), SRR Cglé), i.e., m

(k)

)

5, Cz(f ). The dimension of m
which is R

is equal to that of

Finally, the node representation of v; is updated using the
following weighted average:

h® = ReLu((1 — AL + fm™), ©)

)

where /3 € (0, 1) is a hyperparameter, and h;co is the trans-

formed original feature of v; (i.e., hgo) = MLP(x;)).

Regularizing soft labels. In our preliminary study, we ob-
served that every attention score is often collapsed into one
particular chunk (i.e., there exists a 1 < ¢ < C such that
sgk) (,7) ~ 1 for all edges {v;,v;}). This deviates from
a desirable scenario, where attention scores of nodes are
diversified to different chunks according to their respective
classes. Motivated by Tsitsulin et al. (2023), we leverage
a regularization term to help M2M-GNN diversify the at-
tention scores. Unlike Tsitsulin et al. (2023), our objective
does not involve balancing class sizes as this loss affects the
attention weights rather than the predictions. Specifically,
we employ L2-norm of the summation of sgk) (i, 4) across
{vi,v;} € €. Formally,

1 < VC
7 > el

Lreg = €]
k=1

> sWEHIz-1, 10

{’qu,’L)j}Gg

where K is the number of layers of M2M-GNN. Note that
the value of L., decreases as the distribution of s(*) (4, 5)
varies across V{v;,v;} € £.

Training M2M-GNN. Finally, the parameters of K-layer
M2M-GNN (spec., initial feature projector MLP, projection-
and attention weights of each layer W (<), Wfﬁg ,Vk € [K])
are trained via (1) the regularization loss L4 (Eq. (10)) and
(2) the loss designed for the particular learning task (e.g.,
node classification), which we denote as L. Specifically,
we use the loss function: £ = Lyqsk, + ALyeg, Where A is a
hyperparameter that controls the strength of the regulariza-
tion term Ly.g.

The time complexity of M2M-GNN is analyzed in Ap-
pendix E, showing that it exhibits a time complexity similar
to that of GCN (Kipf & Welling, 2016).

4. Experiments

In this section, we conduct a comprehensive evaluation of
M2M-GNN on various benchmark datasets, including both
homophilic and heterophilic graphs. We aim to answer four
key research questions: (RQ1) How does M2M-GNN per-
form in node classification tasks? (RQ2) What patterns
emerge in the attention scores, s*) (i, )’s? (RQ3) How ef-
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Edge Hom. # Nodes # Edges # Features # Classes

Texas 0.21 183 295 1,703 5
Wisconsin 0.11 251 466 1,703 5
Cornell 0.30 183 280 1,703 5
Actor 0.22 7,600 26,752 931 5
Squirrel 0.22 5,201 198,493 2,089 5
Chameleon 0.23 2,277 31421 2,325 5
Cora 0.81 2,708 5,278 1,433 7
Citeseer 0.74 3,327 4,676 3,703 6
Pubmed 0.80 19,717 44,327 500 3
Penn9%4 0.47 41,554 1,362,229 5 2
Amazon-rat. 0.38 24,492 93,050 300 5

Table 1: Dataset statistics. The edge homophily ratio (Edge Hom.)
is defined as |{(vs, v;) € E} : yi = y;1/|€]-

fectively does M2M-GNN mitigate oversmoothing? (RQ4)
Are all components of M2M-GNN necessary and impactful?

Datasets. We use 11 widely-used node classification
benchmark datasets, where 8 are heterophilic (Texas, Wis-
consin, Cornell, Actor, Squirrel, Chameleon, Penn94, and
Amazon-rating), and the remaining 3 are homophilic (Cora,
Citeseer, and Pubmed). In line with prior research, for train-
ing/validation/test splits, we employ the setting provided by
Pytorch Geometric (PyG) (Platonov et al., 2022). For de-
tails of the datasets, including their sources and construction
methods, refer to Appendix C.

Baseline models. We compare the performance of M2M-
GNN against the following 12 baseline models:

1. Classic models: GCN (Kipf & Welling, 2016),
GAT (Velickovic et al., 2018), and MLP,

2. SMP-based GNNs: ACM-GCN (Luan et al., 2022),
GPRGNN (Chien et al., 2020), FAGCN (Bo et al., 2021),
GGCN (Yan et al., 2022), Goal (Zheng et al., 2023), and
AERO-GNN (Lee et al., 2023),

3. Concatenation-based GNNs: Ordered GNN (Song
et al., 2022) and H,GCN (Zhu et al., 2020),

4. Attention-vector-based GNN: DMP (Yang et al., 2021).

For details of them, refer to Appendix C.

4.1. RQ1: Node Classification Performance Results

In Table 2, we provide the mean node classification accu-
racy for test nodes, along with their corresponding standard
deviations, across 10 random data splits.

In summary, M2M-GNN achieves the best average ranking
among all the methods, securing a position in the top 3
across all datasets. The following three points stand out.

First, M2M-GNN outperforms all SMP-based GNNSs. This
observation serves as empirical support for our theoretical
finding, indicating that the limitations of SMP (Sec. 2) can
adversely impact its effectiveness. Conversely, the theoreti-
cal properties of m-2-m (Sec. 3.1) contribute to the enhanced
classification accuracy of M2M-GNN.

Second, M2M-GNN also outperforms DMP, an attention-
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Figure 3: Visualization results of S for two homophilic (left two)
and two heterophilic (right two) graphs. (Off-)Diagonal entries
indicate (in)correct prediction.

vector-based GNN: This again demonstrates the superiority
of m-2-m over m-2-e. DMP is a variant of SMP assigning
distinct coefficients to each channel of node representations.
Consequently, while employing weight vectors, DMP still
follows the m-2-e paradigm in its message passing scheme.

Lastly, M2M-GNN outperforms concatenation-based GNNs.
While H,GCN and Ordered GNN employ concatenation to
combine representations from different hops, they fail to
address the mixing of features of heterophilic neighbors
within the same hop. This validates the effectiveness of the
novel concatenation design used in m-2-m.

4.2. RQ2: Attention Weight Analysis

We analyze the distribution of learned attention weights
s(*) (i, 7)’s. To this end, we consider directed graphs. In the
case of an undirected graph, we convert it into a directed
graph by splitting each undirected edge into two directed
edges. For an edge from v; to v;, v; and v; are referred to
as the source and target nodes of the edge, respectively.

As described in Section 3.2, the learned attention weight
s(*) (i, §) corresponds to the soft label of target node v;. Let
S € RI€IXC be the average value across all layers, calculated
as % Zle S®*) | where S*) is the matrix formed by all
s®)(i,7) € RS, {uv, v;} € &£. To make a comparison,
we also consider the ground truth edge labels S € RI€1*C,
where S;. = 1 if the target node of the -th edge belongs
to class c¢. A learned S is considered accurate if, upon
proper column index reordering, it is similar to S. We
reorder the columns of S to ensure their values are properly
aligned to the order of class. Then we compute the matrix
S =878 € RE*€ followed by a row-wise softmax.

In the definition of S, large diagonal entries imply predic-
tions closely align with the ground truth, thus considered
correct. As shown in Fig. 3, the learned S and the ground
truth S are well matched. Specifically, 19 out of the 23
columns (each column corresponds to one class, e.g., Cora
has 6 classes of nodes) of S are verified to be correct, (i.e.,
the diagonal entries are the largest in the columns), with
a particularly high accuracy observed for the homophilic
graphs where nearly all edges are correctly identified.
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Texas Wiscon. Cornell Actor Squir.

Chamel. Cora

Citeseer ~ Pubmed Penn94 Amazon-rat. A.R.

MLP 80.81+4.7 8529+3.3 81.89+6.4 36.53+0.7 28.77+1.5 462129 7569+2.0 74.02+19 87.16+0.3 73.61+0.4

42.87+04 99

GCN 55.14+5.1 51.76 £3.0 60.54+53 27.32+1.1 53.43£2.0
GAT 52.16+6.6 49.41+4.0 61.89+50 27.44+0.8 40.72+1.5

64.82+22 8698+12 7650+1.3 88.42+0.5 82.47+0.2
6026 +2.5 87.30+1.1 76.55+1.2 86.33+04 81.53+05

48.70£0.6 9.1
49.09+0.6 9.9

GPR-GNN 7838 +4.3 82.94+42 80.27+8.1 34.63+12 31.61+12 4658+1.7 87.95+1.1 77.13+1.6 87.54+0.3 81.38+0.1
6098 +£2.3 8742+2.1 7635+1.7 87.83+1.1 72.85+0.5
71.14+18 87.95+£1.0 77.14+1.4 89.15+£0.3 OOM

66.93 +1.8 87.91 +0.9 90.00+0.5 82.52+0.9
71.65+ 1.6 77.15+£0.9 89.25+0.5 [84.18 £0.3

71.58+2.4 88.12+1.1 77.08 1.5 89.95+0.7 82.47+0.7

FAGCN  77.00+7.7 7832+6.3 82.41+3.8 35.67+09 4220+1.8
GGCN 84.86+4.5 86.86+3.2 85.68+6.637.54+15 551715
ACM-GCN [87.84+44 8843£32 85.14+6.0 36.28+1.0 5440+1.8
Goal 83.62£6.7 86.98+44 85.68£6.2 3646+1.0 60.53%1.6
AERO-GNN 84.35+5.2 81.24+6.8 84.80+33 36.57+1.1 61.76+24

4488+03 8.6
44.12+03 9.1
36.86+04 6.0
38.62+0.6 4.6
37.94+03 47
457105 5.1

Ord. GNN
H,GCN

86.22+4.1 88.04+3.6
84.86£7.2 87.65+49 8270+£5.2 3570+1.0 36.48+1.8

62.44+19 7228 +22 8837+0.7 7731 £1.7 90.15+0.3 83.65+0.6
60.11+2.1 87.87+1.2 77.11+1.5 89.49+0.3 81.31+0.6

38.52+04 | 27
36.47+02 7.8

DMP 66.08+7.0 56.41+55 62.73+4.5 2830£2.7 34.19+£7.6

63.79+4.1 8256+19 62.54+15 73.12+£0.9 73.85£0.7

35.84+04 112

M2M-GNN (S99 IBI0NEAIN 8648 6.1 3672 + 1.6 [636VENTNTSR0ERS) 8512 10 77.20 1.8 0BSE06 8594 = 0A 49 SE06 1IN

Table 2: Node classification accuracy (%) on 11 datasets. The best,
, respectively. A.R. and OOM denote average ranking and out-of-memory, respectively. Overall, our

highlighted in blue, ,and

, and performance across each dataset are

method M2M-GNN performs the best in terms of average ranking, achieving at least the third-best performance in every dataset.
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Figure 4: Performance comparison of M2M-GNN against SMP-
based GNNs under various model depths. The X-axis has the
number of layers, and the Y-axis has node classification accuracy.

4.3. RQ3: Over-smoothing Analysis

We evaluate the robustness of M2M-GNN against the over-
smoothing problem by assessing its performance at different
model depths (K € {2,4,8,16,32,64}). To provide a
comparative analysis against other GNNs, we also evaluate
three SMP-based GNNs: FAGCN, Goal, and GPR-GNN.
We evaluate the performances of these methods on two
heterophilic graphs and one homophilic graph.

The analysis presented in Fig. 4 illustrates that the perfor-
mance of M2M-GNN remains relatively stable with varying
numbers of layers, achieving its best performance when
deeper layers are employed (K = 32) in the Cora dataset.
In contrast, the SMP-based GNNss utilized in the experiment
exhibit a substantial decrease in performance as the number
of layers increases, indicating their empirical susceptibility
to the oversmoothing problem.

4.4. RQ4: M2M-GNN Component Analysis

We examine the following: (1) the necessity of regular-
ization loss L,.4 (see Eq. (10)) and (2) the impact of the
number of chunks C. Specifically, we assess the perfor-
mance of M2M-GNN with/without £,.., and across various
values of C. We focus on evaluating (1) the discriminative
power of soft labels, (2) node classification accuracy, and
(3) robustness against oversmoothing.

To this end, we use three metrics: (1) mixing score, which
is defined as the proportion of heterophilic edges {v;, v, }
such that the argmax chunk is different for (v; — v;)—

and (v; — v;)—message passing, (2) node classification
accuracy at the best hyperparameter setting for each, and
(3) node classification accuracy at K = 32. Across all
metrics, a higher value indicates better model performance.
We utilized one heterophilic dataset (Wisconsin) and one
homophilic dataset (Pubmed).

We present results in Fig. 5, where each tuple on the X-
axis represents a pair of parameters (C, A). Recall that A
is a scalar for £,.4, and A = 0 indicates the absence of
the regularization loss. First, £,., is demonstrated to be
necessary, given that the models with L,.., # 0 outperforms
that with £, = 0 across all metrics and datasets. Second,
setting the number of chunks and classes equal leads to the
best performance. While increasing C may help discriminate
heterophilic node representations, this may cause excessive
separation, which is harmful to smoothing homophilic node
representations, leading to suboptimal node embeddings.

5. Related Work

Analysis of signed message passing. The theoretical anal-
ysis by Yan et al. (2022) explores the impact of signed
messages in GNNs under a binary-class setting, introducing
the desirable signs for homophilic and heterophilic edges,
respectively. Choi et al. (2023) extend the theoretical frame-
work to a multi-class setting, analyzing how node embed-
dings are updated in multi-class SMP.

Choi et al. (2023) investigate the impact of the error rate
on performance by assigning positive and negative coeffi-
cients to heterophilic and homophilic edges, respectively.
However, they do not discuss the suboptimality of SMP for
GNNss with multiple layers, even when the error rate is zero
(i.e., desirable).

Liang et al. (2023) reveal that for a triad in a graph (i.e., three
connected nodes), their embedding update can be undesir-
able even when they are connected by edges with proper
signs. However, they overlook the influence of other nodes
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Figure 5: Ablation study. Each tuple on the X-axis indicates a pair
of parameters: (number of chunks C, strength of regularization \).
For all the metrics, higher values indicate better performance.

and do not present a solution to mitigate this limitation,
instead sidestepping it by employing a one-layer GNN.

Oversmoothing analysis. Among many studies of over-
smoothing (Oono & Suzuki, 2019; Zhou et al., 2021;
Keriven, 2022; Wu et al., 2023; 2022; Lee et al., 2023;
Liang et al., 2024), we focus on two most related ones.
Wu et al. (2022) present a non-asymptotic analysis of the
oversmoothing problem on binary-class graphs, focusing on
positive propagation coefficient settings. Lee et al. (2023)
study oversmoothing phenomena in attention-based meth-
ods under asymptotic cases where the number of model
layers goes infinity.

Unlike (Wu et al., 2022), we focus on multi-class settings
with signed message passing, and compared to (Lee et al.,
2023), we provide non-asymptotic results.

Concatenation-based GNNs. To avoid undesirable feature
smoothing, many concatenation-based GNNs have been
proposed (Hamilton et al., 2017; Xu et al., 2018b; Zhu et al.,
2020; Song et al., 2022). They mainly (1) concatenate ego
node features and neighbor features and/or (2) concatenate
node features at different distances.

Note that LW-GCN (Dai et al., 2022) also focuses on sep-
arating node features from various classes. However, the
authors do not investigate the constraints of SMP or estab-
lish theoretical properties for addressing these constraints.
In contrast to LW-GCN’s goal of accurately mapping nodes
to chunks according to their labels, M2M-GNN adopts a
more practical strategy by assigning nodes with different
labels to separate chunks.

6. Conclusion

In this paper, we reveal two unexpected challenges associ-
ated with signed message passing (SMP): (a) undesirable
embedding update and (b) vulnerability to oversmoothing.
To mitigate these challenges, we develop a novel multiset-to-
multiset (m-2-m) message passing scheme and prove several
desirable theoretical properties of it. Motivated by the prop-
erties, we propose M2M-GNN, a novel GNN based on the
m-2-m scheme. Through our comprehensive experiments,
we demonstrate the superiority of M2M-GNN over existing
SMP-based GNNs in node classification tasks.
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Impact Statement

This paper presents work whose goal is to advance graph
representation learning with heterophily, a prevalent trend in
real-world connections observed in domains like chemical
compounds and social networks.

The effectiveness of our model may be compromised by
inaccurate node labels, as labeled nodes are crucial for pro-
viding supervision signals during model training, poten-
tially leading to adverse implications. For instance, utilizing
a misled model to detect fraud within a trading network
could introduce misclassifications and bias against legiti-
mate users. To mitigate the vulnerability to noisy labels,
established techniques can be integrated into our methodol-
ogy. Additionally, it is essential to formulate specific ethical
guidelines and impose constraints on the application of our
model based on practical considerations.

Our model generates node representations using node at-
tributes and linear transformation. Within the context of a
social network represented as a graph, these attributes may
encompass sensitive personal data like age and gender. To
improve fairness, it may be helpful to incorporate the notion
of counterfactual fairness, which emphasizes that a decision
made about an individual is considered fair if altering the in-
dividual’s sensitive attribute does not influence the decision
outcome.

Unlike graph attention networks, which explicitly learn
attention weights for each neighbor, our model makes it
challenging to quantify the individual impact of each neigh-
bor. Consequently, the interpretability of predictions in our
model is not as straightforward as in the graph attention net-
work. In order to enhance the transparency of predictions,
existing graph explainers can be employed. For example,
when focusing on a specific node v;, masking individual
edges allows us to pinpoint which edge exerts the most sig-
nificant influence on its prediction. Analogous techniques
can be applied to a particular node or attribute.
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A. Discriminative Power of m-2-m

The work (Xu et al., 2018a) characterizes the discriminative power of GNNs by analyzing whether a GNN maps two
different neighborhoods (i.e., two multisets) to the same representation.

m-2-m consistently yields higher discriminative power compared to m-2-e. The intuition behind this is that distinguishing
between two multisets is typically expected to be easier compared to distinguishing between two single elements. This can
be understood similarly to classifying multi-dimensional features versus classifying one-dimensional features: additional
dimensions provide more evidence for accurate classification. Formally, we present the following result.

Lemma A.1. Under the same setting as described in Theorem 3.6:

(1) Any two distinct multisets that can be distinguished by m-2-e (m”"%¢ % m}"¢) can also be discriminated by m-2-m
(m:Lan ?é m£n2m)

(2) There exist two different multisets such that m-2-m can differentiate, whereas m-2-e is unable to discriminate them:

m2e __ m2e
ma = mh .

Over-smoothing arises if two distinct multisets are mapped to the same embedding. The above result also suggests that
m-2-m exhibits a higher level of robustness against over-smoothing compared to m-2-e.

B. Proof
B.1. Proof of Theorem 2.4 and The Concentration Bound
B.1.1. PROOF OF THEOREM 2.4

Proof. Based on the definition of message passing scheme and CSBM defined in Sec. 2, the expectation Eg [B&k)} can be
calculated as

PEGBS ] = 43 e c.era Eg DY)

Eg[h{M] = , (11)
lba"] p+(C—1)g
and similarly, we have
= (k-1 = (k=1
o PEGIB Y] =03 g e Ba[BET)
Eg[h{®] = . (12)
p+(C—1)g
By subtracting Eg [l_lgk)] from Eg [Eg’“)], we get
NONER +4q s (k— = (k—1)
Eglh® —hM] = — P9 _popk-b _ gk, (13)
g[ b ] (p+(071)q) g[ b ]
Therefore, the sequence (Eg[hY” — b{”], ... Eg[h{) — h{*)]is a geometric sequence. We write
- - +q
Eght) —hif) = (—LTT Ky, —u,). (14)
O
B.1.2. CONCENTRATION INEQUALITY
Let ||M]|| denote the spectral norm of matrix M. Next, we derive a concentration bound for n{ — BE()K). We first present

the Chernoff bound.
Lemma B.1. (Chung & Lu, 2006) Let X; ~ Bern(p;) be independent and Z =", X;, Z = E(Z). Then for any o > 0,

P(Z> (14 0)Z) < e 2 (15)
PZ<(1-0)Z)<e 7 (16)

Now we are prepared to establish the concentration inequality for node degrees.

12
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Corollary B.2. Forany o > 0 and r > 0, there exists a constant (o, 1) such that when d > rlog N, the following holds
with probability at least 1 — N7,

(1-0)d<d; <(1+0)d, foralll <i<N.

Proof. For any i € [N], d; = Z;\Ll X, where X; ~ Bern(p) if v; and v; share the same label and X; ~ Bern(q)
otherwise. Applying Lemma B.1, we get

P(d; < (1 —0)d) < e~ 79 < e~ TClEN v [N]. (17)

We then calculate the probability of the event that all d; < (1 — o). Since the degrees are independent, this probability is
upper bounded by the following probability:

N
> P(d; < (1—0)d) = Ne~ 7 loeN = (1=5 Olos N, (18)
=1

Therefore, the lower bound for all degrees can be derived as follows:

P(d; > (1 —0)d) >1—el=FloeN — 1 _ NO=5%) forall1 <i<N, (19)

The desired lower bound is obtained by setting x = 2(%1) Similarly, the upper bound can be derived, resulting in another
(o, r). Selecting the larger value of x completes the proof.

O

Afterward, we provide a concentration inequality for the signed adjacency matrix. Denote the expectation of A by Eg[A].

We introduce the following Lemma.

Lemma B.3. (Oliveira, 2009) Let X1, ..., X,, € R"*™ be symmetric independent random matrices defined on common
probability space with zero means and Z =% _"_| X,. There exists a constant m such that when the spectral norm of X; is
bounded by X; < m, forall 1 <1i < n, then forany o > 0d > 0,

_ o2d?

P(|Z]| = od) < 2Ne™ &% amaa, 0
where \? = I 22;1 E[X?] I

The following corollary provides an upper bound for the spectral norm of A4 — Eg[A].

Corollary B.4. For any o > 0 and r > 0, there exists a constant (o, 1) such that when d > rlog N, the following holds
with probability at least 1 — N7,

P(||A— EgA]| < od)>1—2N"".

Proof. Let {e}zj.\[:1 be the canonical basis for R". We can rewrite A — Eg[A] = > i<i<j<n Xi,j» where

x. _ {Fg = bigLijlee] +ejel) i] 21
i, = (I j — b; ,)e‘eT i— 1)
2y 1,5 ) %1% =1
Let L; ; = 1 and b; ; = p if v; and v; belong to the same class; otherwise, let L; ; = —1 and b; ; = ¢. Furthermore, let

Ii,j ~ Bern(bm-).

Since E[I; ; — b; ;] = 0 and the edges are sampled independently, Lemma B.3 can be applied here. By observing that
1Xi 5]l < lleie] +ejef || =1, (22)
we may set m = 1.

13
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Notice that eiTeJ- = 01if ¢ # j, the variances can be computed as follows.
5 bij(1—bij)(eie] +eje]) i#j
E[X?,] = .
b@j(l — biﬁj)eiei 1= _]

Then we have

IY° BXE =11 bii(l = bigdee” + ) bii(1 = bij)(eie] +ejef)|

1<i<y i 1<j
:||me-(1f iijee” + 3 bii(1—bij)ee] |
2 i#]

—||Zbu —biyeiel | <Y biseiel |
i,
:||Zdez-ei| —d

Now we can apply Lemma B.3 with 7 = 1 and A\? = d, which gives

- 02 12 (7'2H, (7'2K,
P(A - Eg[A]| > 0d) < 2Ne™sivin < 2e(1=) 6N — o 1=

(r+1)(8+40)
o2

Setting k = , we get

P(||[A - Eg[A]|| < od) >1—2N"",
which completes the proof.
B(k)

Our concentration inequality for fl(k) is given by the following theorem.

Theorem B.5. For any o > 0, and r > 0, there exists a constant k = (o, 1) such that when d > rlog N,

|(b® — b)) —Egh® —h{M]|| < 2k0 ,/ o]

holds with probability at least 1 — O(N ™).

Proof. Let Eg[P] = Eg[D~ 2 AD~ 2] be the expectation of P = D~ 2 AD~z. Our objective is to bound ||(
Eg [ﬁ,(lk) - l_lgk)] ||. To achieve this, we need to bound ||P* — Eg[P¥]||.

We consider the following spectral norm:

Vd;
ok

IDZEg[D™2]|| = maxi<i<n

By Corollary B.2, we have
P(|D*Eg[D 2] < VIFto)>1- N
Similar to Oliveira (2009), we introduce an intermediate operator O defined as

1

O = Eg[D ™3] AEg[D~?] = (D Eg[D~2])(D™ 2 AD?)

W=~
v
Nl=
=
Q
3
Nl
=z

We then compute the difference between P and O.

IP — O] = |(D*Eg[D~2))P(D*Eg[D~3]) — P
= ||(D*Eg[D™?] — Iy)PD*Eg[D™ 2] + P(D*Eg[D 2] — Iy)|
< [|(D*Eg[D~%] — Ly)PD>Eg[D 2| + [|P(D*Eg[D %] — Ly)|
< |(D*Eg[D~2] —In)|| - [P - | D> Eg[D~2]|| + | P]| - |D>Eg[D~%] — Ly
<WV1+o-1)WVT+o)+(1+o-1)
=(V1+o-1)(Vi+o+1)=o0.
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The inequality | P|| < 1 follows immediately from the fact that the spectrum of any Laplacian L = I — P lies in the interval
[0, 2], including signed Laplacian (Atay & Tuncel, 2014). The last inequality is obtained by utilizing Eq. (27). Consequently,

it leads to
P(|P-0|<o)>1—-N"".

We proceed with the proof by comparing O to Eg[P]
X

i _

O — Eg[P] = Eg[D™2|(A — Eg[A)Eg[D~2] = >

i<j

(A —Eg[A]).

Q=

Applying Corollary B.4 we have
P(|O - Eg[P]|| <o) >1—-2N""

Combining (30), (32), and
[P —Eg[Pl| = IP - O+ O —Eg[P]|| <[P = Ol + O - Eg[P]].
It leads to an upper bound for the norm as follows:

B(|P - EglIP]] < 20) > 1 - O(N™").

(30)

€1y

(32)

(33)

(34)

Note that to ensure the simultaneous validity of both results, here « should be set to the larger value from Corollaries B.2

and B.4.

It remains to show that the bound grows linearly with the number of layers. To achieve this, we rewrite

PE —Eg[PH] = (P — Eg[P])(P* ! + P *Eg[P] + .. + Eg[PF))
=(P-Eg ['P])’pkfl + (P —-Eg [’P])’Pk*QEg [P]... + (P — Eg[P])Eg ['Pkil].

Since the terms P¥~1, P*=2Eg[P]...., Eg[P*~1] have norms no more than 1, we have
|P* —Eg[P*]| < |P — Eg[P]|| + ...+ |P — Eg[P]|| = k| P — Eg[P]||.

In turn, we get
P(|P* — Eg[P¥]|| < 2ko) >1—O(N™").

WLOG, we assume the nodes are properly ordered such that

In/cw
U= :

In/cuc

where 1 /¢ is a all 1 column vector of length N/C'. For convenience, we further define a vector ¢ as follows.

In/c
—1n/c

Recall that Eg [P¥] is the k-th power of the expected propagation operator. We have

Eg[h(® —h{"] = %CTEQ[Pk]u

and similarly

(35)

(36)

(37)

(38)

(39)

(40)

(41)
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Hence, we can rewrite

(b — b)) ~ gl — b)) = ¢ (P* ~ EglPH)U “2)
Our final result can be derived as follows:
(BF) — ) ~ Eg[h() — h{)| = | =7 (P* — Eg[PH]) U
43
< CJclIPt - Eg MDY = 280/ 25 U], ()
N N
which proves the claim. O

B.2. Proof of Lemma 3.5

Proof. We will prove Lemma 3.5 by induction. Without loss of generality, we use sum as the pooling function. We prove
that, for any node v; and any d, the following holds.

i d
b = O D, @FHD () = || @), (44)

(2

where &+ (D) — 53R WD DIFD — (0 < dis(vs,0) = d, t = Y51 (5 — OV +1, y; = ((t+2)
mod 3) + 1}. Here vy, va, ...vq is a path from v; to v; of length d, with v; € N (v;) and vg = vj, y, is the label of v,
Vp e [d].

Base case: d = 1. It is trivial since p(1:%) = fr(f; Y and fr(f; Y is desirable by definition.

By definition, p(0)(H[", @(+0():i) = n™ = fEE®, 60D () = (|Z00 D (S, where
oS = SRPWED SEY = (0 o) € M)y = 1} Here, T} = ST, and @)
is equivalent to ¢(*+1)(.), defined as ¢**+1(S) = 3= o sWE+D for any set S.

Inductive step: Assume this holds for d and any node v;, i.e.,
k+d . d k+d
B — AR, D ) (| B D (D), @)

where @(+d) (D) = SR (DWktd) PEFD — (b0 gis(o),00) = d, t= 30 (g~ 1)CTP+1, gy = ((E42)

, J
mod 3) + 1}. Here vy, vg, ...vq is a path from vy to v, of length d, with v; € N (v;) and vg = vj/, y,, is the label of v,
Vp e [d].

We shall show that this holds for any node v; and d + 1. By definition of desirable one-hop m-2-m message passing,

Ry = D EE U () ) = (|, M (S, (46)

where ng“dﬂ) = {h§k+d) cv; € N(v;),y; = t}. We further define N, ; = {v; : v; € N(v;),y; = t}. Nﬁ) = {v; :
h; € F§i+d)}. Replacing h§k+d) with Eq. (45) and defining ¢(**++1)(.) as the multiplication of a projection matrix on the
right, followed by sum pooling, we get

k+d+1 k+d . d k c
WD e ST RO — g N (1 YT pWIwkd w47

B s koD V;EN v ENSY

d+1 k d+1 k—4d
- ||tC:1 Z h;/)w(k+d+l) _ ||tC:1 (I)(k+d+1)(rl(_’t+ +1))7 (48)
vy €N ;€N
where (I)(k+d+1)(rz(',kt+d+l)) = Zh§€)W(k+d+1),Fgﬁ+dH) = {h;]f) cdis(vi,vj) =d+1, t = Zzii(yp —1)CH1-P 4
1, y;» = ((t +2) mod 3) + 1}. Here v1,vs,...v441 is a path from vy to vjs of length d + 1, with v; € N (v;) and
Vda+1 = Uy, Yp i the label of vy, Vp € [d + 1]. Note that when W (+d4+1) i5 a block diagonal matrix of the form

W 0 ()
0 W 0

wlhtds) — o (49)
0 0 W
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where O W’s with proper dimensions are on the diagonal, the following equality holds:

k d k
Z h;/)w(k+d))w(k+d+1) _ HtC:1 Z (hg/)w(k—o—d)w) (50)
v eNSY v eND

Therefore, we have W(k+d+1) — ypk+d)yw
We have shown that hg“dﬂ) = |\fj1*1<1><k+d+1>(r§f§+d“)) F(H‘Hl) {h(k) dis(vi,vyy) =d+1, t = ZiJr}(yp
DCH1=P + 1, y; = ((t +2) mod 3) + 1} and <I>(k+d+1)(5) =3 ,cs sSWHEHIW. All nodes in each set Fgfjdﬂ)

have the same label, and I‘(k+d+1) consists of the representations of v;’s d 4+ 1-hop neighbors, at the k-th layer. Combining

these concludes the 1nduct10n O

B.3. Proof of Theorem 2.2

Proof. By matrix multiplication, we can express 7;; a = Z H b1 Ag,illvk In this expression, p represents a path of
length K + 1 from v; to v;, where v1 = vj, Vg 41 = v;, and g1 € N(vg), Vk € [K].

To prove Theorem 2.2, it suffices to provide a counterexample where all Ayk ", 1v, are desirable, but 7;; is not desirable.
Let’s consider a scenario with K = 3, vivavs, y1 = 1,y2 = 2,ys = 3, and where there is only one such path. Since all

the connected node pairs are heterophilic, the coefficients are all negative. Specifically, 7;; = .Av 2 V2 Aq(JlQ)Ul. As aresult,

sign(Ti;) = sign( q(,i)vz)szgn( 1(,2,1) = —1 x —1 = 1. However, v; and v; have diverse labels, thus 7 is not desirable.

The key point here is that the sign of 7;; is determined by the number of heterophilic node pairs along the path from v; to v;
(an even number of heterophilic node pairs results in positive 7;; while odd number results in negative 7;;). This aligns with
the binary-class cases: after flipping a two-sided coin an even number of times, it will still land on the same side. However,
this is not the case when we have multiple classes: after rolling a dice an even number of times, it could land on any of the
possible numbers. O

B.4. Proof of Lemma 3.6 and Lemma A.1
We first present the formal form as follows:

Assume non-empty multisets X, and &, each of which consists of z; € R? vectors. Let ¢ : 2% + R? be one of the

elementwise-sum, -mean, or -max function. Consider a function f : X — R“? such that f(X) = ||¥_, #(X}), where
w € N, X} C X are any disjoint subsets whose union is a full set. For message vectors: m”?" := f(X,), m’g’Z’” = f(Xp)
and m”% = ¢(X,), my’*, = ¢(X,), the following holds: [|m”?" — my?"||y > ||m™"? — mb m2e o

(1) Any two different multisets that can be discriminated by m-2-e, i.e., m™2¢ # m}"?°, can be discriminated by m-2-m as
well: m"2™ £ m?™,

(2) There exist two different multisets, such that m”*?™ £ mgﬂm, but m-2-e is unable to discriminate between them:

m2e __ m2e
m, = 1my .

(3) We always have || m”7*?™ — m}"?™(]3 > ||m7?¢ — m}*%¢||3.

Proof. We prove (1) by contradiction. Assume there exist two different multisets that m-2-m cannot discriminate between

them, i.e., m7*™ = m"?>™, but m-2-e determines they are different: m’*%¢ % m;*?¢. m”?"™ = m}"?™ indicates that

(X, h) = gb(Xh «)» Vk € [w] (assume the indices have been properly reordered). Let @(+) be the sum pooling. We have

X ) =X = Y x= > x (51)

xGX/’ xeXg,k

‘We then sum over these subsets

S o X )= x= >y x (52)
k

k=1 xeX; & x€X/!
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Since ¢(X, ) = ¢(&X; ), Vk € [w] , we can deduce

w

Z¢( k) = Z¢(Xz;,k) = Z X = Z X. (53)

k=1 k=1 x€X] x€X]
That is to say ¢(X,) = ¢(A}), which equals m2¢ = m}"?°. This contradicts to the assumption m™?¢ £ m/"?¢. Hence,
the assumption does not hold.

We can apply the same technique to prove the case of mean pooling with a minor modification. In the case of m-2-m mean
pooling, the pooling operation is not performed within each subset individually. Specifically,

o) = o 3 x (54)

The subsequent steps remain the same as in the case of sum pooling.

Similarly, other weighted summation schemes can be handled in a similar manner by utilizing the same coefficient for every
x as in m-2-e. which implies that 7, | ¢(X ;) = ¢(X,) and Y7 ¢(Xf ;) = ¢(Ap). The key point here is the linearity
property exhibited by the weighted average.

We now consider ¢(+) as an element-wise max pooling. As ¢(X,) # ¢(X}), there must exist a component ¢ for which we
have x € X, and X’ € X}, such that x. # x.. These values correspond to the maximum values of the c-th component among
all vectors in their respective multisets. Without loss of generality, assuming x is in X(QJ and x. > x/, there does not exist a
subset X ;. of Ay such that the c-th component of (X ;) equals x.. Since we are guaranteed to have at least one different
element, mem # m7'*™ is always ensured.

The proof of (2) can be demonstrated through examples. For sum and mean pooling, let us consider two multisets, namely
{1,3} and {2, 2} (one-dimensional vector). In the case of sum and mean pooling, both multisets are deemed equivalent
since 1 +3 =2+ 2 and % = % However, for m-2-m pooling, they can be distinguished by placing two elements in
different subsets. For max pooling, a similar example {1, 3} and {2, 3} can be used.

The proof of (3) follows directly the triangle inequality. For sum and mean pooling and other weighted summation schemes,

we have
o) = s A ) = B(Xp) (55)
k=1

k=1
and
m]?" = [G(X] )X )] - - [6( X )], mp™™ = [p( Xy 6K I - [|6(X )] (56)

By triangle inequality, we get

g™ — 2|3 = Z (X5 1) = S(X I3 = 1D (60 1) — (X 0))II3
Pt (57)
= [|¢(Xa) — G(X)[| = [[mg™>* — my*e]3.

In the case of max pooling, the subsets of m-2-m also contain the maximum value of each component. Without loss of
generality, we can rearrange the vectors such that the maximum values of all the components of &, and A}, are located in
X, 1 and Xy , respectively. In other words, we have ¢(X;, ;) = ¢(X;) and ¢(&; ;) = ¢(&;). It follows that

g™ — g™ |3 = ZW S )5 = [16(X5 1) — o(X; 115 = [[6(Xa) — ¢(A)]| = [m** — my™|]3.

(58)
This completes the proof.

O
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B.5. Proof of Theorem 2.4
We first present the formal form of Theorem 2.4:

Theorem 2.4 (Formal). Let G be a graph (a random variable) generated under the CSBM model (Def. 2.3). Denote the set
of nodes belonging to each class ¢ € [C] as V. :== {v; € V : y; = c}. Denote the mean of K -th layer embeddings of V, as

BEK) = % ZU eV, hEK). Assume any two classes a, b € [C], such that at the & — 1-th layer, their expected class means
converge to the same point:

- o
|Eg[0$~Y] — Eg[h{* V]| = 0. (59)

Let Eg [ng)] and Eg [ﬁgk)] be the expected means obtained by using Eq. (6), with ¢(+) being a mean pooling. Then, we
have:

IEg[0{)] — Eg[h{"]] > o, (60)

if [Eg[hS" ]|l # 0 or Eg[h{* "] # 0 and p # ¢.

Proof. According to the definition of Eq. (6), Eg [ﬁ((lk)] can be calculated as:

1

EghW] = —— [+ [|[pEg [ ]| |¢Eg [A* V]| - - - 61)
glhg”] er(Cfl)q[ |IPEg| IllgEg by, |- -]
Similarly, we get
_ 1 _ o
E-R®] — - [|qEg R [pEg[RF V)| - - - (62)
glhy"] p—i—(C—l)q[ lleEg| llpEg [y, ][] - -]
Then, [[Eg[h{"] — Eg[h{"]| is derived as follows:
_ _ (L 1 — —(k—
IEg (] - Eglhf"]| = ———=1II[--- [|(p — 9)Bg [0 ]||(q — P)Eg B V]l] - --]]
p+(C—1)q 63)
lp—d i (k—1) lp — 4| = (k—1)
> Eg[h! + Eglh >0
p+(c—1)qH gl JII p+(C—1)q|| g, ]|

If we use a SMP as the same as Eq. (3), the expected class means can be calculated as follows:

~ (k— = (k—
) _ 7B ) D DI ) T

Eg[h 64
glhy P (C—1)g ; (64)
and similarly,
= (k1) F(k=1)
E [B(k)] _ pEglh," ] - che[C],cyﬁa Eglhe ] 65)
e p+(C—1)g '
; i (k) i (k)
By subtracting Eg[h; "] from Eg[hs '], we get
- - p+gq = = (k—
Bglbl B = e BT T =0 (66)

Thus, we have shown that m-2-m can escape from oversmoothing, while SMP get stuck in oversmoothing if Eg [ngfl)} =
Eg[h* "] provided.

O

(67)
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C. Dataset and Baseline Description
C.1. Datasets

The citation networks Cora, Citeseer, and Pubmed (Yang et al., 2016) are comprised of nodes representing scientific papers
and edges representing citation relationships. The node features are represented as bag-of-words, and each label corresponds
to the field to which the paper belongs.

Actor (Pei et al., 2020) is a co-occurrence network derived from the film-director-actor-writer network, where the nodes
are characterized by bag-of-words representations of the actors’ Wikipedia pages. The network’s edges indicate the
co-occurrence of two actors on the same web page. The task is to classify actors into five categories

Cornell, Texas, and Wisconsin (Pei et al., 2020) consist of web pages collected from computer science departments at
various universities. In these datasets, the nodes represent web pages, while the edges symbolize the hyperlinks connecting
them. We employ bag-of-words representations as feature vectors for the nodes. The objective is to classify the web pages
into five categories: student, project, course, staff, and faculty.

Chameleon and Squirrel (Rozemberczki et al., 2021) are two subgraphs of web pages in Wikipedia. Nodes in this context
symbolize web pages, while the edges represent the hyperlinks connecting them. The node features encapsulate various
informative nouns extracted from the corresponding Wikipedia pages. The objective of this task is to forecast the average
daily traffic received by each web page.

Penn94 (Lim et al., 2021) refers to a subgraph obtained from Facebook, focusing on students as its nodes. These nodes
possess various features such as their majors, second majors/minors, dormitories/houses, academic years, and high schools.
The gender of the students is utilized as the labels for the nodes.

Amazon-ratings (Platonov et al., 2022) This dataset is based on the Amazon product co-purchasing network metadata
dataset2 from SNAP Datasets. Nodes are products (books, music CDs, DVDs, VHS video tapes), and edges connect
products that are frequently bought together. The task is to predict the average rating given to a product by reviewers.

C.2. Baselines

GPR-GNN (Chien et al., 2020): The mathematical description of the process employed in GPR-GNN can be formulated
as follows:

K
7= Z v PFHO). (68)
k=0

Here, P = D~ 2AD™: represents the propagation matrix utilized in GCN (Kipf & Welling, 2016), and ~;, stands for a
learned real value. The propagation coefficient for the connection between nodes ¢ and j is calculated as fyka’j. Since yj,

are real values, vj Pfj can be negative.

FAGCN (Bo et al., 2021): FAGCN combines both low-frequency and high-frequency signals by updating node represen-
tation as: o
h) = en® Qg (=1) 6
Cee D, (69)
i€N (i) :

where «;; represents a learned propagation coefficient lies in (—1, 1).

GGCN: (Yan et al., 2022) GGCN incorporates signed messages by computing cosine similarity between connected node
pairs:
S\ = Cosine(h{' ", (™). (70)

)

GGCN learns a weighted combination of self-representations, positive messages, and negative messages:

b = ReLUE R 40 Y sURO g0 Y sOnl) a
JEN(i),8()>0 JEN(i),8() <0
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ACM-GCN (Luan et al., 2022): ACM-GCN includes a pair of filters that retain the low-frequency and high-frequency.
H® = ReLU(diag(a\))(I — PYH!" VW, + diag(o')YPHEDWY, + diag(@)yHEDWH).  (72)
Here, the signed message is incorporated through the term I — P.

Goal (Zheng et al., 2023): The node representations in the convolution layer of Goal are updated as:
H*Y = ReLU((al + A, — yA; — 0A;,, ) HOWW), (73)

where A, and A, represent the constructed homophily graph and heterophily graph, respectively. A, represents the
combined graph. The utilization of signed messages occurs through the terms —yA; and —dA,.

AERO-GNN (Lee et al., 2023): AERO-GNN is an extension of GPR-GNN, distinguished by two significant differences.
Firstly, while GPR-GNN employs the propagation matrix of GCN, AERO-GNN learns attention coefficients. Secondly, in
AERO-GNN, the coefficient 7, operates on a node-wise basis, whereas GPR-GNN adopts a layer-wise ;. Consequently,
negative y; values are employed to introduce signed messages.

H,GCN (Zhu et al., 2020) : There are three designs regarding concatenation in HyGCN.
h{" = " |im{"], (74)

where the ego- and neighbor-information are separated by concatenation. Second, the direct and second-order neighbor
information are separated as it indicates that second-order neighbors expect to contain more homophilic neighbors in
heterophilic graphs.

k
m” = [pagz({h; : v; € N(w)})l[Ragz({h; : v; € No(v)})] (75)

Lastly, the final out is obtained by combining the representations of different hops.

B = [b”||b{]]...| "] (76)
Ordered GNN (Song et al., 2022) :  Ordered GNN employs a mechanism where the representations of different hops are
separated and addresses the issue of dimension explosion. Specifically, the final representation of a node is obtained as

follows: ‘
hiFime) 1 © ¢ + B 0 (6 - ). + B © (o - <), )
(k) (k) (k)

(%) ot

(k)

%

, such that the first pgk) elements of g
(k+1) - p(

i i

where g."’ is a vector with a split point p

(k)
shallower layers approach being all-one vectors. Consequently, the deep representations hl(-kH

encoded in the final representation h("*2%) ag g1 _ o) ~ g when ¢

confirmed by referring to the visualization results presented in the original paper.

are ones while the remaining 1 — p

® In some cases, when the models become deeper, g;
)

elements are zeros. These p,"’ values satisfy p
in later layers are rarely

is nearly an all-one vector. This can be

DMP (Yang et al., 2021): DMP leverages a channel-wise attention mechanism:
l l - ! -
h{ =ReLU(c{! o h{'™V + 3" c oniY), (78)
JEN(2)
where © represents the element-wise product of vectors, and cgé) = tanh([hglfl) | |h§.l71)]ng)) is a vector with the same
length as hg.l_l). The activation function tanh(c-) suggests that the message can become negative.

D. Experimental Setup

We implemented M2M-GNN using PyTorch (Paszke et al., 2019). We applied LayerNorm (Ba et al., 2016) after each layer.
Adam optimizer (Kingma & Ba, 2014) was used for optimizing the model parameters. Our experiments were conducted on
an NVIDIA Tesla V100 with 32GB of memory. For dataset splitting, we utilized 10 random splits with training, validation,
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Hyperparameter | Range
learning rate {0.005,0.01,0.02}
weight decay  |{be — 4,5e — 3,1e — 2}

dropout [0,0.7]
early stopping {40,100, 200}
3 [0.0,0.9]
A [0.0,1.0]
hidden channels d {32, 64,128,256}
o (0,1)
. {0.1,0.5,1.0,2.0}
number of layers {2,4,8}

Table 3: Search space for hyperparameters.

and testing proportions of 48%, 32%, and 20%, respectively, as provided in Pei et al. (2020). These splits are available from
PyTorch Geometry (Fey & Lenssen, 2019). If the results of the baseline methods on these benchmark datasets are publicly
available, we report them directly. Otherwise, we executed these methods using the codes released by their authors and
fine-tuned the hyperparameters based on the validation set. To identify the optimal hyperparameters, a grid search was
performed on the validation set, and the search space is summarized in Table 3.

E. Time Complexity

This section presents an analysis of the time complexity of M2M-GNN. M2M-GNN involves several operations. Firstly,
in each layer, a linear transformation hl(-k)W(k) is performed using matrix multiplication between two matrices of sizes
N x dand d x d/C. This operation has a time complexity of O(Nd?/C'). Next, the computation of s*) (i, j) requires a
vector addition with a time complexity of O(|€|d/C'), as well as a matrix multiplication with a time complexity of O(|£|d).

Following that, a message vector is constructed for each node according to the equation:

m = |0y, ¢ = Y s e RV Vi e (0] (79)

1
UjGNi

The time complexity of the computation of Cgf ) is O(|€]d/C). Since we have C chunks, the total time complexity for
(0) .
costs O(Nd). By combining all

)

constructing message vectors is O(|€|d). Additionally, the combination of ml(.k) and h
these operations, the derived time complexity of M2M-GNN is O(Nd?/C + |E|d).

In comparison, the time complexity of the vanilla GCN (Kipf & Welling, 2016) is O(Nd? + |£|d). It is worth noting that
the time complexity of our proposed M2M-GNN is equivalent to that of GCN.

F. Impact of Non-linearity

The ReLLU activation function has been known to exacerbate over-smoothing. In this study, we investigate the scenario
of a GNN utilizing an activation function after k linear graph convolutions. We analyze the difference |\ReLU(l_1¢(1k)) -
ReLU(l_li()k))H, and show that ||l_1((lk) - ﬁ,()k) | > HRCLU(I_I((ZIC)) - ReLU(l_ll()k))H. Given that this activation operates element-
wise, our analysis centers on the ¢-th element:

0, h*") < 0,hf") <0
_ _ ~h" h*) < 0,hf") >0
ReLU(h{*)) — ReLU(h")) = { — 0" ot b 80
R 1 A R w
b —h{", B >0n{") >0
") —h®|, b* <o,h) <o
(k) h*) <06 >0
B~ B ReLU(B®) — ReLU(RS| = { Pl ai = b (81)
| a,t b77,| ‘ ( a,z) ( b,i | |hl()kl)|’ hg]fz) > O,hl()i) <0
0, h*) > 0,0{") >0

22



Multiset-to-Multiset Message Passing

Therefore, we always have |h(k) ,()kb)| > |ReLU(l_1((f2) ReLU(h(k)) (h(kz) (k)) > (ReLU(h (k))
ReLU(hgvi))) . Consequently, the following relationship can be derived: Hh - h(k)H = \/ > (h (k) _ h(k.))2 >

a‘7

\/ Zi(ReLU(Bg}f?) - RGLU(BZSI)?))Z — |ReLU(0Y"”) — ReLU(h{*)||. This suggests that the ReLU activation function

?
consistently increases the similarity between representations, thereby exacerbating over-smoothing.

Regarding Theorem 2.2, our conclusion remains valid even when nonlinear activation functions are applied. For instance,
let’s consider an SMP that incorporates a non-linear activation function in updating the representation matrix as H(+1) =

o(AH(OW), where o(-) represents various non-linear activations, and A is a propagation matrix. Under this framework, for
a given vector v, elements of the vector ”(”) adhere to the condition 0 < 22 < 1 (equal to 0 if v; = 0) for each component
1. It is worth noting that most common non-linear activation functions, such as ReLU, LeakyReLU, Tanh, and GeLU,
conform to this requirement. Consequently, the i-th column of H*1) can be redefined as H(l+1) N; A(H(l)W)
where IN; is a diagonal matrix with elements ranging between 0 and 1, acting as the non- lmear activation factor. The
modified coefficient matrix A’ = N.A inherits the sign of its elements from the original matrix A due to the non-negativity
of the diagonal elements in IN;. Therefore, non-linear activation does not alter the signs of the elements. According to
Definition 2.1, the desirability of a matrix depends solely on the signs of its elements. Theorem 2.2 demonstrates the
existence of desirable AUD matrices whose product, denoted as 7, does not retain the desirability criteria. Furthermore,
when any N; 7 resulting from applying a non-linear activation function satisfies sign(IN;7) = sign(T), it indicates that
N, 7 is considered an undesirable matrix as defined in Definition 2.1.
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