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Abstract

Finetuning large language models (LLMs) in federated learning (FL) settings
has become increasingly important as it allows resource-constrained devices to
finetune a model using private data. However, finetuning LLMs using backpropa-
gation requires excessive memory (especially from intermediate activations) for
resource-constrained devices. While Forward-mode Auto-Differentiation (AD) can
significantly reduce memory footprint from activations, we observe that directly
applying it to LLM finetuning results in slow convergence and poor accuracy. In
this paper, we introduce SPRY, an FL algorithm that splits trainable weights of an
LLM among participating clients, such that each client computes gradients using
Forward-mode AD that are closer estimations of the true gradients. SPRY achieves
a low memory footprint, high accuracy, and fast convergence. We formally prove
that the global gradients in SPRY are unbiased estimators of true global gradients
for homogeneous data distributions across clients, while heterogeneity increases
bias of the estimates. We also derive SPRY’s convergence rate, showing that the
gradients decrease inversely proportional to the number of FL rounds, indicating
the convergence up to the limits of heterogeneity. Empirically, SPRY reduces
the memory footprint during training by 1.4—7.1 X in contrast to backpropagation,
while reaching comparable accuracy, across a wide range of language tasks, models,
and FL settings. SPRY reduces the convergence time by 1.2-20.3x and achieves
5.2-13.5% higher accuracy against state-of-the-art zero-order methods. When
finetuning Llama2-7B with LoRA, compared to the peak memory consumption of
33.9GB of backpropagation, SPRY only consumes 6.2GB of peak memory. For
OPT13B, the reduction is from 76.5GB to 10.8GB. SPRY makes feasible previously
impossible FL deployments on commodity mobile and edge devices. Our source
code is available for replication at https://github.com/Astuary/Spry,

1 Introduction

In cross-device federated learning (FL), thousands of edge devices (called clients) collaborate through
an orchestrator (called server) to jointly train a machine learning (ML) model [1} 2]. In each round
of FL, the server sends an ML model to participating clients, who then update the model weights
for several epochs on their individual data and send the new weights back to the server. The server
aggregates the weights to update the model and initiates the next round of FL training. Due to the
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inherent privacy-preserving nature of FL, it has been adopted in many privacy-sensitive domains,
such as healthcare [3], IoT [4}15], and e-commerce [[6].

In parallel, large language models (LLMs) have demonstrated impressive performance on natural
language processing tasks [7, 8], creating a surge of interest in finetuning LLMs in FL settings [9} [10].
However, the problem is challenging in practice because of the memory requirements in finetuning
LLMs. LLMs can have billions of weights, and finetuning them with backpropagation requires
dozens of GBs of memory. These requirements easily overwhelm edge devices, particularly mobile
phones with limited memory. The memory footprint of finetuning LLMs mainly comes from model
weights and their gradients, optimizer states, and intermediate activations.

There are three categories of existing algorithms that reduce the memory footprint of finetuning
LLMs: parameter-efficient finetuning (PEFT) [11H16], quantization [17], and zero-order gradient
estimation methods [[18-20]]. Although PEFT and quantization can reduce the memory consumption
from parameters and optimizer states, the memory consumed by intermediate activations remains
a significant bottleneck because these methods still use backpropagation to finetune LLMs. Back-
propagation requires storing all intermediate activations during the forward pass to estimate gradients
in the backward pass. For example, finetuning a 4-bit quantized Llama2-7B model [21] with LoRA
techniques [12]] requires ~33.9GB of RAM, with 83.8% used for intermediate activations. Zero-order
methods leverage finite difference [22] to estimate gradients and thus reduce the memory consumption
from intermediate activations [[19} 20} 23]. However, these methods suffer from slow convergence and
poor model quality because the accumulation of truncation and round-off errors [24], a fundamental
issue of finite difference, leads to noisy estimation of weight gradients.

Forward-mode Auto-Differentiation (AD) 24, 23] has the potential to address the memory consump-
tion problems of backpropagation without introducing the round-off errors of finite difference. It
estimates gradients by computing a Jacobian-vector product (jvp) based on random perturbations of
weights during the forward pass, alleviating the need to store all intermediate activations, similar to
zero-order methods. jvp represents how much changing the weights in the direction of a random
perturbation affects the outputs. However, simply replacing backpropagation with Forward-mode
AD in FL settings does not produce convergence speed and accuracy performance comparable to
established federated optimizers based on backpropagation, such as FEDAVG [1], FEDYOGI [25]],
FEDSGD [1]]. Forward gradients are computationally inefficient and inaccurate in estimating true
gradients when the number of trainable weights is large. We empirically observed that, for LLMs
finetuned with the LoRA technique, Forward-mode AD suffers from 8.3-57.2% accuracy loss and is
1.4-3.9x slower to converge for models whose number of trainable weights exceed approximately
1.15M (see Appendix [G).

In this paper, we propose SPRYB an FL algorithm for finetuning LLMs using Forward-mode AD
while achieving low memory footprint, high accuracy, and fast convergence. SPRY tackles the
shortcomings of Forward-mode AD by splitting the trainable weights among participating clients
per FL round. SPRY improves computation efficiency as each client only needs to perturb a small
fraction of trainable weights to derive their gradients, reducing the number of computations in each
forward pass. SPRY achieves higher accuracy and faster convergence because the smaller number of
trainable weights for each participating client allows computing gradients that are closer estimations
of the true gradients. In contrast to zero-order methods where one training iteration requires 20—100
forward passes, each with a different perturbation [20,[19] to estimate weight gradients well, SPRY
allows computing weight gradients from only one forward pass per iteration for each client. Unlike
split learning [26]], SPRY does not need to transfer intermediate activations among clients. The union
of the partial weights trained from each participating client in an FL round updates all the trainable
weights of the language model. Since only a subset of weights is finetuned per client, SPRY also
saves client-to-server communication bandwidth.

We formally prove that the global gradients aggregated on the server side in SPRY are unbiased
estimators of the true global gradients in case of homogeneous data distributions across clients,
while the heterogeneity increases the bias of the estimations. We also derive the convergence rate of
SPRY, showing that the norm of global gradients decreases linearly with the inverse of the number of
FL rounds. We further discuss how configurations in SPRY affect the convergence behavior of the
algorithm and empirically validate the theoretical analysis.

"Named after its light memory consumption and speed.



We empirically evaluate SPRY’s memory efficiency, accuracy, computation efficiency, and communi-
cation efficiency through experiments on a wide range of language tasks, models, and FL settings.
SPRY achieves within 0.6-6.2% of the accuracy of the best-performing FL backpropagation, with
1.4-7.1 x less memory consumption for each client and comparable time to convergence. SPRY also
outperforms zero-order-based baselines with 5.2—13.5% higher accuracy, an average of 1.5-28.6 %
faster per-round computation time, and 1.2-20.3 x faster convergence. We also compare SPRY’s
communication efficiency to that of FEDAVG (per-epoch communication) and FEDSGD (per-iteration
communication). For communication frequency of per-epoch, SPRY reduces the number of model
weights sent from a client to the server by M times, where M is the number of participating clients
per round. For per-iteration communication frequency, each client of SPRY only needs to send back a
scalar to the server, fixing the client-to-server total communication cost to M scalar values.

‘We make the following contributions:

1. SPRY, the first work that demonstrate the potential of Forward-mode AD for finetuning
language models (with 18M to 13B parameters) in FL settings with low memory footprint,
high accuracy, and fast convergence.

2. A federated optimization strategy that only requires a single forward pass per batch on each
client to finetune a language model.

3. A theoretical analysis of how SPRY’s global gradients estimate true gradients based on the
heterogeneity of FL clients, and a proof that SPRY’s convergence is linearly dependent on
the number of FL rounds when a client’s learning rate is inversely proportional to the size of
perturbations and client data heterogeneity.

4. An empirical evaluation shows that SPRY consumes 1.4-7.1x less memory than its
backpropagation-based counterparts, and converges 1.2-20.3 x faster with 5.2—-13.5% higher
accuracy compared to its zero-order counterparts.

2 Forward-mode Automatic Differentiation

This section presents the background on Forward-mode Auto-Differentiation (AD) necessary to
follow the work. Related works on zero-order optimization methods, Forward-mode AD, and FL for
LLMs are discussed in detail in Appendix

Forward-mode AD computes gradients by measuring how changes in model weights, in the direction
of a random perturbation, affect the loss. Since these gradients are derived from a forward pass, they
are referred to as forward gradients [23]. In contrast, backpropagation (also Reverse-mode AD)
calculates a direction to adjust weights in, to decrease the loss. Formally, for each training iteration,
given the trainable weights w, Forward-mode AD generates a random perturbation v whose size is
the same as w. In one forward pass, given training data D, Forward-mode AD computes the value of
the objective function f(w; D) and the Jacobian-vector product (jvp) as follows:

Jv =V fy(w;D) = [af("“p) af(““D)} v ... v . (1)
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This jvp is a scalar for neural networks since the output of the objective function f is a scalar.
Multiplying jvp with the perturbation v gives us the unbiased estimate of true gradients [23],
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The partial derivative 0 f (w; D)/0w is computed by chain rule on intermediate activations in the
forward pass [24]]. Unlike backpropagation where all the intermediate activations need to be stored
during the forward pass, Forward-mode AD only stores the previous layer’s activations in the forward
pass for the chain rule derivatives. Hence, the memory overhead of deriving gradients would be the
size of the largest activation in the forward pass.

3 SPRY: Memory-Efficient Federated Finetuning of Language Models

While Forward-mode AD can decrease memory usage during model finetuning, merely substitut-
ing backpropagation with Forward-mode AD in FL scenarios often results in poor accuracy and
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Figure 1: Overview of SPRY, a federated learning framework to finetune language models with low
memory footprint. The term “PEFT” stands for parameter-efficient fine-tuning.

computational inefficiency. To address this challenge, SPRY recognizes that Forward-mode AD
operates more efficiently and yields better gradient estimations when the trainable weight count
is minimized. Therefore, SPRY optimizes performance by distributing trainable weights among
participating clients, assigning each client a responsibility to compute gradients for only a subset of
trainable weights. SPRY is compatible with PEFT methods such as IA3 [[15], ADAPTER-based meth-
ods [27], BITFIT [28]], and LORA [12], which mitigate the memory consumption from gradients and
optimizer states. In this work, we focus on LORA due to its demonstrated superiority, as highlighted

in Appendix

Figure [T] gives an overview of SPRY. It includes 5 main steps: (1) At the beginning of each FL
round, the server assigns a few trainable layers to each of the participating clients of that round.
(2) Each client is sent (i) the trainable weights of the layers assigned to it, (ii) frozen weights of the
remaining layers if not previously received, and (iii) a scalar seed value. (3) On the client side, weight
perturbations for the allocated layers are generated based on the received seed. These perturbations
are utilized to update the assigned weights through computation of the forward gradients. (4) Clients
only transmit the updated weights back to the server. (5) The server aggregates all the trained layer
weights and updates the language model for the subsequent round.

Next, we discuss the two key steps of SPRY in detail: Step (1), where the server assigns trainable
weights to the participating clients and Step (3), where each client finetunes the assigned trainable
weights using Forward-mode AD.

3.1 Assigning Trainable Layers to Clients at the Server-side

To enable closer gradient estimations through forward gradients, the server reduces the number of
trainable weights per client by selecting a layer and assigning it to a client in a cyclic manner. With
LORA, the server selects a LoRA layer, which consists of a pair of weights (w4 and wp matrices)
for each client. When # trainable layers > # participating clients, each client will be assigned
more than one layer. Otherwise, each layer will be assigned to more than one client. The server
aggregates the trained weights from each client and updates the model using adaptive optimizers
such as FEDYOGI. Adaptive optimizers are shown to be less prone to noisy updates compared to
FEDAVG in the literature [25,[29]]. The server keeps a mapping of layer names to client IDs, hence it
can gather updated layer weights from all clients and update the model.

FL often faces the data heterogeneity issue, where the data distribution of one client differs from
another, leading to poor model accuracy. While the primary aim of SPRY does not directly tackle
this issue, it seamlessly integrates with existing finetuning-based personalization techniques [30] to
mitigate it. SPRY distributes trainable classifier layers to all participating clients, enabling each client
to finetune these layers to personalize the jointly trained model.

3.2 Finetuning Weights with Forward Gradients on the Client-side

Clients update the assigned trainable weights with gradients estimated through Forward-mode AD.
Specifically, each participating client will get a copy of the trainable weights assigned to it and a



scalar seed value from the server. Using the seed value, the client generates a random perturbation for
each trainable weight, following a normal distribution with a mean of 0 and a standard deviation of 1.
Forward gradients are obtained during forward pass, as shown in Eq.[3] The subsequent steps depend
on the communication frequency.

Per-Epoch Communication. Per-epoch communication means that each client transmits the updated
trainable weights to the server after every one or more epochs. Locally, the trainable weights
are updated using optimizers such as SGD and ADAM. Only the updated trainable weights are
sent back to the server, which reduces communication costs. Each client transmits the weights of

#Trainable Layers
#participating clients ?
clients, each client sends back weights for multiple layers.

max { 1} layers. This means that if there are more trainable layers than participating

Per-Iteration Communication. Unlike FEDSGD, where gradients are sent back to the server and
aggregated after each iteration, SPRY offers additional communication cost savings. In this communi-
cation mode, SPRY only requires sending the jvp scalar value back to the server after each iteration
of fine-tuning. Since the server has the seed value, it can generate the same random perturbation used
by each client. Using the received jvp values and the generated random perturbations, the server can
then compute the gradients and update the model weights.

A detailed breakdown of communication and computation costs is given in Appendix [F}
4 Theoretical Analysis

This section theoretically analyzes convergence behaviors of SPRY. SPRY has a unique aggregation
rule for the trainable weights as each client trains a subset of weights. It is also the first work to
utilize forward gradients to train LLMs in FL settings where clients could have heterogeneous data
distributions. Therefore, we theoretically analyze the effects of (a) data heterogeneity on gradient
estimations of SPRY, and (b) configurations in SPRY, including the number of FL rounds, dimension
of perturbations, the number of perturbations per iteration, data heterogeneity, and the number of
participating clients, on the convergence of SPRY. The proofs are detailed in Appendix [I}

Theorem 4.1 (Estimation of the Global Gradient). In SPRY, global forward gradients V f of the
trainable weights w € R?, with the corresponding weight perturbations v € RY, computed by M
participating clients is estimated in terms of true global gradients V f as,
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where the expectation is under the randomness of sampled data and random perturbation v. C'is
total number of classes and vy, . = (I%I — nl’%;oltc
Dirichlet concentration parameter. For a client m, ny, . is the sample count of the cth class and
D,y is the size of the data of client m. The global data is D =}, Dm. M is the set of clients

training an arbitrary subset of weights, M = |/,le|’ Vi € [M/d].

). For a class c, n. is its sample count, o is its

Discussion. We focus on analyzing how data heterogeneity affects the estimation error between
the global forward gradient and the global true gradient. Specifically, the estimation error of SPRY
Ne Mm,cQc
Dl Dl

clients share the same data distribution, the Dirichlet concentration parameter «., is 1 for any class
c. As the ratio of n./|D| (total samples in a class to total samples globally) matches the ratio of
N,/ |Dm | (total samples in a class to total samples for a client m), the bias term becomes 0 since
e = 0,Ym, c. Hence, the global forward gradients are unbiased estimators of the true global
gradients. In data heterogeneous settings, when data across clients becomes more heterogeneous,
a. — 0 and thus a,,, . — n./|D|, increasing the estimation error. Hence the global forward gradients
are biased estimators that depend on the distances of the data distributions across participating clients.

depends on the coefficient o, . = In data homogeneous settings, where all

Theorem 4.2 (Convergence Analysis). Under the assumptions on L-smoothness (Asmp|[1), bounded
global variance 02 between global true gradients and aggregated expected gradients of each client



(Asmp|[2), and bound on gradient magnitude G (Asmp|[[.3); and the following conditions on the local
learning rate 1,
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where R is the total number of FL rounds, w € R% are trainable weights, v € R? are random
perturbation, K is count of random perturbations per iteration, 1 is global learning rate, T is
adaptability constant, and s is client sampling rate. Rest of the symbols are defined in Theorem .1

Discussion. We focus on analyzing how different configurations in SPRY affect its convergence.
(a) The number of FL rounds (R): The upper bounds of the norm of the global forward gradient
in Eq. [6] decrease in proportion to the inverse of R, indicating the convergence of the algorithm up
to the limits of data heterogeneity. (b) Dimension of perturbations (d): ny < = shows that as the
number of weights to be perturbed increases, the learning rate must decrease. A lower learning rate
can make convergence slower, or worse, as our empirical experiments in Appendix |G| will show, not
converge at all. (¢) The number of perturbations per iteration (K): We observe K both in nominator
and denominator, which indicates that increasing K brings little advantage in convergence speed.
Results in Appendix G| confirm the above statement. (d) Data heterogeneity: ny a2 shows

that more homogeneous data distributions across clients allow hlgher learning rate, and hence faster
error reduction. This observation is corroborated by the comparison of convergence speeds between
homogeneous and heterogeneous clients in Appendix [Hl (e) The number of clients training same

subset of weights: 1y o< M shows that more clients training the same subset of weights is beneficial
for faster convergence, similar observation is shown in Appendix [G|

The theorem also sheds light on the accuracy performance gap between Forward-mode AD and
backpropagation in FL settings. The upper bounds on the global forward gradient norm includes a
second term that increases with a . and variance O'g, but does not decrease with R. This results in a
gap between estimation errors of backpropagatlon -based methods like FEDAVG and SPRY.

S Empirical Evaluation

We empirically evaluate SPRY on 8 language tasks, 5 medium, and 3 large language models, un-
der various FL settings. Our evaluation measures SPRY’s prediction performance, peak memory
consumption, and time-to-convergence. We also ablate SPRY’s components to study the impact
of communication frequency, the number of trainable parameters, the number of perturbations per
iteration, the number of participating clients, and the importance of splitting layers on performance.

Datasets, Tasks, and Models. Our evaluation uses 8 datasets: AG News [31] (4-class classifica-
tion), SST2 [32] (2-class classification), Yelp [31] (2-class classification), Yahoo [31]] (10-class
classification), SNLI [33]] (3-class classification), MNLI [34] (3-class classification), SQuADv2 [35]]
(Closed-book question answering), and MultiRC [36] (2-class classification). We chose these
datasets because they allow us to generate heterogeneous splits in FL settings using Dirichlet distri-
bution [37]]. The default dataset split is across 1,000 clients, except the smallest datasets SST2 and
MultiRC, where there are 100 clients. SQuADv2 has 500 total clients. Each dataset has two versions:
(i) Dirichlet @ = 1.0 (Homogeneous split), and (ii) Dirichlet « = 0.1 (Heterogeneous split).

Our evaluation uses the following language models: OPT13B [38]], Llama2-7B [21]], OPT6.7B [38]],
RoBERTa Large (355M) [39], BERT Large (336M) [40], BERT Base (110M) [40], Distil-
BERT Base (67M) [41]], and Albert Large V2 (17.9M) [42]]. For the billion-sized models, we
use 4-bit quantization. For all the models, we use LORA as the PEFT method. Appendix [B]describes
the datasets and hyperparameters in more detail.



Table 1: Generalized accuracy for SPRY and its backpropagation- and zero-order-based counterparts
on RoBERTa Large and LLMs. SQuADV2 uses F1 score. 1 shows that higher values are better.
The datasets are split with Dir « = 0.1. ¢ = Llama2-7B. » = OPT6.7B. O = OPT13B.

SPRY outperforms the best-performing zero-order-based methods by 5.15-13.50% and approaches
the performance of backpropagation-based methods, with a difference of 0.60-6.16%.

Backpropagation-based Zero-order-based First-order Difference between
Methods 1 Methods 1 Forward Mode AD 1 performances of SPRY and
best-performing best-performing
FEDAVG FEDYOGI FWDLLM+ FEDMEZO BAFFLE+ SPRY backpropagation  zero-order
method 1 method 1
AG News 93.07% 92.77% 76.94% 70.56%  57.69% 87.89% —5.18% 10.95%
SST2 88.00% 92.14% 84.41% 72.17%  61.57% 91.54% —0.60% 7.13%
SNLI 86.45% 79.31% 74.30% 69.57%  62.10% 82.66% —3.79% 8.36%
MNLI 84.29% 84.98% 72.66% 66.66%  62.85% 80.32% —4.66% 7.66%
Yahoo 67.37% 63.08% 56.06% 44.69%  37.81% 61.21% —6.16% 5.15%
Yelp 90.48% 79.10% 71.83% 65.10%  55.99% 85.33% —5.15% 13.50%
MultiRC o 47.56% 72.53% 64.58% N/A 58.12% 68.65% —3.88% 4.07%
SQuADV2 x  19.06 19.91 13.46 13.09 11.09 16.75 -3.16 3.29
SQuADv2 [0 11.88 11.30 7.85 8.07 6.92 8.84 —3.04 0.77

Comparison Counterparts and Metrics. We compare SPRY to (a) Backpropagation-based fed-
erated optimizers FEDAVG [[1]], FEDYOGI [25]], FEDSGD (Variant of FEDAVG with per-iteration
communication) [[1], (b) Zero-order federated methods FEDMEZO (federated version of MEZO [18])),
BAFFLE [20], FWDLLM [19]], all based on finite difference. MEZO uses prompt-based finetuning to
improve the performance of finite differences. FWDLLM generates a random perturbation that has a
high cosine similarity to the global gradients of the previous rounds. BAFFLE generates ~100-500
perturbations per iteration. More details of these methods are in Appendix [A] The original imple-
mentations of FWDLLM and BAFFLE had excessive memory usage in their implementations. We
improve their codebase to be memory-efficient by perturbing only the trainable weights, similar to
SPRY. We refer to our implementation as FWDLLM+ and BAFFLE+.

Evaluation of SPRY and its counterparts for classification tasks is on generalized accuracy Acc,
and personalized accuracy Acc,, which are metrics measured on server-side aggregated model
and client-side locally updated model, respectively. Similarly, for question-answering tasks, we
measure Exact Matches and F1 Score. We also measure time to convergence and peak memory
consumption during training. Our convergence criterion is the absence of change in the variance of a
performance metric, assessed at intervals of 50 rounds.

SPRY is implemented in Flower [43] library. Quantization is done using AutoGPTQ [44]]. For the
zero-order methods, we used their respective client-side implementations with the server simulation
structure of Flower. We utilized two Nvidia 1080ti to conduct all experiments of sub-billion sized
models and billion-sized models for SPRY and its zero-order methods. We used two RTX8000s and
two A100s for Llama2-7B and OPT models on backpropagation-based methods respectively. Each
experiment was run thrice with 0, 1, and 2 as seeds.

5.1 Accuracy Performance Comparison

Table [I] reports the accuracy performance of SPRY and its backpropagation- and zero-order-based
counterparts on heterogeneous datasets for million-sized RoBERTa Large, and billion-sized Llama2-
7B, OPT6.7B, and OPT13B. Similar results on personalized performance is shown in Appendix
Figure[5] Results on MultiRC for FEDMEZO are absent since the prompt-based finetuning variant
of Llama2-7B was unavailable. Results on more model architectures and dataset combinations are
available in Appendix |G| Details on the learning curves, homogeneous dataset splits, and variance
across 3 runs are in Appendix [H]

Overall, SPRY achieves 5.15-13.50% higher generalized accuracy and 4.87-12.79% higher personal-
ized accuracy over the best-performing zero-order-based methods across all datasets. FWDLLM+,
the best-performing zero-order counterpart, attempts to reduce the effect of numeric instability of
finite differences by (a) Sampling K perturbations (default X = 10) per batch for each client and
picking 1 perturbation per batch that has the highest cosine similarity with the previous round’s
aggregated gradients and (b) Only picking trained weights from clients whose computed gradients
have variance lower than a set threshold. However, we posit that this strategy leads to some clients
getting excluded due to a low variance threshold or outlying clients getting included due to a high



variance threshold. Besides, picking new perturbations based on the previous round’s aggregated
gradients in the initial rounds can damage the learning trajectory. While BAFFLE+ samples more
perturbation for each batch to make zero-order finite differences more tractable, the scale of language
models demands perturbations on the scale of 500-1000 per batch, which becomes computationally
infeasible. FEDMEZO manages to outperform BAFFLE+ due to its prompt-based finetuning trick
but still falls short due to only using 1 perturbation per batch for finite differences on each client. In
contrast, Forward-mode AD used in SPRY avoids the numerical instability from finite differences and
improves accuracy by reducing trainable weights assigned to each client.

Compared to backpropagation-based methods, FEDAVG and FEDYOGI, SPRY manages to come
as close as 0.60-6.16% of generalized accuracy and 2.50-14.12% of personalized accuracy. The
performance gap between backpropagation and Forward-mode AD arises because in backpropagation,
weight updates are more accurate as all gradients are computed directly using the error signal of the
objective function. In contrast, Forward-mode AD relies on random perturbations, which is relatively
less accurate for gradient estimation. Nonetheless, the advantages of SPRY become evident when we
see the peak memory consumption of Forward-more AD compared to backpropagation, which we
will discuss next.

5.2 Peak Memory Consumption Comparison — zif\,”;telf;f - Str:tde' STSMTSSpt'm'Zer
Figure [2] shows peak memory consump-
tion of backpropagation (used in FEDAVG,
FEDYOGI), zero-order finite differences (used in
FwDLLM+, BAFFLE+, FEDMEZO), and first-
order forward mode AD (used in SPRY). The

methods are profiled for a single client.
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tions (colored @) in Forward-mode AD. Com- Forward-mode AD versus backpropgation- and
pared to backpropagation-based methods, the zero-order-based methods. RoBERTa Large,

memory cost related to activations is decreased ~ L1ama2-7B, and OPT6.7B are profiled with a
by 12.12-49.25x in SPRY. Unlike storing all batch size of 8, and OPT13B with a batch size of

OPT6.7B OPT13B
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the intermediate activations in backpropagation, 4. SPRY reduces total memory usage by
Forward-mode AD only has to store the previous 27.90-86.26% compared to backprope'igatlon—
layer’s activation in a forward pass. The activa- based methods. The 1.54-1.96 additional
tion footprint of Forward-mode AD is equal to Memory SI?RY uses, compared to zero—'order—based
the size of the largest activation. methods, is offset by the accuracy gains (§[5.1).

Against zero-order methods, Forward-mode AD activations cost 1.96x, 1.95x, 1.83x, and 1.54x
more for RoOBERTa Large, Llama2-7B, OPT6.7B, and OPT13B respectively. The increasing cost
comes from parallel evaluations of (a) the objective function on the original weights and (b) jvp
computation on the perturbations in a single forward pass. However, as discussed in § [5.1] the
increased memory cost is offset by a boost of up to 13.50% in accuracy performance. And as §[5.3|
will discuss, Forward-mode AD reaches convergence faster than zero-order methods since it takes
fewer steps to compute a closer gradient estimation.

5.3 Time to Convergence Comparison

Figure [3] shows wallclock time-to-convergence for SPRY and its counterparts. We observe that
SPRY is 1.15-1.59 %, 6.16-20.28 x, and 1.34-2.98 x faster than the zero-order methods FWDLLM+,
BAFFLE+, and FEDMEZO respectively. For a client in each round, SPRY achieves a faster per-round
computation time of 1.46x, 28.57%, and 1.80x on average, against FWDLLM+, BAFFLE+, and
FEDMEZO. Forward-mode AD achieves faster convergence and faster per-round computation by
providing a more accurate gradient estimation through a single perturbation per batch, leading to
fewer steps needed to reach convergence. Since each client in SPRY only trains partial weights,



it gains a speedup of 1.14x over backpropagation-based FEDAVG, FEDYOGI, and FEDSGD for
RoBERTa Large. However, compared to the backpropagation-based methods, SPRY slows down for
billion-sized LMs. We attribute this loss of speedup to the way jvp is computed in Forward-mode
AD. jvp is computed column-wise, while its counterpart vjp in backpropagation are computed
row-wise. The column-wise computation incurs time overhead.

5.4 Ablation Studies — FedAvg FedMeZO

FedYogi Baffle+

We summarize the ablation experiments on various com- FedSgd  —— Spry
. . . . FwdLLM+

ponents of SPRY. Further discussions are in Appendix [G]

o
©

o
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order method FWDLLM+ by 3.15-10.25% for generalized

accuracy, demonstrating that SPRY can generalize to other 0 200 400 * 1600 1800 2000 2200 2400
Time (in minutes)

language model architectures. (a) AG News with RoBERTa Large
SPRY is compatible with other PEFT methods. We

I
>

Test Accuracy Accy
o
o

°
S}

-
N

integrate SPRY with different PEFT methods like TA3,
BITFIT, and CLASSIFIER-ONLY FINETUNING. Results
shows that LORA with SPRY performs the best, with
accuracy improvements of 10.60-16.53%.

—
15}

Test F1 Score Fl,

Effects of the number of trainable weights. We change
the number of trainable weights by controlling the rank
r and scale o hyperparameters in LORA. Results show e T T e e 3800
that SPRY achieves the highest accuracy with (r=1, a=1) Time (in minutes)

setting, which has the smallest trainable weight count. The (b) SQuADv2 with OPT13B

result is consistent with our theoretical analysis in §4]

o N & O ®

Figure 3: Time to convergence for SPRY
and its counterparts. SPRY achieves
faster convergence than zero-order

methods due to more accurate gradient
estimations in a single perturbation.

Effects of communication frequency. Per-iteration com-
munication in SPRY has been shown to boost accuracy
by 4.47% compared to per-epoch communication. This
improvement brings the accuracy within 0.92% and 0.96%
of FEDAVG and FEDSGD, respectively.

Effects of perturbation count per batch. We observe that increasing the number of perturbations
per batch (K) for Forward-mode AD has little to no impact on the end prediction performance of
SPRY, with K = 100 improving the generalized test accuracy by 1.1% over K = 1. The benefits of
increasing K are however seen in the convergence speed. Setting K = 10 achieves a steady state (of
accuracy ~86%) around the 200" round, while the setting with K = 1 takes 500 rounds.

Effects of participating client count. Increasing the client count increases the prediction performance
of SPRY. For the SST2 dataset, with the total client count fixed to 100, the three settings C' = 10,
C = 50, and C' = 100 produce accuracies of 85.14%, 86.56%, and 88.08%, respectively. We also
see an improvement in the convergence speed as the participating client count increases. To achieve
an accuracy of ~85%; C' = 10, C' = 50, C' = 100 require 500, 450, and 150 rounds, respectively.

Importance of splitting weights. To understand the effects of splitting, we conduct the following
two experiments: (a) With FEDAVGSPLIT, we apply the strategy of splitting trainable layers across
clients (see § [3.1) to backpropagation-based FEDAVG, and (b) With FEDFGD, we omit the splitting
strategy of SPRY for FL with Forward-mode AD. We observe that FEDAVGSPLIT fails to achieve
similar accuracy to FEDAVG with a drop of 2.60-10.00%. FEDFGD fails to converge as the size of
trainable weights increases, e.g., with ROBERTa Large with LORA, that has 1.15M trainable weights.
This proves the necessity of splitting trainable weights for Forward-mode AD in SPRY.

5.5 Communication and Computation Costs

Tables[2]and[3]in Appendix [F] shows the communication and computation overhead of SPRY against
all its baselines. We summarize the main observations here:

SPRY has lower communication cost due to the splitting strategy and scalar jvp. Suppose
wy is the total trainable parameter count of a model to be trained in federated setting. The



backpropagation-based baselines; FEDAVG (per-epoch communication), FEDSGD (per-iteration
communication), and FEDYOGTI (per-epoch communication) transmit the entire set of trainable
parameters to each participating client, and receives the same from each participating client. That
results in “client to server’” communication cost of wy and “server to client” communication cost of
wg X M. The per-epoch versions of the zero-order baselines (FEDMEZO, BAFFLE, FWDLLM)
follow a similar logic due to all the parameters needing to be transmitted to each client, with “client
to server’ communication costing wg, and “server to client” communication taking the cost of
wg X M. However, the per-iteration versions of the zero-order baselines fare better, with “client to
server” communication only requiring each client sending a scalar finite difference (cost of 1), and
“server to client” communication accruing (wg + 1) x M cost, due to the server also needing to send
a scalar seed to each client now.

Meanwhile, SPRY only needs to send max (ﬁ, 1) layers (where L is the total layer count of a model,

and M is the participating count of clients for a round), each layer of size wy. Hence, for per-epoch
“client to server” communication accrues wy max (ﬁ, 1), which is smaller than w,. Similarly, per-

epoch “server to client” communication costs wy M max (ﬁ, 1), which is also smaller than the cost
of wgy M related to the baselines. For per-iteration communication, clients only need to send a scalar
jvp (cost of 1) to the server; this matches the communication cost of per-iteration zero-order methods.
Server needs to send a total of wyM max(L, M) (derivation given in Table[2), which is a smaller
cost than the costs of backpropagation and zero-order methods.

SPRY accrues lower computation cost due to lower trainable parameter count. SPRY’s client-
side computation cost is traded off by a faster convergence to higher accuracy through better gradient
approximations compared to finite difference-based methods. And SPRY is the least computationally
expensive on the server side due to needing to aggregate fewer parameters from the clients.

Let’s assume that matrix multiplication costs ¢ for each layer, resulting in a forward pass cost of c.
The cost of backpropagation is 2¢ because the computation of the current layer’s weight gradient is
¢, and the cost of computing the previous layer’s activation gradient is another c. jvp computation
in SPRY takes additional cost of ¢ for each layer. Moreover, since jvp calculation happens through
column-by-column vector multiplications, the related overhead is quantified by v.

Hence backpropagation-based methods FEDAVG, FEDSGD, and FEDY OGI computationally costs
3Lc at client, and costs wy (M — 1) at server (due to additions). Note that L amounts to all layers in
the model here. FEDMEZO costs L(2¢ + 3wy) at client through two forward passes, and generating
perturbations three times. FWDLLM and BAFFLE costs K L(2c¢ + wy) due to K perturbations for
all L layers, with two forward passes and generation perturbations once. Against that, SPRY costs

2 max(ﬁ, 1)(c + v) + we L for a smaller count of L, traded-off by the jvp computation cost of v.

On the server side, SPRY is the least computationally demanding. SPRY needs to aggregate a subset
of layer weights from only the clients that were assigned to those layers. Computation cost on the
server-side changes based on the communication frequency per-iteration communication incurs an
additional overhead of w,L(4% + 1) and w,L(M + 1) (generation of perturbations at the server-side,
and multiplying those perturbations with aggregate of the jvp values received from the clients) for
SPRY and its zero-order counterparts respectively.

6 Conclusion

SPRY enables finetuning medium and large language models in cross-device FL. It introduces
a training strategy where trainable weights are split across federated clients, so each client only
applies Forward-mode AD to a fraction of the weights. This approach significantly reduces the
memory footprint compared to backpropagation and achieves better gradient estimation, resulting in
higher accuracy and faster convergence than zero-order methods. Experiments on various language
tasks and models demonstrate SPRY’s effectiveness in reducing memory usage while maintaining
accuracy comparable to backpropagation. We formally prove that the estimation bias of the global
forward gradients in SPRY depends on data heterogeneity across clients. We also analyzed how the
convergence rate of SPRY relates to the configurations of SPRY and FL settings including properties
of weight perturbations, data heterogeneity, and the number of clients and FL rounds.
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A Related Work

SPRY uses first-order forward gradients for federated finetuning of language models. Hence, we
review the literature on estimating gradients with low memory consumption and show how SPRY
represents a significant advancement in finetuning language models in FL.

Zero-order Gradients. Gradients derived from finite difference [45) 22} 46] methods are called
zero-order gradients since they don’t involve Taylor expansion of the objective function f.
MEZO [18] has shown that finite difference with one perturbation per batch does not reach conver-
gence on its own without additional tricks like prompt-based finetuning, which are highly specific
to the tasks. For a more accurate gradient approximation, an average of zero-order gradients de-
rived from multiple (~10 to 100) random perturbations on the same input batch is required [24]],
leading to slow convergence. BAFFLE [20] and FEDZO [47] utilize zero-order gradients in feder-
ated settings. To train vision models (of parameter count < 13M), BAFFLE requires (a) ~100-500
perturbations per batch for each client respectively, and (b) per-iteration communication among
clients like FEDSGD [1l]. FEDZO also requires ~20 perturbations per batch for a vision model of
size < 25M. Besides, numerical errors associated with finite difference make MEZO, BAFFLE, and
FEDZO suffer from sub-optimal predictions compared to backpropagation-based counterparts. SPRY,
using Forward-mode AD, computes gradients more accurately in a single forward pass compared
to averaged gradients obtained through finite difference methods. This higher accuracy is achieved
without needing modifications to model architectures or task structures, while also maintaining a
memory footprint similar to that of finite difference methods.

First-order Forward Gradients. Gradients derived from Forward-mode Auto-Differentiation (AD)
are considered first-order since it involves computing partial derivatives of the intermediate activations
with respect to the input. We guide interested readers to the survey on different modes of automatic
differentiation [24]]. FGD [23]] shows preliminary results on the speedup and comparable accuracy
achieved by Forward-mode AD against backpropagation. The challenge that makes Forward-mode
AD less popular than backpropagation is that gradients derived from forward mode require more
jvp column-by-column evaluations per input batch as the number of trainable weights increases.
Moreover, evaluation of FGD is limited to a multi-layer perceptron of size d ~1.8M. Direct use of
FGD to finetune language models leads to slow or no convergence. SPRY splits the trainable layers of
a large language model across multiple clients in FL, letting each client finetune only a small subset
of weights through forward gradients.

Training or Finetuning Language Models in Federated Learning. In recent years, several
frameworks have been proposed to train or finetune LLMs in FL [48450]. The backpropagation-based
methods [10}51]], even with parameter efficient finetuning (PEFT) and quantization [13} 152,153, have
large memory footprints due to the overhead related to activations, gradients, and gradient history
storage for adaptive optimizers [18].

FEDFWD [54] applies FWDFWD [55] (which measures “goodness” of forward pass activations
to judge which perturbations are useful) in FL, but FWDFWD struggles as model size scales up.
FwDLLM uses zero-order gradients to finetune language models. It samples ~10 perturbations per
batch. For each batch, it picks 1 perturbation that has the highest cosine similarity with the previous
round’s gradients. Sampling new perturbations based on aggregated gradients from previous rounds
during the initial stages can disrupt the learning trajectory. SPRY requires 1 perturbation (without
resampling) per batch to reach a higher prediction performance faster than FWDLLM.
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B Datasets and Hyperparameters

Here we provide details of the datasets and their corresponding training hyperparameters used in this
work.

Simulating Heterogeneity through Dirichlet Distribution. For each of the tasks, the class dis-
tribution each client gets depends on the Dirichlet distribution, where a parameter « regulates the
concentration of samples of a particular class for a specific client. Dir « = 1.0 means all clients have
homogeneous datasets where each class is equally likely to be on each client. With Dir o« — 0, the
datasets of each client get more heterogeneous, where the sample distribution of each class is more
likely to be concentrated on only a subset of clients.

Default Hyperparameters. Unless otherwise mentioned in dataset-specific paragraphs, the default
hyperparameters for each method and for all datasets are stated here. For the backpropagation-based
methods FEDAVG, FEDYOGI, and FEDSGD; we will fix the number of epochs to 1 since the goal
of this work is to inch closer to backpropagation-like prediction performance while reducing the
memory footprint. All the experiments have been run for 1500 FL rounds, except the experiments
on OPT models, which are run for 600 FL rounds. Our observation from hyperparameter-tuning
shows that the learning rate that gives the best performance is the same for all studied methods.
BAFFLE and its memory-efficient improvement BAFFLE+ made by us, can perform better as the
number of perturbations per batch increases, but due to the scale of experiments with 10-100 per
round and up to 1500 rounds in the FL setting, we limit the total perturbations per batch of BAFFLE+
to 20 perturbations per batch and fixed finite difference step size 0 = le-4. FWDLLM+ samples
10 perturbations for each batch, finite difference step size of ¢ = le-2. FEDMEZO samples 1
perturbation for each batch, with finite difference step size of 0 = 1le-3. FEDMEZO also requires
3-5 epochs for each client. SPRY has 1 perturbation per batch for each client. For SPRY and its
zero-order counterparts (BAFFLE+, FWDLLM+, and FEDMEZO), perturbations are sampled for a
normal distribution with 0 mean and 1 variance. Default LORA r and « are 1 and 1, respectively.
All methods use ADAMW as client-side optimizer. Besides FEDAVG, all methods use FEDYOGI as
server-side optimizer.

AG News. AG News dataset [31] has been derived from a corpus of 496,835 categorized news
articles. A subset of the corpus is used that has 120,000 total training samples and 7,600 total testing
samples spread equally across 4 classes. The news articles are classified into 4 classes: World, Sports,
Business, and Sci/Tech. We split this data across 1000 clients. Each client gets an equal number of
samples for train and test datasets. This dataset is under Creative Commons CCZero(CCO) public
domain dedication.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {1le-3, Se-4, 1e-4, le-5}. The
batch size is set to 8. The max sequence length is 128. All methods use ADAMW as a client-side
optimizer, while SPRY performs better with SGD. Variance threshold of FWDLLM+ is le+1.

SST2. Stanford Sentiment Treebank Binary[32] (or SST2) dataset is for a binary sentiment classifi-
cation task. The dataset has 11,855 sentences derived from a set of movie reviews. The corpus was
parsed using the Stanford Parser into 215,154 discrete phrases annotated by 3 human judges. This
dataset contains 67,349 training samples, 872 validation samples, and 1821 testing samples. This
sentiment classification dataset has the following sentiments as classes: Positive, and Negative. These
samples are equally split between 100 clients, depending on the Dirichlet distribution. This dataset is
under Creative Commons CCZero public domain dedication.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {1e-3, 5e-4, 1e-4, le-5}. The
batch size is set to 8. The max sequence length is 64. Variance threshold of FWDLLM+ is Se+0.

Yelp. The Yelp reviews dataset[31] is a binary classification dataset gathered during the 2015 Yelp
Dataset Challenge. The full dataset has 1,569,264 total samples, and it defines 2 classification tasks.
We use the polarity classification task, which is a binary classification problem. It considers 1-2 stars
negative polarity and 3-4 stars positive polarity. This dataset has 280,000 training samples and 19,000
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test samples in each polarity. We split this data into 1000 clients. This dataset is under the Apache
License, Version 2.0.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {1e-3, Se-4, le-4, 5e-5, le-5}.
The batch size is set to 8. The max sequence length is 128. Variance threshold of FWDLLM+ is
Se+l.

Yahoo. Yahoo! Answers Comprehensive Questions and Answers dataset [31]] was gathered via the
Yahoo! webscope program. The corpus itself contains 4,483,032 question/answer pairs, which were
then formulated as a 10-class classification task. Each class in this dataset has 140,000 training and
5,000 testing samples.are The question/answer pairs are split into the following classes: 1. Society &
Culture, 2. Science & Mathematics, 3. Health, 4. Education & Reference, 5. Computers & Internet,
6. Sports, 7. Business & Finance, 8. Entertainment & Music, 9. Family & Relationships, 10. Politics
& Government. We split this dataset between 1000 clients, where each client gets an equal amount of
data samples, where the data distribution is set by changing the Dirichlet distribution « to range from
most homogeneous (o = 1) to least homogeneous (o = 0). This dataset is under the Apache License,
Version 2.0.

Learning rate for backpropagation-based (FEDAVG, FEDYO0GI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {le-3, 5¢-4, 1e-4, le-5}. The
batch size is set to 8. The max sequence length is 128. Variance threshold of FWDLLM+ is Se+1.

SNLI. The Stanford Natural Language Inference corpus [33] has 570,152 total sentence pairs. It is
a natural language inference dataset, where the task is identifying if one sentence infers another. It
has 550,152 training samples, 10,000 testing samples, and 10,000 evaluation samples. This dataset is
split among 1,000 clients. The dataset has 3 classes: 1) The first sentence entails the second sentence,
2) The first sentence is neutral to the second sentence and 3) The first sentence contradicts the second
sentence. This dataset is under CC BY-SA 4.0.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {1e-3, Se-4, le-4, 5e-5, le-5}.
The batch size is set to 8. The max sequence length is 80. Variance threshold of FWDLLM+ is le+2.

MNLI. The Multi-Genre Natural Language Inference (MNLI) [34] corpus contains 432,702 sen-
tence pairs which were crowd-sourced and then annotated with textual entailment information. This
dataset is also a Natural Language Inference dataset as with SNLI. This dataset has 392,702 training,
20,000 evaluation, and 20,000 testing samples. These samples are split among 1,000 clients. This
dataset draws from multiple sources, most of which are under the Open American National Corpus
(OANC) license. The rest are under either the CC BY 3.0 Unported licenses or the CC BY-SA 3.0
licenses.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {le-3, Se-4, le-4, 5e-5, le-5}.
The batch size is set to 8. The max sequence length is 80. Variance threshold of FWDLLM+ is le+2.

SQuADv2. The Stanford Question Answering Dataset (SQuADV2) [35] consists of crowd-sourced
questions about a set of Wikipedia articles. It is a reading comprehension dataset, where the answer
to a question is a section (or a span) from the passage. It is also possible for the question to be
unanswerable. The dataset contains 100,000 answerable and 50,000 unanswerable questions. This
dataset was split into 500 clients. The heterogeneity is generated based on the topic labels (or “titles”)
associated with each question in the dataset. There are 35 titles available. This dataset is under the
CC BY-SA 4.0 license.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {le-3, Se-4, le-4, 1e-5}.
The batch size is set to 8 for Forward-mode AD and zero-order differentiation-based methods.
Backpropagation-based methods use a batch size of 4. The max sequence length is 400. Variance
threshold of FWDLLM+ is Se+1.
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MultiRC. Multi-sentence Reading Comprehension (MultiRC) corpus is a dataset that contains
short paragraphs with questions, whose answers can be found in the paragraph itself. We consider a
task where we classify if the input question given as input is correct or false. It has 6k multi-sentence
questions about 800+ paragraphs. Due to the scale of the dataset, we split it into 100 clients. This
dataset is under the MIT license.

Learning rate for backpropagation-based (FEDAVG, FEDYOGI, and FEDSGD), zero-order-based
(FWDLLM, BAFFLE, and FEDMEZO), and first-order-based SPRY is {1e-3, Se-4, 1e-4, le-5}. The
batch size is set to 8. The max sequence length is 256. Variance threshold of FWDLLM+ is le+2.

C Limitations and Future Work

SPRY achieves a remarkable drop in memory consumption due to Forward-mode AD not having to
store activations during the forward pass. However, the current implementation of Forward-mode
AD by PyTorch is still suboptimal in terms of computation time. The high computation time is
attributed to the column-by-column computation of the intermediate results of jvp. Improving the
computation of jvp such that it takes significantly less time (almost half) than backpropagation
remains an open and interesting problem. Moreover, there’s room for improvement in reducing
the memory consumption to that of zero-order methods. In zero-order methods, the weights are
perturbed and a forward pass is computed on the perturbed weights. However, with the current
implementation of Forward-mode AD, perturbations create a separate copy from the original weights,
which accrues additional overhead. To further utilize the computation capacity of clients in FL,
device-heterogeneity-aware strategies on splitting and mapping layers to clients can be explored for
SPRY, e.g., layer selection could happen on the client-side according to their data distributions.

D Broader Impact

Through SPRY, we aspire to bring impact in terms of data privacy and accessible finetuning of large
language models (LLMs) on edge devices.

For small and medium organizations and individual users, the cost to finetune these language models
can be prohibitively expensive as the size of the trainable weights increases. With SPRY, we enable
finetuning LLMs on resource-constrained edge devices with low memory consumption, making it
feasible for a wider range of users. Moreover, the federated setting also provides benefits of data
privacy. This can be ideal for use cases where LLMs can bring improved performance for a plethora
of personalized downstream tasks, but the finetuning data containing sensitive and confidential
information is never shared with a third party. With SPRY, such data remains on the user’s device,
ensuring privacy while still allowing for effective finetuning of the LLM.

However, making LLM finetuning accessible to a broader range of organizations and individuals
comes with its own challenges like a spread of biases or misinformation. Without preprocessing
and filtering client data on their devices, the LLMs can be fed harmful and misleading information.
Hence, it is necessary to develop guardrails on what kind of data should be filtered in, to finetune
LLMs with crowd-sourced compute resources.

19



DI S - 7 T N I SR

10
11
12
13
14
15
16
17
18
19
20
21
22

E SPRY Pseudocode

Algorithm [T|shows the workflow of SPRY.

Algorithm 1: SPRY

Input: R: Total number of rounds, r € [R]: Round index, M: Number of clients per round, m € [M]:
Client index, M: Set of available clients, s: Client sampling rate, D,,,: Dataset of client m, n,:

Local learning rate, w'™: Model weights at 7" round, E%): Subset of assigned trainable weights
for client m at r*" round, f: Objective function.
Output: wFY: Model at the end of the training

Main SPRY
Server loads pre-trained LM w® with PEFT
for r € [R] round do
Sample M clients from M at rate of s
L < list of trainable PEFT param names
client_layer_mapping <— MAPLAYERSTOCLIENTS(L, M)
for m € [M] in parallel do
‘ w') + CLIENTTRAIN(w ™, client_layer_mapping[m])
end
Build w'™ with w, using client_layer_mapping[m], Vm € [M]
Use adaptive optimizer like FEDYOGI to build w"*1) based on the aggregated w'™
end
end
Function MAPLAYERSTOCLIENTS(L, M) 23 Function CLIENTTRAIN(wS,Z), trainable_layers)
client_idx <- 0; mapping < {} 24 Freeze w%) parameters ¢ trainable_layers
for name € L do 25 Generate perturbations v < N (0, I );
. . . w,y,’ .shape
rollover_idx < client_idx % M ) m 7(113)
mapping[rollover_idx].update(name) V trainable wy,
client_idx < client_idx +1 26 jvp + f.FORWARDAD(Eg,Z),'U; D)
end _ 27 wo) — wh) —ne(v - jvp)
return napping 28 return all trainable w',’
end
29 end

The function MAPLAYERSTOCLIENTS on Line[T4]in Algorithm[I|shows how we have assigned only
a few trainable layers to each client in FL, to make Forward-mode AD more effective at generating
better estimation of the gradients. In function CLIENTTRAIN on Line 23] of Algorithm [I} each
client m gets a copy of the entire language model w,(fl) and a list trainable_layers of parameter
names the client m has to train. A client m freezes the parameters that are not included in its
trainable_layers. And for each of the parameter ng;) which need to be trained, SPRY generates
a corresponding random perturbation v using a normal distribution N (0, | B shape).

Once a client m has obtained forward gradients of all the trainable parameters Eﬁfl), those parameters

are locally updated with optimizers like SGD or ADAM. The updated trainable parameters Eﬁ;) are
sent back to the server. The server has a mapping of parameter names to client IDs, and hence it

builds w’(") by using @'") Vm e [M]. If there are multiple clients mapped to the same parameter,
then we take a weighted average (similar to FEDAVG) of all the parameters to build w’("). SPRY uses
adaptive optimizers like FEDYOGI at server-side on effective gradients A = w’(") — w(") to reduce
the noise of forward gradients.
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F Communication and Computation Costs

F.1 Communication Costs

Table 2] illustrates communication costs of SPRY and its backpropagation- and finite difference- based
baselines. A discussion on communication modes of SPRY is also given in Section 3.2, “Per-Epoch
Communication” and “Per-Iteration Communication”.

Table 2: Communication cost of SPRY and all its baselines. M is the count of participation clients.
Total count of trainable parameters of a global model is w, = w,L (for simplicity, we assume that
each layer has w, parameters).

Gradient computation

Method
(Comm. frequency)

Communication cost
(in parameter count)
from each client
to server for each
communication round

Communication cost
(in parameter count)
from server to all
clients for each
communication round

FEDAVG / FEDYOGI

Backpropagation ) Wy wg X M
(First-order gradients) (Per-epoch)

FEDSGD <« M

(Per-iteration) Wy Wy

Finite differences FEBD}:/{:];EEO (;:r\_’»;DgCI_},II)\/I/ Wy wyg X M

(Zero-order gradients) P
FEDMEZO / FWDLLM 1 (of finite (wf’“—t}) x M
(“1” is for

BAFFLE (Per-iteration)

difference scalar)

perturbation seed)

Forward-mode AD
(First-order gradients)

SPRY
(Per-epoch)

we X max(L/M, 1)
(Assuming L% M =0
for each of exposition)

we X max(L/M,1) x M
=we X max(L, M)

SPRY
(Per-iteration)

1 (of jvp scalar)

(we x max(L/M,1) x M)
+(1x M)
= we x max(L, M) + M

Here we discuss the costs related to those communication modes:

Per-epoch Communication. SPRY’s client-to-server communication cost does not scale linearly
with clients like in its backpropagation and finite-difference counterparts, but instead decreases or
stays constant for L as more clients are present. Server-to-client communication cost is lower in
SPRY due to only sending one layer per client when M > L or ﬁ layers per client otherwise. This
result follows from the below observation:

Backpropagation-based and finite-difference-based methods have a communication cost of w,, where
w, represents the global model size. Each client in [M] (set of participating clients) receives all
trainable parameters from the server, requiring the server to send a total of w, x M parameters each
round.

SPRY’s communication cost per epoch is wy max(ﬁ, 1), where L is the layer count and wy is the
count of parameters for each layer. Each client sends a subset of trainable parameters, incurring a
communication cost of % parameters for L > M, and w, for L < M. When L < M, each client
gets 1 layer, hence the communication for each client is wy.

Per-iteration Communication. SPRY accrues lower communication cost than the finite difference
and backpropagation counterparts due to the layer splitting strategy, and the server’s ability to compute
gradients based on the jvp value. This is because:

The communication cost from client to server for forward-mode AD and finite differences is 1. This
is due to an FL round that involves (1) server selecting a random seed, (2) server sending it with
trainable parameters to clients, (3) clients generating perturbations based on the seed, (4) deriving and
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sending back a scalar or finite difference scalar to the server, and then (5) server computing gradients
by multiplying the derived perturbations with the seed.

The server to client communication is (wy + 1) x M, where the “+1” is due the randomness seed.

F.2 Computation Costs

Table 3] shows the computation costs of SPRY and its baselines, where the client-side cost is for each
iteration, and the server-side cost is for each round.

Briefly, SPRY’s client-side computation cost is traded off by a faster convergence to higher accuracy
through better gradient approximations compared to finite difference-based methods. Furthermore,
SPRY is the least computationally expensive on the server side due to needing to aggregate fewer
parameters from the clients.

Table [3] assumes that matrix multiplication costs ¢ for each layer, resulting in a forward pass cost of c.
The cost of backpropagation is 2c because the computation of the current layer’s weight gradient is
¢, and the cost of computing the previous layer’s activation gradient is another c. jvp computation
in SPRY takes additional cost of ¢ for each layer. Moreover, since jvp calculation happens through
column-by-column vector multiplications (Sec 3.1 of [24])), the related overhead is quantified by v.

Table 3: Computation cost of SPRY and all its baselines. The client-side cost is for each iteration, and
the server-side cost is for each round. L is the layer count, M is the participating client count, c is the
cost of matrix multiplication for each layer. v is the overhead related to column-by-column vector
multiplications of jvp. wy is the size of each layer and hence size of each layer’s perturbation too. K
is the perturbation count per iteration. K = 1 for SPRY and FEDMEZO, and ~ 20 for BAFFLE and

FwDLLM.
Method Computation cost of Computation cost of
Gradient computation (Comm. frequency) each client for the server for
- 1req y each iteration each round
(Aggregating L layer
Backpropagation FED?I;/C?_Q FOEC?JOGI 3Lc weights from M clients)
(First-order P (M —1) x weL
gradients) FEDSGD
(Per-iteration) 3Le (M —1) x weL
FEDMEZO
Finite differences (Per-epoch) L(2e + 3we) (M —1) x weL
(Zero-order
. FWDLLM / BAFFLE
gradients) (Per-epoch) KL(2¢c+ wy) (M —1) x weL
wel +we ML + wg(M — l)L
=2M ng
(lg':e]i]—)izlritzigl) L(2¢ + 3wy) (perturbation generation
+ gradient calculation
+ weight update)
FWDLLM / BAFFLE
(Per-iteration) KL(2c + we) 2Mw,L
L _ L
oot 0 M0y 2l B o e (00)
(First-order P crv) T we (usually, |M| = max (-, 1)
gradients) SPRY 2 x max(Z,1)
) L
(Per-iteration) x(c+v) frwweL ZMC[M] (2|/\/t|wZ max (7, 1))

Client-side per-iteration computation cost. Backpropagation needs 3 matrix multiplication op-
erations per layer. For zero-order methods, there are 2 matrix multiplications (incurred due to two
forward passes) per layer, and per perturbation within a training iteration; and additional overhead
wy K L for perturbation generation. MEZO requires generation of perturbations thrice for the same
seed (Algorithm 1 in MEZO [[L8])).
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SPRY ’s computation cost is 2 x max(+,1) x (¢ + v) + weL. Since SPRY allocates at most =

layers to each client, the computation cost only scales with max(ﬁ, 1), against its counterparts
scaling with L. However, forward-mode AD computes jvp column-wise, while its counterpart
vjp in backpropagation is computed row-wise. This results in time overhead ( ) if the number of
trainable parameters exceeds the output size (1 as loss is scalar), which is the case for neural networks.

Therefore, SPRY’s per-iteration computation cost is higher compared to other approaches.

Note that the per-iteration computation cost of SPRY is not the whole picture. It takes fewer
communication rounds to reach higher accuracy due to better gradient approximation of forward-
mode AD than finite difference methods. This is why "Time to Convergence" (Section [5.3)) discusses
a fair comparison of SPRY’s runtime and prediction performance.

Server-side per-round computation cost. On the server side, SPRY is the least computationally
demanding. SPRY needs to aggregate a subset of layer weights from only the clients that were
assigned to those layers, while its counterparts need to aggregate all layers from all clients.

Computation cost on the server-side changes based on the communication frequency per-iteration
communication incurs an additional overhead of w,L(% + 1) and wL(M + 1) (generation of
perturbations at the server-side, and multiplying those perturbations with aggregate of the jvp values
received from the clients) for SPRY and its zero-order counterparts respectively.
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Table 4: Generalized (Acc,) and personalized (Acc,) accuracies (the higher, the better) for SPRY and
its backpropagation and zero-order based counterparts on various language model architectures.
The datasets are split with Dir a = 0.1.

Back tion-based Zero-order First-order
ackpropgation-base based Method Forward-mode AD
FEDAVG FEDYOGI FwDLLM+ SPRY
Accg Accp  Accy Accp,  Accyg Accp Accy Accp
AG News on BERT Base 93.00% 93.34% 93.31% 93.88% 83.41% 83.42% 86.74% 92.42%
SST2 on DistilBERT Base 91.47% 95.28% 87.95% 92.97% 79.09% 80.94% 84.90% 87.12%
SNLI on BERT Large 85.79% 89.36% 86.72% 90.33% 66.76% 64.84% 77.01% 77.21%
Yahoo on DistilBERT Base 69.13% 74.75% 63.84% 71.25% 54.29% 55.87% 61.17% 61.47%
Yelp on AlbertV2 Large 90.17% 92.78% 90.24% 94.00% 82.65% 83.25% 85.80% 86.00%
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(a) Effect of different PEFT (b) Effect of per-epoch and per-iteration (c) Changing LORA r and « for
methods on SPRY communication SPRY

Figure 4: Ablation studies on PEFT methods, communication frequency, and LORA
hyperparameters.

G Ablation Studies

Here we will dive into various components of SPRY and see their impact on the performance of SPRY.

SPRY can Generalize to Different Language Model Architectures. Table[d]shows generalized and
personalized accuracies Accy and Acc, for homogeneous data splits for language model architectures
other than RoBERTa Large.

For zero-order gradients, we show the results of the best-performing method, FWDLLM+. We see a
similar trend of SPRY outperforming FWDLLM+ by 3.15-10.25% for generalized accuracy, and by
2.75-12.37% for personalized accuracy, exhibiting how SPRY is independent of model architectures.
SPRY also comes as close as 4.44-9.71% to the best-performing backpropagation-based method.

SPRY Supports Other PEFT Methods. Figurea]shows the generalized accuracy of SPRY using
three different PEFT methods: LORA, IA3, and BITFIT. We also experiment with finetuning only
classifier layers, calling it CLASSIFIER-ONLY. LORA (with 0.3241% of the total parameters of
RoBERTa Large) outperforms IA3 (with 0.3449% of the total parameters) by 10.60%, while BITFIT
fails to converge for all datasets. Only training classifier layers is worse than finetuning LORA
weights by 16.53%. The observation on comparison of LORA with A3 is consistent with the
work benchmarking various PEFT methods [56]]. BITFIT has been observed to fail on LLMs [57]].
Furthermore, unlike IA3, LORA has been shown to be successful at finetuning quantized billion-sized
models in QLORA [58], making it a strong candidate for our work.

Effects of Communication Frequency. One way to reduce the noise introduced by the random
perturbations in gradient computation is, to communicate the gradients back to the server every
iteration instead of every few epochs. Figure b] shows results of per-epoch and per-iteration
communication variants of SPRY and FEDAVG.
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Figure 5: Ablation studies on perturbation counts, participating client counts, and layer splitting
strategy.

By communicating each iteration, we see a boost of 4.47% in the accuracy of SPRY, only 0.92% and
0.96% away from the accuracy of FEDAVG and FEDSGD respectively. Furthermore, as shown in
Figure [4b] the convergence speed of SPRY also improves by communicating each iteration.

As discussed in Section 3] to reduce the trade-off between performance gains and communication
cost per iteration, each client can send only the jvp scalar to the server instead of transmitting all the
assigned trainable weights [20]. With the seed value of the randomness, the server can then generate
the random perturbation vector v, which was used by all the clients to generate their respective jvp
values. Then the random perturbation is multiplied with the received jvp values of all clients, to
compute gradients.

Effects of the Number of Trainable Weights. Figure 4c|displays the effect of changing trainable
LORA parameter count on the prediction performance of SPRY. For DistilBERT Base (total parameter
count of 66M), LORA reduces the trainable parameter count to 0.61M (0.91%), 0.74M (1.11%),
0.89M (1.33%), and 1.18M (1.77%) with LOR A hyperparameter settings of (r=1, a=1), (r=8, a=16),
(r=16, a=16), and (r=32, a=32).

SPRY achieves the highest accuracy of 84.90% with (r=1, a=1) setting, which has the smallest
trainable parameter count. The accuracy increases as the layer size decreases since fewer perturbed
weights provide less noisy gradients.

Effects of the Number of Perturbations per Batch. The effect of increasing the number of
perturbations per batch and hence the number of jvp evaluations for a batch is shown in Figure [5a) for
the SST?2 dataset. Here, gradients generated from each random perturbation and their corresponding
jvp values are averaged to update the model. We observe that increasing K (perturbations per batch)
for Forward-mode AD has little to no impact on the end prediction performance of SPRY, with
K = 100 improving the generalized test accuracy by 1.1% over K = 1. However, the benefits
of increasing the perturbation count per batch are seen in the convergence speed. Setting K = 10
achieves a steady state (of accuracy ~86%) around 200" round, while the setting with K = 1 takes
500 rounds. The improvements in convergence speed are saturated for K > 10. This shows that
more perturbations reduce the gradient estimation noise only to an extent.

Effects of the Number of Participating Clients per Round. Figure [5b| shows how changing
the per-round number of participating clients C' influences SPRY on the SST2 dataset. Increasing
client count increases the prediction performance of SPRY. With the total client count fixed to
100, the three settings C' = 10, C' = 50, and C' = 100 produce accuracies of 85.14%, 86.56%,
and 88.08%, respectively. Similar to the findings of Section[G] we also see an improvement in the
convergence speed as the participating client count increases. To achieve an accuracy of ~85%;
C =10, C = 50, C' = 100 require 500, 450, and 150 rounds respectively. The performance gains
and faster convergence are due to more clients training the weights of the same layers.

The Importance of Splitting Layers. To understand the effects of splitting, we compare the results
of the following two experiments: (a) With FEDAVGSPLIT, we apply the strategy of splitting trainable
layers across clients (Section [3.1]) to backpropagation-based FEDAVG, and (b) With FEDFGD, we
omit the splitting strategy of SPRY.
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Figure [5c|shows the performance of FEDAVG and FEDAVGSPLIT against FEDFGD and SPRY for
two LMs: RoBERTa Large (355M) and BERT Base (110M). We observe that FEDAVGSPLIT fails
to achieve similar accuracy for both models with a drop of 2.60% and 10.00%. This is because in
FEDAVGSPLIT, fewer clients are training each subset of weights. Moreover, we see a similar accuracy
with an absolute difference of 2.70-3.61% between FEDAVGSPLIT and SPRY, since the trainable
weight count per client is low. FEDYOGISPLIT follows the same observation of not achieving similar
accuracy to FEDYOGT if the trainable weights are split across clients. On the contrary, FEDFGD
converges for the smaller model BERT base, albeit 150 rounds slower than SPRY, and with 2.87%
accuracy drop. But as the size of trainable weights increases, e.g., for RoOBERTa Large, FEDFGD
fails to converge. This proves the necessity of splitting layers for Forward-mode AD so that each
client has fewer trainable weights to perturb.
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H Additional Results

H.1 Generalized Performance Curves

Generalized results on homogeneous and heterogeneous clients with Dir & = 1.0 and o = 0.1 are
shown in (a) Figures[6]and 8| for RoOBERTa Large, Llama2-7B, OPT6.7B, OPT13B; and (b) Figure[7]
for BERT Large, BERT Base, DistilBert Base, Albert Large v2.
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Figure 6: Generalized accuracy / F1 score / Exact matches for
homogeneous clients (Dirichlet o« = 1.0) setting
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H.2 Personalized Performance Curves

Personalized results on homogeneous and heterogeneous clients with Dir &« = 1.0 and o = 0.1 are
shown in (a) Figures[9and[IT]for RoBERTa Large, Llama2-7B, OPT6.7B, OPT13B; and (b) Figure[I0]
for BERT Large, BERT Base, DistilBert Base, Albert Large v2.

Table [5] shows accuracy and F1 scores of SPRY and its backpropagation and zero-order based

counterparts.
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Table 5: Personalized accuracy (Acc,) for SPRY and its backpropagation- and zero-order-based
counterparts on ROBERTa Large and LLMs. SQuADV2 uses F1 score. 1 shows that higher values are
better. The datasets are split with Dir o« = 0.1. ¢ = Llama2-7B. x = OPT6.7B. 0 = OPT13B.
SPRY significantly outperforms the best-performing zero-order-based methods.

Backpropagation-based Zero-order-based First-order Difference between
Methods 1 Methods 1 Forward Mode AD 71 performances of SPRY and
best-performing best-performing
FEDAVG FEDYOGI FWDLLM+ FEDMEZO BAFFLE+ SPRY backpropagation  zero-order
method 1 method 1
AG News 97.76% 97.71% 79.94% 72.69%  60.89% 89.91% -7.85% 9.97%
SST2 95.84% 95.90% 85.51% 73.26%  64.55% 93.40% -2.50% 7.89%
SNLI 97.41% 97.57% 74.53% 71.54%  68.55% 83.45% -14.12% 8.92%
MNLI 90.38% 90.03% 72.71% 67.53%  63.58% 80.63% -9.75% 7.92%
Yahoo 89.76% 89.64% 77.93% 67.64%  59.40% 82.80% -6.96% 4.87%
Yelp 93.44% 97.81% 73.04% 68.77%  57.718% 85.83% -11.98% 12.79%
MultiRC o 50.28% 75.21% 65.91% N/A 61.41% 71.20% -4.01% 5.29%
SQuUADV2 x  20.49 21.25 14.43 14.04 12.27 17.73 -3.52 3.30
SQuADv2 O 13.06 12.49 8.96 9.10 8.17 9.88 -3.18 0.78
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Figure 11: Personalized accuracy / F1 score / Exact matches for
heterogeneous clients (Dirichlet o = 0.1) setting
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H.3 Experiment Variance

Tables E] and show the variance of running the same experiments thrice with the random seeds 0, 1,
and 2.

Table 6: Experimental variance (£) for SPRY and its counterparts on RoOBERTa Large.

Backpropgation-based Zero-order-based First-order
Methods Methods Forward-mode AD
FEDAVG FEDYoGl FwDLLM+ FEDMEZO  BAFFLE+ SPRY

Accg Accp Accqg Acep, Accy Accp, Accg Accp Accyg Accp  Accy Acep

AG News 0.51% 0.44% 0.26% 0.21% 0.73% 0.71% 1.34% 1.27% 0.68% 0.51% 1.16% 1.08%
SST2 0.37% 0.47% 0.43% 0.37% 1.26% 1.14% 1.13% 1.06% 0.41% 0.45% 0.77%  0.95%
SNLI 0.45% 0.39% 0.17% 0.11% 0.82% 0.67% 0.74% 0.65% 0.84% 0.78% 0.51%  0.45%
MNLI  0.63% 0.58% 0.29% 0.24% 1.39% 1.25% 1.98% 1.85% 1.15% 1.01% 1.45% 1.32%
Yahoo  0.24% 0.33% 0.53% 0.47% 0.47% 0.44% 1.06% 0.93% 0.59% 0.48% 0.99%  0.85%
Yelp 0.22% 0.25% 0.36% 0.27% 0.54% 0.49% 0.82% 0.66% 0.83% 0.71% 0.76%  0.61%

Table 7: Experimental variance (£) for generalized (Acc, for MultiRC / F'1, for SQuADv2) and
personalized (Acc, for MultiRC / F'1,, for SQuADvV2) accuracy or F1 score for SPRY and its
counterparts. ¢ = Llama2 7B. x = OPT 6.7B. O = OPT 13B.

Backpropgation-based Zero-order-based First-order
Methods Methods Forward-mode AD
FEDAVG FEDYOGI FwpLLM+ FEDMEZO BAFFLE+ SPRY

Accg Accpy Accyg Accp Accy Acc, Accy Accp, Accy Accp,  Accy Accyp

MultiRC ¢ 0.58% 0.43% 0.34% 0.29% 0.89% 0.74% N/A N/A 1.34% 1.02% 0.97% 0.81%
SQuADv2x 1.73 1.07 142 0.84 217 187 178 1.51 278 2.01 1.76 0.99
SQuADv20 086 043 0.61 045 1.16 097 1.03 0.87 134 1.14 0.97 0.81
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I Proofs

I.1 Basics

Server Update. The server update of SPRY uses adaptive optimizer FEDY0GI. However, to simplify
the proofs without losing generality, we use the server update of FEDADAM [25]. FEDADAM has the
exact update rule as FEDYOGI but without a sign function in its calculation of the second moment
of the gradients (See Algorithm 2 of AFO [235])).

Hence, the server update of SPRY is

Al
(r) (r=1) = i i (r)
w\" —w +n V trainable weights w'"’ € [d]. )
S d
A is the square of accumulated gradients from all clients. A(") is the second moment of A("). 7 is
a small positive real number, to prevent division by zero errors. Note that we are assuming flattened
weights w € R? without the loss of generality.

With SPRY, the aim is to solve the following optimization problem:

weRE

| M
min f(w) = - Z Fr (wm), 3
m=1

where m € [(m;[l)d +1 Md} Fo(wm) = Ezy)~p,, [frm (Wi, (x,7))] is the objective function,

> M |
D,, is the dataset, and f,, is the loss function of a client m € [M].

Accumulated Gradients. With SPRY, each client trains a subset of weights wz;. In a low participa-
tion rate setting, each wxy is only trained by one of the participating clients from the set of available
clients M. Although we make our analysis more generally applicable by showing multiple clients
training the same wg;.

The true global gradients can be written as,
1 _ _[m-=1)d md| ~
Vf(w) = = ZNVF(wm)‘mG[MJrl,M S Mc M )
meM

where M is a set of clients training the subset of the weights wx;. M is the size of M.

Client Update. The directional derivative of Forward-mode AD is denoted as V fv(w; (z,9)),
where v € R? is the random perturbation of weights w and (z, y) are sampled from a dataset D. For
each client m, through Forward-mode AD, we have V f,,, (wnr, v (2, y)) = (V o (Wi (2, 9)) -
vsz) to estimate the true gradient V F,, (ws):

K
Bo 0y [Vl oms D)) = D 32 3" B oy [V o ()10

(z,y)~Dm i=1
(10)

E, p, [v Fon (v Dm)} — VF,, (wn) - Theorem 1 of FGD [23] (11)

Here, the expectation is under the randomness of sampled data D, and random perturbation v. K is
the number of perturbations per batch. SPRY uses K = 1 by default, but here we aim to make our
analysis more general to see the impact of K on various properties of SPRY.

1.2 Assumptions

We will be using the following assumptions to derive the first and second moment of the forward
gradient and to calculate the rate of convergence of SPRY,

Assumption I.1 (Smoothness). The gradient of function F;,, is L-Lipschitz,
[V Ep(w1) — VEp (ws)|| < L|jwy — ws||; ¥Ym € [M] and wy, ws € RY.
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Assumption 1.2 (Bounded Global Variance (Assumption 2 in AFO [25]))). The variance of the global
objective function f is bounded by o as

M

D NVEw(wm)]; = [V f(wm)); ||* < o) 53 ¥m € [M],w € R and Vj € [d],

m=1

1
M

(m—1)d d
o tLAT)

Assumption 1.3 (Bounded Gradients (Assumption 3 in AFO [25]))). The function f,,(w; (z,v))
has G-bounded gradients such that for any client m € [M], weights w € R?, and sampled data
(z,y) ~ Dyy,; we have

where V F,,, is the true gradient of client m. As defined earlier, m €

[V fon s (2, 9)], | < G, V) € [d]

1.3 First and Second Moments of Forward Gradients

We first prove that in SPRY, estimation of V f by the accumulated forward mode gradients V f across
all clients of an arbitrary round r, depends on the heterogeneity across client datasets. Statements on
homogeneous data have been proven for FGD [23] and MEZO [18]] in single-client or centralized
settings. Here we focus on the specific federated setting of SPRY, where gradients are accumulated
differently than in traditional FEDAVG [1]. In SPRY, we have

Vi(w)=E, [Vf(w,v)} = % ZNE [me(wm,vm;l?m)} ‘ VM C M;m e (mT
meM
(12)

—1)d md
124
+ "M

where w represents weights, v are their corresponding perturbations, and D,,, is the dataset of client
m.

We omit the round index of the model weights w and their perturbations v for this section since the
same relationship will hold for any arbitrary round 7.

Theorem 1.4 (Estimation of the Global Gradient). In SPRY, global forward gradient V f of the
trainable weights w € R?, with the corresponding weight perturbations v € RY, computed by M
participating clients is estimated in terms of true global gradient V f as,

E,p[V f(w,v;D)] = V f(w)

T
c R
2ome Rty 2=t OmcBizyen [Vf7r»(w[1}%],ﬂ[1}%]; (nyyc))}
1 c P
+ ﬁ Zmeﬂg >oe1 OmcE(zy e [vfm(w[%+1,%]’U[%jul,%]; (l‘,yp))}
where C' is total number of classes and oy, o = (% — %) For a class c, n. is its sample

count, o is its Dirichlet concentration parameter. For a client m; n, . is the sample count of the
ct? class, and D,y is the size of the data of client m. The global data is D = > mem Dm. Mis the
set of clients training an arbitrary subset of weights, M = |M;|; Vi € [M/d].

Proof. Suppose the global dataset D is defined as a combination of all Dy,,. Hence, D = U,,c(a) D
In SPRY, the global forward gradient is defined as

-+ Zmeﬂavfm(w[l,%] V[, 4] D)
1
77 2ome ity Vom0l g1 2] V[ 1,32)5 D)

E, p[Vf(w,v;D)] =E (13)

1 a2 .
3 Lomeiyyyq VIm (WD ) g vjarona g5 D)
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To combine the gradient estimates from the above equation for all clients m € M, we first consider
the bias b, between the gradient estimate under (a) Globally combined data D and (b) Data D,,, of
an arbitrary client m.

Measuring the dataset bias. Note that we consider samples (z, y) of D, to be sampled from D,
since D,,, C D.
Eue0 [V fon (Wi v )| = o0, [V fon (Wi, Vs Do) + by (14)

Computing the bias term b requires information on dataset distribution. In FL settings, Dirichlet
distribution to spread the data into heterogeneous splits is a popular way to simulate heterogeneity [37]].
The biased dataset D,,, is sampled from the combined dataset D using the Dirichlet distribution.
This allows us to utilize the properties of the distribution to derive the relationship between forward
gradients on global data and on individual local data:

For classification tasks, let’s say D has C total classes: y1, . ..,yc. We have aq, ..., ac as concen-
tration parameters of the Dirichlet distribution. The expected forward gradient for the combined
dataset D can be expressed as a weighted sum of the expected forward gradients for each class C":

Eyrp [me(wm, U } Z \'D| vm’(w Ye)ED [me(wmvvﬁv (37 yc)):| ) (15)

where n, is the sample count of class c. And for the biased dataset D,,, sampled with Dirichlet
concentration parameters o4, . . . , ¢, the expected forward gradient can be expressed as,

nm CaC

Eume, Dy, |V fin (w0, 75 Do) | = 3 el Eemeaen [V fn(wm v ()] 16)
c=1 m

where n,, . is the sample count of class c for client m.

Subtracting Equation [16|from Equation

b = Euo [me(wm, Vr; D)] ~Ev,.p, [v Fon (W, Vs Dm)] (17
C
) ; (|nD| B nl%m0[> Bup e |V ot v (1) (18)

For any 1 € [(m;;)d +1, mﬁd} ,wehave E,_p [me (wrz, v Dm)} = F,,(w) from Lemma 1
in FGD [23].
Plugging in the above result and Equation[I8]in Equation [T4]

Ey.D [me(wm,vm, )} E.. D, [me(wm,vm,Dm)} + bm

C
N, e e
- + Z <|’D |’Dm| ) E”m (z,y.)€D [vfm(wvm mv( ayc))} (19)

c=1
For ' row in Equation [13]
1 ~
Bup | Vil v D)) = = 3 Buveip [V fm (i, v D) (20)
mE.X/lul

:% 3 <VF (wr +Z<|@| nng;clvc)lgvmy(zvyc)@ [V fon (w0, o (m,yc))]>

WEM1
2D

C
= vf(wm i mez Z (|D| nrgj:'lc) va,(x,yc)eD [Vf (wma U (I ya))}

M, c=1

(22)
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Putting Equation[22]in Equation[T3]

E, [V f(w,v; D)] (23)
[ Vi W %]) + ZmeMl - )E(x ye)eD [me( W, 2]V, ] (@ yc))}
= Vf(w[%_t,_l i—d]) + mEMz ( - n’ ) E(r ye)€D vfm( [ +17%]7U[%+1,%]; (LC, yc))}
) (24)
[ Vf(w[l,ﬁ]) ’ Zmeﬂl EC (|npc‘ nﬁl)cnac) E(z,yc)G’D [me(w[l,%

m|
1 C P
= vf(w[ﬁ“v%]) + ﬁ Zmeﬂz Ec:l (% - n\D,,j )E(:v,yc)eD [me(w[%+1,ﬁ

S T (B - ) Banen [Tt g 00 5 @00
= Vi) + = | ex, Yo (s - nﬁjccﬁ[@(w)ep (Vw0 41 20700 11,2075 (@500

Next, we formulate the norm of the forward gradient V f

Lemma L.5 (Norm of the Forward Gradient). Under Assumption|[[.2} and at the parnczpatlon rate of
s, M participating clients training weights w € R? through random perturbations v € R% in SPRY

derives the accumulated forward gradient V f (w, v; D) such that,

E,.pl|V f (w, v D)2 = B[V f (w)|? 1+(<3d+K—1) > Z( . nmcaC)Q

D |
meM ce[C]

20’3(175)(3d+K (nc N, cac>
— , (27
+< MK ) 2 2 Dl D 7

meM ce[C])

where D is the combination of datasets of all M clients, K is the number of perturbations per batch,
M is the count of clients training a particular weight subset, 0’3 is the upper bound of the global

gradient variance. For a total of C classes in D, we define n.. as the sample count of the c*" class, o,
is Dirichlet concentration parameter for the ct" class, D is the size of the global data. For a client m;
Ny ¢ IS the sample count of the ctt class for client m, and D,y, is the size of the data of client m.

Proof. The proof follows a similar style of Lemma 2 in MEZO [18]]. The difference in our setting is

that we have V f (w, v; D) which is an aggregate of V fim (w, v; D) derived from the federated clients,
while MEZO has results under the setting of a single client.

From Theorem [[4] we have,
EU,D [Vf(w, v; ID)}
Vi(wy a1) + 57 D e, )
c

> M

!

%C\ - n\mD;ac> E(yoen [me( W, £ Y, &) ; (@, yr))}

|
= Vf(w[%+1’%]) + ﬁ Zmefv[uz Zc:l <\DC| nﬁ):jC) E(w‘,yc)eD [vfm(w[%+1,%]av[%+1,%]; (:Ca yc))]

(28)
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where

1
Eopr (2,90) D [me(wm,um;<x7yc>>]:w ST S E (Vo (s (2,90) - vim) 0]
(z,yc)~D i€[K]

using Equation[T0] The right hand side expectation is also under the randomness of partial perturba-
tions. Here, K is perturbation count, and |D| is the size of the combined dataset D = Uy, ¢[a1)Dm.

To compute the second moment for a client m,

Evﬁ,(x,yc)wl) [vfm (wﬁy Umms ($7 yc)) : me (wﬁv Urms (:17, yc))T:|

1
e 2 2 F

(z,ye~D) i€[K]
(T,y.~D) je[K]

(V fon (wrs (2, ye) Wi i) - (Vo (w5 (2, 9e)) T 0 7005 )

(29)

For simplicity, let a and b be two arbitrary vectors representing E [V f,, (wrm; (z,y.))] and
E [V fin (wim; (T, 7)) "], respectively.

For the sum over all perturbations, we have two cases (all the expectations are under the randomness
of partial v),

1. If i # j. (Occurs K(K — 1) times)

E [viymvgm ab” Uj,mv;‘-':m] =E [vi,mv;{:ﬁ] cabT - E [vjvmv;‘-rﬁ] (30)
(since v; and v; are independent of each other and a, b don’t depend on v)
=I-ab" - T=ab" 31
2. If i = 7. (Occurs K times)
E [vi,mvgm ab™ Uj7m1]]7-:mj| =K [viﬁviTﬁ ab” Ui,mviTﬁ] (32)
=E,, [v}] (a,b) (33)
For all such v; with i € [K],
E,[v®!](a,b) = 3d Sym(I**)(a, b) (34)
=2d-ab” +d-1-a"b (35)
Plugging in the results of the above two cases in Equation[29]
- E [me(wm, Vi (2,9e)) Y fon (Wi, v (2, yc))T}
1 T T T
~ |DPK? Z [K(K — 1)ab” + 2dKab” + dK - I -a™b] (36)
(z,ye~D)
(E)QCND)
1 _
= [DEK Z (2d + K — D)E [V fom (wr; (@, Y)YV fn (w7 (x,yc))T]
(z,ye~D)
(Z,y.~D)

Here, the randomness is under the sampled data.

For the sum over samples of D, we have two cases,

1. If (z,y.) # (Z,7,). (Occurs |D|(|D] — 1) times)
]E[me (’LUW; (Iv yc))me(wm, (E’ yc))T] = VFm(wm)VFm(wW)T (38)
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2. If (z,y.) = (%, ,). (Occurs |D| times)
E[V fin (wrzs (2, Ye))V fn (Wi (7,7.)) 7] = V Fo (wi) V Er (wi) T + B(wm) — (39)

Combining both the cases, we get

]E(w,yC)ND[me(wm; (33, yC))me(wﬁa (57 yc))T] = \D|2VFm(wm)VFm(wm)T + |D| : E(wm)

(40)
Plugging in Equation A0]in Equation 57
B (,90)~D [V o (i, v (2, 96)) Y fon (w0, vims (2, 9)) )

— e |24+ K = DIDIIDIY F )V o) + )

+d- DI (D] IVFm(wm>|2+tr<2(wm>))] (41)
- % <VF7,L(wm)VF (wi) T + I%IE( )>

+ 5 (9P| + e (2w @)
= R I F s () @)

Hence for client m, the expected norm of forward gradients under randomness of perturbations v is,

? 3d+ K -1
By (@ye)~D [V frn (Wi, v (z,y))||? = TE(I’%)NDHme(wm; (z,y )2 (44)
3d+ K -1
= = [I[VEn(wm)|? (45)
For it" row of E {Vf(w, v; D)} of Equation
2
EHsz Wr (i~ 1)d+1 1d} [(L 1)d+17x}] D)H _EHsz Wr (i~ 1)(14_1 M])H
2
e Nim,cClc o 2
Z ; <D| ,D ‘ ) E(I’yc)N'D"Vfﬁl(w[%+l7%]7v[('i—1v})d+1 “i] (x yc))H
meM, ¢
(46)

The left-hand side expectation under the randomness of sampled data D and subset of random
perturbations v.

. . . ol . . = _ | (i—1)d id
Plugging in Equation 45|in the above equation and using ¢ = [ o T L }

2 3d+ K —1 Ne  Nmetc\’
Bvs ||Vitwr o D) | = BN Al + EEEZD 5 vl 3 (s - M)
D v elC] "

(47)
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Since V fh VMV C M are independent of each other, we can compute the norm of V f as follows,

; 3d+ K -1 2 n e o\ 2
E,.pl|V f(w, v D)||> = E||V f(w)]]* + <~> va (1) ( e M )
(43)
3d+ K -1 2 e e a2
R ) 2 2 ol = 1ol
(49)
2Bd+ K -1) H 2 ( T nm,c04c>2
IV f(w)l ( G >meM (wi) — V f (wim) cez[;] B T
2(3d + K — 1)) H 2 ( - nm,cac)2
+ | ——— V f (wm) _ (50)
( <M)2K meM cez[;v] |D‘ |Dm|

Using Assumption[[.2]and limited participation rate of s,

R 202(1 —s)(3d + K — N, el 2
EU,DIIVf(ww;D)I2=E||Vf(w)||2+< o1 2)B0+ ) > 2 (|z§| Dm|>

MK

meM ce[C]
2(3d+K—1)> e Mo\’
+(~ E||Vf(w Z > ( ) (51)
MK meM ce[C] |D| D

Rearranging the terms, we get,

f 3d Kil c m,cOc 2
E, p||Vf(w,v; D)||* = E||Vf(w)]|? 1+<(+> Z Z (D n|bmo[ )

meM ce[C]
20 ( )(3d + K — 1 e nm cQc ? 52

O

I.4 Convergence Rate of SPRY

The general template for the convergence analysis of SPRY is similar to FEDADAM, hence we will
follow Theorem 2 of AFO [25]. Our aim here is to highlight the differences in treatment of our

gradient estimator Vf 'm Ym € [M], and the aggregate global gradient V f as shown in Equation@

Theorem 1.6. Under the assumptions on L-smoothness (Asmp , bounded global variance 03 of

accumulated gradients (Asmp|[.2)), and bound on gradient magnitude G (Asmp[[.3) and the following
conditions on the local learning rate 1y,

mlo(— ) o(-L)of——2 )
"‘mm{ (ﬁ?nGL> ’ (\/EG> (Vﬁ?ﬁl—@m) ’

MK
@ ; (53)
</32G(3d K =13 e 2celc] agmc) }
SPRY satisfies the following bound,

min. B[V f(w)] < Fw®) —Eg[f(w®)]

o<r - nR
L 1-=53G o2(1—35)3d+ K —
+ <2_|_ 7727762 4 52 77€> < g( )(N ) Z Z amu (54)
T T MK meM ce[C])
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where R is the total round count, w € R? are the trainable weights, v € R< are the random
perturbations, K is the count of random perturbations per batch, 1 is the global learning rate, T
is adaptability hyperparameter, s is client sampling rate. The rest of the symbols are defined in
Theorem[[4)

Proof. As shown in Equation[7} an update of the model weights w at server-side in SPRY looks like,

A
r+1) — (M) g — 55
w w0 (55)
Using Assumption |l.I{and then the server-side update rule, we have
g T T T L T T
F@O) < F) + (V@) wl D = w4 2w w2 (56)
A(r) 27, (A(T’))2
— ) w0 (V0™ yrIest S ) (57
P+ (V) )+ S 67

2
i€[d) < AET)%»T)

Taking expectation over randomness of round 7 and simplifying the terms,

() 2 ()2

E,.[f(w™)] < fw™) +5{ VFw®),E __Ar L Y E _ (A
BAT=Y) 47 2 icld] ( A +7)2

Ry

A A

\Y — 58
< fw),E [F+T BA(r=1) 4 7 > ©8)

R2

Bounds for Ry are derived in the exactly same manner as “Bounding R»” in Theorem 2 of
FEDADAM [25],

d (m)y2
Al
R < VTR, S G |2 (59)
=1 T A(T) +T7
J J

Bounding R; has a different treatment due to the distinct aggregation strategy of SPRY:

A
=({vVv (r)
& < F) By BAC—D 4 1 > (60)

Since A" is piece-wise made of aggregations of forward gradients for several parts of the model
weights, as shown in Equation [T2} we first center each gradient piece for the computation of the

squared norm,
Ry = <Vf(w(r))aEr

Using ab < (a® + b?)/2,

(r)
<=2y O 9000, or, D) 2 ()

2 e /BAr Y 7

Using the result of Lemma [.5]

R <_72 [Vf (w(™)]2 W 202(1—s)(3d+ K — 1) Z Z( nm60¢0>2
1 jeld \/ B 1)+T MK meM ce[C] D

2(3d+K—1 Ne Nim,cOc ? (r)\12
1+( )T T (-t} | Ev s

meM ce[C]

(61)

_va(w(r), U(T)v D)
BAU=1) 4 7

(63)
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Putting R, and R, bounds in Equation 58]

7y _ e [V f(w™))?

€ld] \/6A§T_1) +7
2 2
nMe 20'9(1 — S)(?)d + K — ( c nm,cac)
_l’_ - —— J—
2 ( MK 2 2 Dl |Dml

meM ce[C]

2
(1 (2D o 5 (e Tt ) ot

meM ce[C]

E,[f(w" )] < f(uf

’L A2 VI =BG A2
+i (<r |+ 3k, /( ©y
ie[d] A+ ie[d) )41
Summing over r = 0 to R — 1 and using telescoping sum, we get
w)]?
E (R) (0 mlé
Rl ()] < Yy A
r=0 j€[d] ﬁA + 7
L mieR (203(15)(3d+K1 ) 5 < nmc%)z
2 MK e e NPL [P
nne (3d + K — ]. e nm cac (r)y]12
+2(1+< o> D D ZEHVfw )|
meM ce[C] m
(m)y2
77\/ /320 (A )
+(2 )ZZE AT (65)
r=0 ie[d]
Ry

Bounding R, follows a similar derivation as “Bounding R;”,

R= w) ()]

roied]A r=0 ic A + 72
2
Vw0, D)

< W?E 5

(67)

T
r=0

Using Lemma|[.3]once again,

R—1
n (3d+K—1 Ne nmcac ? (r)\[12
. < &
nRi< 1+( > X (- Tar) | EX v
EMc

meM ce[C]
2 (20%(1 — s)R(3d + K — < >2
e g c nm ,cQc

/A - (68)
e e PP C R

m
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Updating Equation [65] with the bounds of Ry,

nMe 2(3d+ K — 1)) < Ne ”m,coéc) 2 1 -
1 _ — E .||V
Yy ( () 2.2 @) ) S

o (T RO s (D) S Y (s ”mcac))ZEHW DIl

l\D
~//
—

+

T meM ce[C]
(203(1 —$)R(3d+ K — 1) ) 3 ( ne nm,cac)z
£ —
T MK meM ce[C] Dl D]
(69)

+( . nWG>

Rearranging the terms,

VS @) _ f@®) ~ Eglf(w™)]

=0 e /BT 4 !
2Ro2(1—s)(3d + K — 1) N eCe ) 2
g c m,cttc
2 2 (IDI )
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Getting a lower bound for the left hand side term through using the fact VA("=1) < n, KG from
Theorem 2 of AFO [25]],
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Considering the coefficients of E||V f(w("))||? terms, conditioning on the following inequality,
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We get the following condition on the local learning rate,
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for the following bound on the gradient norm,
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims on (a) SPRY consuming significantly less memory than its
backpropagation-based counterparts, (b) SPRY achieving higher accuracy than its zero-
order counterparts, and comparable accuracy to the backpropagation-based counterparts,
(c) SPRY running faster in terms of wallclock time to convergence than its zero-order
counterparts are proved in Section [5.2] [5.1] and [5.3] respectively. The theoretical claims
are discussed and proved in Section ¥ and Appendix [} The claims on direct application
of Forward-mode AD in an FL setup being inefficient and inaccurate are supported by
experiments shown in Appendix [G|

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations and potential paths for future work are discussed in Appendix|[C]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: The assumptions and proofs are listed in detail in Appendix
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The details about implementation and experimental setup are given at the onset
of Section 5] The pseudocode is in Appendix [El and each part of SPRY is explained in
Section[3

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The source code is currently available as supplementary material accompanying
this work and an anonymized version is also available here.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental setting is described in Section[5] Full details about datasets,
their splits, and hyperparameters are given in Appendix [B

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Experimental variance related to the main results in the paper, across 3
differently seeded runs is given in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resources are discussed at the onset of Section[5] Details on memory
consumption are given in Section[5.2] Time to convergence is discussed in Section[5.3]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Our work does not involve human subjects. All the experiments are done on
open-source datasets, which are widely used in the natural language community. Moreover,
the goal of SPRY is to enable crowd-sourcing compute resources to finetune LL.Ms, without
making private data accessible to a third party.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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11.

12.

Answer: [Yes]
Justification: The positive and negative broader impact is discussed in Appendix
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We have not created any new models or new data. Our main goal is to finetune
the existing pre-trained language models. The datasets we have used are open-source, and
free-to-use. The license information of datasets is given in Appendix B}

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Licenses for all the datasets are stated in Appendix [B] Our work is within the
usage bounds of each of the datasets. Dataset URLs are also provided under the references
section.

Guidelines:
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13.

14.

15.

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The source code (also available as a supplemental material) of SPRY comes
with a detailed README . md, explaining how to run the presented experiments of our algo-
rithm and its counterpart baselines.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing and research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: Our work does not involve research with or on human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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