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Abstract

The successful training of deep neural networks requires addressing challenges
such as overfitting, numerical instabilities leading to divergence, and increasing
variance in the residual stream. A common solution is to apply regularization and
normalization techniques that usually require tuning additional hyperparameters.
An alternative is to force all parameters and representations to lie on a hypersphere.
This removes the need for regularization and increases convergence speed, but
comes with additional costs. In this work, we propose a more holistic, approximate
normalization via simple scalar multiplications motivated by the tight concentra-
tion of the norms of high-dimensional random vectors. Additionally, instead of
applying strict normalization for the parameters, we constrain their norms. These
modifications remove the need for weight decay and learning rate warm-up as well,
but do not increase the total number of normalization layers. Our experiments with
transformer architectures show up to 40% faster convergence compared to GPT
models with QK normalization, with only 3% additional runtime cost. When deriv-
ing scaling laws, we found that our method enables training with larger batch sizes
while preserving the favorable scaling characteristics of classic GPT architectures.

1 Introduction

Normalization techniques, such as LayerNorm, are fundamental for stable and efficient Transformer
training [1–4]. Loshchilov et al. [5] extends the concept and proposes the normalized Transformer
(nGPT), where all latent residual representations and all parameters in the direction of the residual
are normalized to lie on a hypersphere. We argue that the benefits of normalization come from two
effects. Normalization prevents the representations on the residual stream from blowing up and
requiring deeper layers to significantly amplify their output magnitudes. An effect observed by Sun
et al. [6] and termed the “Curse of Depth” (see Figure 1). Additionally, normalization ensures a
consistent input scale, which allows for the selection of a more suitable (global) learning rate.

These benefits drive us toward architectures that consistently apply normalization throughout the net-
work, potentially normalizing all representations. Unfortunately, such excessive use of normalization
increases training and, more importantly, inference times. To combat this problem, we introduce an
approximate normalization technique for normalizing a vector x via normalizing factors ν satisfying

ν ≈ (∥x∥2)−1 so that ∥ν · x∥2 ≈ 1.
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Figure 1: The input norm on log scale for each layer as a function of training a 0.5B model on 10B
tokens. Deeper layers obtain a higher input norm in the classical GPT. While nGPT completely
eliminates this “Curse of Depth”, anGPT effectively mitigates it.

These normalizing factors are enabled by the concentration of measure phenomenon in high-
dimensional spaces, which may be perceived as a “blessing of dimensionality”. The augmentation
of each operation with (approximate) normalizations, along with other modifications like bounding
the norm of the input dimension of each linear map, forms the basis of our proposed approximately
normalized Transformer (anTransformer). When applied to pretraining large language models, we
adapt the GPT architecture to an approximately normalized GPT (anGPT) architecture without the
need for additional normalization layers. Our approach does not require weight decay nor learning
rate warm-up, effectively reducing the number of hyperparameters in training. Compared to a vanilla
GPT architecture, anGPT achieves up to 40% convergence speedup. Measurements show less than
3% larger training step runtime, while expecting further reduction for inference times by subsuming
normalization factors into the model parameters.

Our core contributions can be summarized as follows:

• We motivate the benefits of normalization in Section 3.

• The proposed approximately normalized transformer (anTransformer) in Section 4 displays
faster convergence and fewer hyperparameters at a minor increase in training time.

• Section 5 presents extensive experimental evaluations:

• Hyperparameter scaling trends are derived across multiple model sizes.
• Results demonstrate over 40% convergence speedup compared to GPT models with QK

normalization and outperform or perform on par with nGPT.
• Compute-dependent scaling laws reveal scaling behavior matching GPT.

2 Related Work

Normalization techniques for deep neural networks have evolved significantly, from BatchNorm [7],
which standardizes across batch dimensions but struggled with sequential data, to LayerNorm [1],
which computes statistics across feature dimensions independently for each sample, making it ideal
for transformers. The original Transformer [2] uses a Post-Norm configuration (LayerNorm after
residual connections), requiring careful learning rate warm-up to prevent gradient explosion, while
Pre-Norm architectures (normalization before operations) offer more stable training dynamics with
higher potential learning rates [3, 4]. RMSNorm [8] further refined LayerNorm by eliminating the
mean-centering step, delivering runtime improvements while maintaining performance in state-of-
the-art LLMs [9, 10]. The normalized Transformer (nGPT) uses the normalized representation and
parameter space to ensure that input tokens "travel" on the surface of a hypersphere, with each layer
contributing a displacement towards target output predictions. These modifications render weight
decay and learning rate warm-up unnecessary as vector magnitudes are explicitly controlled [5].
Empirically, nGPT demonstrates convergence speedups and reduces the number of training steps
required to achieve equivalent accuracy. However, these improvements come with computational
overhead due to additional normalization layers. Further related work is discussed in Appendix A.

2



3 Preliminaries

Normalized representations are known to stabilize training and accelerate convergence [3–5]. We
hypothesize that this stems primarily from two effects. First, by ensuring each layer receives a
normalized input, the input scale becomes consistent across the network. This uniformity can
streamline learning and simplify the selection of a global learning rate. Second, as contributions
to the residual stream accumulate in vanilla Transformer architectures, subsequent layers need to
amplify their output to remain influential. This leads to a growing norm of the representation on the
residual stream (see Figure 1), which may destabilize training. Both effects are elaborated below
using toy examples.

3.1 Why does normalization influence optimization?

To better understand the role of the input scale in gradient descent on the learning rate, consider the
problem minx

1
2x

⊤Λx with Λ = diag(λ1, . . . , λd) and λi > 0. Using a learning rate of α > 0, the
gradient descent update is given by

x← x− αΛx = (I − αΛ)x.

Each entry xi of x converges with a rate determined by the contraction factor ρi(α) = |1− αλi|. To
ensure convergence, we require ρi(α) < 1 with smaller values indicating faster convergence. Hence,
the goal is to set α to minimize the maximum contraction factor maxi ρi(α). The maxi ρi(α) is
either achieved for the smallest λmin or the largest λmax. To achieve the same convergence speed for
both, we require the optimal learning rate α⋆ to satisfy

|1− αλmax| = |1− αλmin| =⇒ α⋆ =
2

λmax + λmin
and max

i
ρi(α

⋆) =
κ− 1

κ+ 1
,

where κ = λmax/λmin is the condition number of Λ. One can see that the fastest contraction is
realized if κ = 1, or equivalently, if λmax = λmin. Additionally, to ensure convergence, α must
satisfy 0 < α < 2/λmax. If λmax >> λmin, we expect a slow convergence rate for the entry relating
to λmin as its contraction factor is bounded by the largest learning rate α that λmax allows.

Now, consider a case where each column of Λ is normalized by multiplication of a diagonal
preconditioner P = diag(p1, . . . , pd), with pj = (∥λj∥2)−1 where λj is the j-th column of Λ. In
this case, all λi = 1 and a learning rate can be picked that leads to the same convergence speed for all
coordinates. This fact makes good learning rates more effective, regardless of how they are found (e.g,
manual tuning, grid-search, or some sophisticated optimization). Consequently, normalization can
serve as a (diagonal) preconditioner and improve the convergence speed of gradient-based learning
methods.

While the example problem is simple, it may still provide some intuition about how normalization
can help learning, namely, by allowing the selection of a well-working learning rate for all parameters.
Even together with methods like Adam [11], normalization may provide benefits by improving the
conditioning of the optimization landscape and yielding more stable gradient statistics for moment
estimation. This can be seen by the gradual increase of the variance of the first moment, see
Figure B.1.

3.2 Why does the norm of the residual connection increase?

Assume independent random vectors hl with E[hl] = 0 and ∥hl∥22 = 1, representing the contribution
of each layer l on the residual connection. For the (L+ 1)-th layer to have an effective contribution
to the residual state h≤L :=

∑L
l=1 hl, such as the ability to overwrite it, it has to have a magnitude

similar to that of h≤L. Specifically,

E
[
∥h≤L∥22

]
= E

∥∥∥∥∥
L∑

l=1

hl

∥∥∥∥∥
2

2

 =

L∑
l=1

E[∥hl∥22] +
∑
l ̸=l′

E[hl]
⊤E[hl′ ] =

L∑
l

E
[
∥hl|22

]
= L.

Consequently, ∥hL+1∥2 ≈
√
L is expected. Such effects lead to growing outputs on the hidden state

that can also be observed experimentally, see Figure 1. Since the weights are subject to regularization,
the large output scales are likely produced by the scaling factor γ in the input norm of each block of
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the transformer, see Figure C.1. Growing norms on the residual stream were also described in [6] and
coined “Curse of Depth”. As a fix, they proposed to scale the LayerNorm output of layer l by 1/

√
l.

Alternatively, this growth can also be addressed by employing Post-Norms and keeping the residual
connection normalized as in Loshchilov et al. [5].

4 Approximately Normalized Transformer

Due to the potential benefits of normalization, it is tempting to normalize the inputs for each primitive,
namely, linear maps, activation functions, and residual updates. Unfortunately, such excessive use of
normalizations might significantly influence the runtime [5]. However, to still keep the benefits of
consistent normalization at a lower cost, this work explores an approach to replace normalization
operations with cheaper, approximate computations.

4.1 Approximate Normalization

To reduce the overhead introduced by excessive normalization (in particular at inference time), the
proposed method attempts to approximately normalize the representations in the architecture through
input independent normalization factors ν. Concretely, if for some vector x, there exists some ν,
with

ν ≈ (∥x∥2)−1 so that ∥ν · x∥2 ≈ 1,

we may use ν in place of ∥x∥2 for normalizing x. If such normalizing factors ν can be found for
all operation primitives, approximately normalized representations should be achievable without the
need for exact normalization operations. It is clear that for such normalizing factors to exist, the
norms of x have to concentrate closely around some value ν−1. Fortunately, under certain conditions,
such behavior can indeed be observed.

Theorem 1 (Concentration of Lipschitz functions on the sphere). [12, pp. 106–109]

Let x ∼ U(Sd−1) be a random vector uniformly distributed on the Euclidean unit sphere
Sd−1 = {x ∈ Rd : ∥x∥2 = 1} and let f : Sd−1 → R be a Lipschitz function. Then, for every
t ≥ 0,

P{|f(x)− E[f(x)]| ≥ t} ≤ 2 exp

(
− cdt2

∥f∥2Lip

)
,

where c > 0 and ∥f∥2Lip denotes the Lipschitz norm (smallest Lipschitz constant) of f .

In words, Theorem 1 tells us that the deviation of f(x) from its expected value decays exponentially in
the dimension d, assuming f is Lipschitz and x ∼ Unif(Sd−1). This implies that in high dimensions,
f(x) is likely to be close to E[f(x)], a phenomenon often referred to as concentration of measure.

In our setting, we consider functions of the form f(x) = ∥g(x)∥2, where g(x) denotes the output of
a network component (e.g., a feedforward layer) given input x. Assuming g(·) is Lipschitz and inputs
x are normalized and approximately uniformly distributed on the sphere (e.g., by sampling from a
Gaussian and renormalizing [12, p. 52]), the conditions of Theorem 1 are approximately satisfied.
Consequently, the output norm ∥g(x)∥2 may concentrate around its expected value.

While these assumptions do not strictly hold during training, we may still observe concentration
empirically, particularly due to the high dimensionality of representations. This “blessing of di-
mensionality” can justify approximating ∥g(x)∥2 by its expected value ν−1 := E[∥g(x)∥2] for the
purpose of normalization.

4.2 Derivation of the normalizing factors ν

Motivated by concentration effects in high dimensions, we derive normalizing factors for squared
norms

√
E[∥x∥22], and then use ν−1 =

√
E[∥x∥22]. Computing ν this way should generally lead to

an overestimation due to Jensen’s inequality, as
√
E[∥x∥22] ≥ E[

√
∥x∥22] = E[∥x∥2]. However, for

sufficiently high-dimensional x, the bound tends to an equality due to the concentration effect. The
derivation for the network components used for anTransformer is described below. A normalization
of the attention matrix is described in Appendix D since it is not part of the architecture.

4



GPT+ nGPT anGPT (ours)
Embed h←Wexin h←Wexin h←Wexin

MHA

ha ← rms(h) · γa

q, k, v ←Wqkvha q, k, v ←Wqkvh q, k, v ←Wqkvh · νqkv
k← norm(k) k← norm(k) · sk k← norm(k)
q ← norm(q) q ← norm(q) · sq q ← norm(q)
A← softmax(qkT · g) A← softmax(qkT ·

√
dk) A← softmax(qkT · g)

ha ←Wp(Av) ha ←Wp(Av) ha ←Wp(Av) · νp
ha ← norm(ha) ha ← norm(ha)

Residual h← h+ ha h← norm(h+αa(ha − h)) h← (h+αa(ha − h)) · ν(αa)

MLP

hm ← rms(h) · γm

u,z ←Wuzh u,z ←Wuzh u,z ←Wuzh · νuz
u← u · su

z ← z · sz ·
√
d

hm ← u · SiLU(z) hm ← u · SiLU(z) hm ← u · SiLU(z) · νacf
hm ←Wdhm hm ←Wdhm hm ←Wdhm · νd

hm ← norm(hm) hm ← norm(hm)
Residual h← h+ hm h← norm(h+αm(hm − h)) h← (h+αm(hm − h)) · ν(αm)

Head h← rms(h) · γh

logits←Whh logits← sZ · (Whh) logits← sZ · (Whh)

Table 1: Comparison between GPT implementation with SwiGLU, RMSnorm, and QK-norm (GPT+),
the normalized Transformer (nGPT), and our approximated normalized GPT (anGPT). We define

rms(h) = h/
√
1/N

∑N
n h2

n and norm(h) = h/||h||2 and colored learnable parameters green,
constant scaling factors blue, and normalization factors purple.

Linear map Wx Assume x ∈ Rd and W ∈ Rr×d with entries xi, wij ∼ N (0, 1) and normalized
afterwards such that ∥x∥2 = 1 and ∥wi∥2 = 1 where wi denote the rows of W . Then,

E[∥Wx∥22] = E
[ r∑

i=1

(w⊤
i x)

2

]
=

r∑
i=1

E[(w⊤
i x)

2] = r · 1
d
=

r

d

Note that specifically the assumption that W is normalized along its input dimension, i.e, the "weights
of each neuron", has to be reflected in training in the form of constraints.

Residual update Assume x,h ∈ Rd with independent entries xi, hi ∼ N (0, 1) and normalized
afterwards such that ∥x∥2 = 1 and ∥h∥2 = 1 . For the classic residual update, this yields

E[∥h+ x∥22] = E[h⊤h+ 2h⊤x+ x⊤x] = 1 + 0 + 1 = 2.

Loshchilov et al. [5] proposed to replace the classic residual update by a linear interpolation (LERP)
h← h+ x with h← h+αa(x− h) and α > 0 which leads to the benefit of explicitly learning
the impact of a layer.

E[∥h+ α(x− h)∥22] = E[∥(1− α)h+ αx∥22]
= (1− α)2E[h⊤h] + 2α(1− α)E[h⊤x] + α2E[x⊤x]

= 1− 2α+ α2 + 0 + α2 = 1− 2α+ 2α2.

The same derivation also holds for element-wise multiplication with a vector α instead of a scalar.

Activation function Due to the nonlinearity of activation functions, we resort to numerical compu-
tation of the (squared) norm of the activations. For the calculations, we assume a uniform distribution
on a sphere Sd−1. Specifically, inputs xi ∼ N (0, 1) and normalize afterwards such that ∥x∥22 = 1.
For computing the expected value, quadrature methods or Monte Carlo estimation can be used.

Constraining Parameters As mentioned in the derivation of the linear map, we require our weights
to be normalized along the input dimension. However, this does not allow to express zero vectors (the
zero vector does not lie on the hypersphere). We thus only employ a bound ∥w∥2 ≤ 1 similar to [13],
which allows the weights to adapt more freely. Consequently, our representations are not necessarily
normalized but bounded, and tending towards the boundary, see Figure P.1. These representations
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are therefore termed compact. Bounding the parameters also eliminates the need for regularization,
such as weight decay. In line with Loshchilov et al. [5], we found in preliminary experiments that we
do not require learning rate warm-up when initializing the parameters already normalized along the
input dimension. This may be due to the more stable behavior of optimization, see e.g., Figure B.1
for the variance of the first moment in Adam.

4.3 Approximal normalized GPT (anGPT)

In the following, we describe our approximal normalized GPT model, anGPT, inspired by [5]. In
contrast to nGPT, we perform normalization consistent with the assumption above, while nGPT nor-
malizes along the residual dimension (to stay on a hypersphere). This leads to different normalization
dimensions for linear maps in the input and output of an attention or feed-forward layer. Let dm,
dh, df denote the model, attention head, and up-scaled dimension, respectively. In the feed-forward
MLP, l as the number of layers, and dv as the vocabulary size. An overview of our architectural
modifications, including nGPT, can be found in Table 1.

Replace norm and residual update First of all, we remove all classical normalization layers
and replace them with a post-L2-normalization norm(x) = x/∥x∥2. Removing normalization
completely leads to unstable training. The architecture replaces the classic residual update with LERP
and replaces the learnable per-element affine parameter from the pre-norm layer with a learnable
interpolation parameter α.

Add normalization factors We add constant normalization factors in the attention layer for
the query, key, and value map, but due to the reshape into the head dimension, we consider the
head dimension as the output dimension νqkv =

√
dm/dh. Similarly, we add a normalization

factor for the output map νp =
√
dh/dm but with dh as input dimension. In the feed forward

layer we add three normalization factors νuz =
√
dm/(4dm), νd =

√
(4dm)/dm, and ≈ 3.74

(estimated via Monte Carlo) for upscaling, downscaling and the activation function, respectively.
The normalization factor for the residual LERP update is a function of α and calculated at each step
through ν(α) = 1− 2α+ 2α2. A list of normalization factors for each primitive can be found in
Appendix E. During inference, we can subsume constant normalization factors and the logits scaling
into the model parameters. Since we need no more normalization layers than the GPT model, we
expect the same inference time.

Logits scaling anGPT removes the RMSnorm before the head linear since the representation is
already normalized. However, to scale the logits, a learnable scaling vector sz ∈ Rdv is added,
similar to nGPT. Scaling before the head linear was also tested but reduced performance.

Parameter Reparameterization for Uniform Optimization Following nGPT [5], we employ a
reparameterization scheme to ensure uniform optimization dynamics across parameter types. For
any trainable scaling parameter sa (e.g., αA, αM , sz), we optimize a surrogate parameter ŝa and
compute:

sa =
sa,init

sa,scale
· ŝa

The surrogate is initialized as ŝ(0)a = sa,scale, ensuring s
(0)
a = sa,init. This reparameterization ensures

all stored parameters have comparable magnitude ∼ sa,scale, enabling Adam’s adaptive learning rate
mechanism to work uniformly across the network. The effective learning rate for updates to sa
becomes αeff = α (sa,init/sa,scale)

2.

5 Experiments

In the following, we describe multiple LLM pretraining experiments comparing anGPT to GPT
and nGPT. The experiments use SlimPajama [14] with ~627B tokens and train for < 1 epoch. All
experiments employ the GPT-NeoX tokenizer with a 50k vocabulary size [15] and a context window
of 2048 tokens. As a baseline, we extend the vanilla GPT architecture with a SwiGLU activation
function [16], rotary position embedding [17], RMS normalization [8], and QK normalization [18]
and dub the resulting model GPT+. All models are trained with Adam [11] and, in the case of GPT+,
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Figure 2: Scaling trend fits for optimal batch size and learning rate as functions of model size N . Grid
point markers are shaded by excess loss relative to all configurations for this parameter. Diamond
markers show the two-stage interpolation-based estimates of optimal hyperparameters. Dashed lines
represent fitted power laws using the estimated optimal hyperparameters.

with AdamW [19]. For learning rate scheduling, a cosine learning rate annealing [20] is employed. If
learning rate warm-up is used, 10% of the total training steps are dedicated to warm-up. For adapting
the effective learning rate of scaling parameters, we set sa,init = 0.01 for anGPT and sa,init = 1/

√
(d)

for nGPT. The following experiments compare anGPT to nGPT and GPT+. Hyperparameters are
reported in Appendix F and comparisons with related work in Appendix A.

5.1 Hyperparameter Scaling Trends

To determine optimal learning rates and batch sizes, hyperparameter scaling trends were derived
across model sizes from N = 32M to N = 0.5B parameters (Configuration in Table F.1). The
methodology follows Porian et al. [21] and DeepSeek-AI et al. [10]. We performed a grid search
for each model size over the batch size and learning rate with a Chinchilla optimal token budget
(D = 20N , [22]). Optimal batch size and learning rate for each model size were obtained via a
two-stage interpolation process adapted from Porian et al. [21]. The estimates for the optimal values
are shown in Figure 2. The process is described in detail in Appendix G with full hyperparameter
sweep results in Figure G.1. When fitting hyperparameter scaling trends for the optimal parameter
selection, we found that anGPT can use larger batch sizes for larger model sizes, which could be
beneficial for scaling the pretraining to a large number of workers for achieving speedup. For the
scaling behavior of the learning rate, we found a small negative exponent for anGPT, so the learning
rate decreases gradually as models get larger, which is expected behavior in line with previous works
[23, 10].

5.2 Performance comparison

To compare our approach to GPT+ and nGPT, we trained a 0.5B model of each architecture on
token budgets from 5B to 70B (0.5× to 7× Chinchilla optimal). For GPT+ and anGPT, we used the
optimal hyperparameters from the previous grid search and performed an additional grid search for
nGPT. Figure 3 reports the results and convergence speedup against GPT+. Results show that anGPT
and nGPT outperform GPT+ across all token budgets, with nGPT performing better at smaller token
budgets and reaching comparable performance at larger ones. Convergence measurements reveal
an average speedup factor of 1.4× for anGPT and 1.29× for nGPT compared to GPT+. Similar to
Loshchilov et al. [5], convergence speedup measurements against GPT+ without QK normalization
yield speedup factors of 2.0× for anGPT and 1.8× for nGPT, see Figure H.2. We discuss the discrep-
ancy to [5] reported speedups in Appendix H. In addition, we performed performance comparisons
on different token budgets for the 250M and 1.0B model sizes and find the 40% convergence
speedup observed for the 0.5B model consistent. Convergence plots for both models are provided in
Appendix I.

Table 2 reports the average runtime per training step for all three architectures. anGPT shows an
increase of ~3% and nGPT shows ~9% increase. The additional runtime is attributed to the additional
scaling factors, the norm implementation, and the additional norm for nGPT. During inference, similar
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Figure 3: Training the 0.5B model up to 7× Chinchilla optimal token budget. Each point is the
final validation loss of a full training run with the training budget noted on the abscissa. Below, we
measure the convergence speed-up against the GPT+ model with QK normalization.

runtimes were observed for GPT+ and anGPT but a ~3% increase for nGPT, due to the additional
normalization operations.

5.3 Comparing performance via compute-dependent scaling law

Table 2: Runtime Comparison with a 0.5B pa-
rameter model on a GPU node with 4 A100
(40GB) GPUs with a sequence length of 2048
and a batch size of 8. The experiments use
torch.compile with default settings.

Model Avg. Runtime Rel.
per Step Increase (%)

GPT+ 0.1416 -
anGPT 0.1455 2.75
nGPT 0.1552 9.60

We further compare GPT+ and anGPT by training
model sizes from 32M to 1B parameters on to-
ken budgets from 0.5× to 5× Chinchilla optimal.
This enables investigation of the scaling behavior
of the new anGPT architecture. Figure 4 shows the
results and scaling fits. Given the same compute
budget, anGPT outperforms GPT+ on any model
size and compute budget. These results were used
to derive scaling laws using the approach of Hoff-
mann et al. [22], as described in Appendix J. Both
GPT+ and anGPT exhibit nearly identical esti-
mated scaling law exponents, implying that the
improvement of validation loss is not significantly
different across these architectures.

5.4 Downstream Evaluation

To verify that pretraining improvements transfer beyond perplexity metrics, we evaluate our models on
standard benchmarks. The 1B anGPT model consistently outperforms GPT+ across six benchmarks
and three training budgets, with improvements ranging from 3% to 22% depending on the task.
Detailed downstream evaluation results are presented in Appendix K.

5.5 Ablation studies

To investigate the modifications added to a vanilla GPT architecture, small experiments were con-
ducted on a 0.5B GPT model trained on 10B tokens from OpenWebText [24]. When adding QK
norm to the baseline, it leads to a performance gain of 2.1% as visualized in Figure 5. Additional
benefits emerge from using nGPT, with further improvements from using weight bounds instead
of weight normalizations. The replacement of the normalization layer after the LERP update by a
normalization factor does not reduce the performance. For anGPT (additional normalization factors,
different normalization dimension, removing scaling vectors), we see an additional gain of 0.4%. Ex-
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Figure 4: Training different model sizes on different token budgets. Each point represents a full
training with the training budget noted on the abscissa. The scaling law is fitted for both architectures
as described in Appendix J and indicated by the dashed line.

tensive ablation studies further assess the sensitivity of anGPT to variations in normalization factors.
Our analysis shows that while the method is robust to small estimation errors (below 2%), the residual
normalization factors are critical for training stability. Complete ablation results, including sensitivity
to factor scaling and comparisons with different configurations, are provided in Appendix L.
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Figure 5: We run ablation experiments with a 0.5B parameter model using 10B tokens from
OpenWebText. Adding QK norm shows a performance gain. We modify nGPT by replacing the
normalization of the LERP update with a normalization factor and, in addition, by bounding weights
instead of normalizing them. The anGPT mainly replaces scaling vectors by normalization factors.

5.6 Analysis of anGPT

First of all, we analyze the learnable interpolation parameters α and find adaptive feature utiliza-
tion throughout training, with values increasing from 0.05 to 0.12–0.25. Details are provided in
Appendix M. Further, we empirically verify that approximate normalization maintains stable norms
throughout the network. Analysis shows that anGPT maintains near-unity norm ratios (0.86–1.86)
across layers while GPT+ exhibits significant norm growth (up to 5.83× in deeper layers). Detailed
measurements are provided in Appendix N. Finally, we evaluate robustness to distribution shifts
using pathological inputs. anGPT maintains better norm stability (1.5× change) compared to GPT+
(3.4× change), with no catastrophic failures. See Appendix O for detailed analysis.
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6 Limitations

Despite the extensive experimental evaluation, we do not perform experiments with more than 7×
Chinchilla optimal token budgets; our approach could perform worse than nGPT or GPT+ training
with larger budgets. We also did not perform multiple experiments with different random seeds to
generate error bars due to the high cost of GPT pretraining. We do not evaluate on the downstream
task and assume that the validation loss correlates with the downstream performance. It is also hard
to get a meaningful downstream signal from small and short-trained LLMs. Lastly, we perform the
majority of the experiments on only one dataset and only with the GPT architecture; the performance
could diverge with different datasets and data modalities.

7 Discussion

In our preliminaries, we hypothesized that the benefits of normalization stem from two effects:
stabilizing input scales across layers and preventing representation norm escalation. Our experimental
results provide strong evidence supporting both hypotheses. First, we hypothesized that normalization
enhances optimization, as confirmed by Figure B.1. This shows that anGPT exhibits significantly re-
duced variance in Adam’s first moments compared to GPT+, without requiring learning rate warm-up.
Second, our hypothesis addressed the "Curse of Depth." As seen in Figure 1, GPT+ shows input norms
growing exponentially with depth, while anGPT successfully constrains this growth. Traditional
normalization layers employ learnable parameters γ that serve two purposes: stabilizing network acti-
vations while simultaneously participating in loss minimization. This conflation of roles complicates
optimization dynamics. In anGPT, we deliberately decouple these concerns—normalization factors
ν handle stabilization exclusively, while the remaining parameters focus solely on minimizing the
loss. This decoupling eliminates the need for warm-up while preserving favorable scaling properties.
Since weight decay is also unnecessary, the practical impact is substantial: hyperparameter tuning
becomes simpler and scaling law derivation more efficient, as fewer parameters need to be tuned.

Interestingly, the theoretical assumptions motivating our normalization factors do not strictly hold
during training and are even violated by design. This occurs because weights are bounded rather than
normalized, leading to compact rather than perfectly normalized representations. Nevertheless, we
still observe concentration empirically (see Figure P.1), particularly due to the high dimensionality of
representations. This robustness to assumption violations actually strengthens our approach, demon-
strating that exact normalization is unnecessary to achieve the benefits traditionally associated with
normalization layers. The key insight is that decoupling stabilization from loss minimization enables
1.4× faster convergence compared to GPT with QK norm, while adding only minor computational
overhead (see Figure 3).

Looking forward, several directions warrant further investigation. The compact representation space
maintained by anGPT makes it particularly amenable to reduced-precision training. The bounded
nature of activations and weights could enable efficient FP8 training without the numerical instabilities
typically associated with low-precision arithmetic in unbounded architectures. Additionally, extending
the approximate normalization framework to other architectures such as vision transformers and
diffusion models could yield similar efficiency gains. Another promising avenue is exploring whether
alternative optimizers might be more suitable for normalized architectures than Adam, as the bounded
parameter space and stable gradient flow could benefit from optimization algorithms specifically
designed for compact spaces.

8 Conclusion

We presented anGPT, an approximately normalized transformer that achieves faster convergence
through scalar multiplication-based normalization. By leveraging the concentration of norms in
high-dimensional spaces and decoupling stabilization from loss minimization, our method eliminates
the need for weight decay and learning rate warm-up while maintaining only 3% computational
overhead. Overall, anTransformer demonstrates that the benefits of consistent normalization, such
as convergence speedup and fewer hyperparameters, can be achieved with minimal computational
overhead, and provides a promising approach to training large language models with predictable
scaling behavior.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction state that the paper’s contribution is a "Approxi-
mately Normalized Transformer" with faster convergence and fewer hyperparameters at a
minor increase in training time. These claims are consistent with the experimental results
presented in the paper. Further, the abstract and introduction claim to motivate normalization,
which is consistent with the Preliminaries Section.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations and provide a critical reflection of our experimental
setup in Section 6. Regarding the computational efficiency, we report the runtime of our
approach in Table 2.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

14



3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Theorem 1 about the concentration of Lipschitz functions on a sphere is not
our result but was taken from [12], we only use it to justify our approach. All assumptions
used to derive the normalizing factors are stated in Section 4.2.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper describes the architecture in Section 4.3 and the experimental
setup in Section 5. It provides detailed hyperparameters in Appendix F, including model
architectures, optimization settings, and training configurations. The used datasets are
publicly available. The supplemental material contains the source code of all described
architectures.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The used datasets are publicly available. An open-source implementation of
anGPT is available at https://github.com/automl/anGPT.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper describes the architecture in Section 4.3 and the experimental
setup in Section 5. It provides detailed hyperparameters in Appendix F, including model
architectures, optimization settings, and training configurations. The used datasets are
publicly available (e.g., on Huggingface). The supplemental material contains the source
code of all described architectures, including the training pipeline.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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Justification: The experimental results are presented without error bars or statistical sig-
nificance tests. The performance comparisons show single runs rather than averages over
multiple seeds. This is also mentioned in the limitations, Section 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: We provide details about the used hardware and the total compute budget
in Appendix F, but not for each single experiment. Since we derived scaling laws, we
performed a huge variety of different-sized experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research focuses on technical improvements to transformer architectures
without raising ethical concerns. It doesn’t involve sensitive data, harmful applications, or
privacy issues.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This work is foundational research on transformer architecture optimization,
not tied to specific applications. Our contribution is a technical improvement to training
efficiency rather than introducing new capabilities with direct societal implications.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper focuses on a training methodology rather than releasing high-risk
models or datasets, so safeguards are not applicable.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: The paper properly references existing datasets and software in Appendix F
with appropriate citations.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper introduces a new model architecture rather than datasets or other
assets, so this question isn’t applicable.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or human subjects research.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve human subjects research, so IRB approval is not
applicable.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The paper develops a training methodology for transformers but does not use
LLMs as a component in the research process itself.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Related Work

Previous approaches have addressed the “Curse of Depth” [6] through depth-specific scaling [25],
initialization strategies [26], or hybrid normalization schemes [27]. Sun et al. [6] introduced a
constant scaling factor depending on the layer number after the pre-normalization layer. This reduces
the effect of increasing variance on the residual, but in contrast to our approach, it does not aim to
eliminate the effect. In this work, we propose a comprehensive solution that normalizes the entire
representation at each layer, ensuring all network components contribute effectively regardless of
depth.

Franke et al. [13] introduces Constrained Parameter Regularization which bounds a statistical
measure, like the L2-norm, of learnable parameters using an augmented Lagrangian optimization
instead of applying weight decay. Therefore, they introduce multiple initialization methods to find
the right norm value. In contrast, our work bound all parameter matrices to one, and we also
approximately normalized the representation space.

Multiple works proposed methods or architecture changes to remove or replace the normalization [28–
31]. Most recently, Zhu et al. [32] proposed to replace the normalization layer with a Dynamic Tanh
layer (DyT) based on the observation that normalization produces S-shaped input-output mappings.
DyT consists of a tanh function with an input scaling scalar and output scaling vector. In contrast to
our approach, DyT does not change the representation or weight space and only aims for an improved
runtime.

Comparison to related work

We compare our anGPT approach to the constant scaling factor [6] and the dynamic tanh (DyT)
replacement of the layer normalization [32]. We train both on a 0.5B GPT setting on 10B SlimPajama
tokens (Chinchilla optimal) using the same configuration as for GPT+. However, we tune the learning
rate for both approaches. We apply the additional learnable scaling factor for DyT as proposed and a
α0 initialization of 1.0 according to Table 12 in [32]. We include in the comparison nGPT and GPT+
and show the results in Figure A.1.

We see a strong performance drop using DyT. When using LN scaling, we find the results on par with
GPT+ without scaling. nGPt outperforms GPT+ slightly, and anGPT shows the best performance in
this setting.
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Figure A.1: Comparison of GPT+, nGPT, and anGPT to the LN scaling [6] and DyT normalization
[32] in a 0.5B GPT training on 10B SlimPajama token budget. We use the same configuration as for
GPT+ and tune the learning rate.
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B Variance on the Adam momentum

To understand the effects of our normalization on training with Adam, we analyze the (relative)
variance of the momentum vector m. The relative variance was computed by dividing each step of
the timeseries V(mt) by

∑T
t=1 V(mt)

We can see that for GPT+, warm-up allows the (relative) variances of the momentum terms to become
small before the main training starts at 2000 steps, see Figure B.1. Without warm-up, see Figure B.2,
we observe stronger peaks in the relative variance of the momentum vector, which likely destabilizes
training. It can also be seen that the (relative) variance of the momentum vector for anGPT starts
mostly at zero for all parameters and develops gradually with little deviation between parameters.
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Figure B.1: The Variance of the Adam momentum for the Transformer parameter groups during
training. The traces correspond to individual layers. Each subplot shows the per-step variance of
Adam’s first moment estimates for one weight matrix, relative to each layer’s total variance over all
training steps. Despite learning-rate warm-up, GPT+ shows a variance spike in all four parameter
groups at the start of the training.

22



0 5000 10000 15000 20000

Training step

0.00

0.05

0.10

0.15

R
el

at
iv

e
va

ri
a
n

ce

Wqkv relative momentum variance

GPT+

anGPT

0 5000 10000 15000 20000

Training step

0.00

0.05

0.10

0.15

R
el

at
iv

e
va

ri
a
n

ce

Wp relative momentum variance

GPT+

anGPT

0 5000 10000 15000 20000

Training step

0.00

0.05

0.10

0.15

R
el

at
iv

e
va

ri
an

ce

Wuz relative momentum variance

GPT+

anGPT

0 5000 10000 15000 20000

Training step

0.00

0.05

0.10

0.15

R
el

at
iv

e
va

ri
an

ce

Wd relative momentum variance

GPT+

anGPT

Figure B.2: The Variance of the Adam momentum for the Transformer parameter groups during
training. The traces correspond to individual layers. Each subplot shows the per-step variance of
Adam’s first moment estimates for one weight matrix, relative to each layer’s total variance over all
training steps. GPT+ is trained without a learning rate warm-up.
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C RMSNorm γ-norms and block-input norms in GPT+
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Figure C.1: The RMSNorm γ norm and layer input norm for each layer in GPT+ after the final
training. We see the growing norm on the residual and a slightly correlated growth of the norm in the
γ parameter.
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D Normalizing the Attention Matrix

To apply the normalization for the linear map to Av, we require the rows ai of A to be normalized.
Assuming the entries aij of A ∈ Rs×s are identically distributed, and the softmax computation is
applied along the rows A, we know that

∑
j aij = 1. By symmetry (identical distribution), we

know that E[aij ] = 1/s. For the rows ai to be normalized, it is required that ∥ai∥22 =
∑

j a
2
ij = 1,

i.e., E[aij ] = 1/
√
s. We therefore scale the attention matrix by s/

√
s =
√
s. If a mask for causal

attention is used, we know the number of zero entries in each row. Thus, the expected value of the
nonzero entries in the r-th row is E[arj ] = 1/r, so the r-th row is scaled by r/

√
r =
√
r.

Note that the normalization factors are likely less useful for attention as the expected values effectively
model dense attention scores, while sparse attention is usually more realistic. Hence, calculating
useful normalization factors for the attention matrix likely requires information about the number
of effectively nonzero attention scores. Unfortunately, this information is often not directly acces-
sible due to the use of FlashAttention [33]. Approaches to leverage this information for effective
normalization may be seen as directions for future work.

E Explicit Normalization Factors

We derive the normalization factors using νg = 1/
√

E[∥g(x)∥22] for linear maps and Monte Carlo
estimation for activation functions. The specific factors are:

• Query, Key, Value projections: νqkv =
√

d/h for Wqkv ∈ Rh×d

• Output projection: νp = 1 for Wp ∈ Rd×d

• Up projection: νuz =
√
d/f for Wuz ∈ Rf×d

• Activation function: νacf = 3.74 (via Monte Carlo with 105 samples)

• Down projection: νd =
√
f/d for Wd ∈ Rd×f

• Residual interpolation: ν(α) = 1/
√
α2 + (1− α)2

where d is the model dimension, h is the head dimension (64 in our experiments), and f is the
feed-forward dimension (typically 4d).
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F Training Details

In our experiments, we use model sizes from 32M up to 1B parameters and list the architecture
hyperparameters in Table F.1. For the optimization, we use Adam and AdamW and list the corre-
sponding training hyperparameters in Table F.2. We used two datasets in this paper, SlimPajama
(Apache 2.0 license) [14] and OpenWebText (Creative Commons Zero v1.0) [24]1. SlimPajama
provides a validation set, and for OpenWebText, we used 10k randomly selected documents as a
validation set.

We implemented our experiments in PyTorch 2.6 [34] and used Flash Attention 0.7.3 [33]. All plots
are generated with Matplotlib [35]. We performed all experiments on a research cluster with 4×
A100 40GB GPU nodes and used in total about 30k GPU hours. The smallest experiments are around
1 GPU hour, and the largest are up to 750 GPU hours. An open-source implementation of anGPT is
available at https://github.com/automl/anGPT.

Table F.1: The different GPT-style language model architectures used in this work and the total
parameter counts. All models use a vocabulary size of 50,304 tokens. The difference between GPT+
and anGPT accrues due to the difference in head scaling size (vocabulary size instead of model
dimension). The difference between GPT+ and nGPT comes from additional scaling vectors in each
MLP (2× dMLP ) and MHA (2× dmodel) layer.

Model 32M 62M 125M 250M 0.5B 1B
Model Dimension (dmodel) 256 384 512 768 1024 1280
Number of Layers (nlayers) 6 10 18 18 24 36
Number of Attn. Heads (nheads) 4 6 8 12 16 20
Head Dim. (dk = dmodel/nheads) 64 64 64 64 64 64
MLP Dim. (dMLP = 4× dmodel) 1024 1536 2048 3072 4096 5120

Parameters in GPT+ 32.05M 62.24M 127.03M 247.17M 505.73M 1.073B
Parameters in nGPT 32.11M 62.33M 127.16M 247.34M 506.00M 1.073B
Parameters in anGPT 32.10M 62.28M 127.08M 247.21M 505.78M 1.073B

Table F.2: If not other specified, we used the following hyperparameters of the GPT+, nGPT, and
anGPT training runs in the experiment section.

Parameter GPT+ nGPT/anGPT
Gradient Clip Val 1.0
Precision bf16-mixed
Optimizer AdamW Adam
Beta1 0.9
Beta2 0.95
Eps 1.0× 10−9

Weigth decay 0.1 0
Lr Num warm-up Steps 20% 0
Lr Decay Factor 0.01
Lr Schedule Cosine
Param. Scale Init - 1/

√
dm / 0.001

Dropout 0
Rotary Pos Embed True
Rotary Emb Fraction 0.5
Use Bias False
Flash Attention True
Torch Compile True
Context size 2048

1Both datasets are accessible on Huggingface: https://huggingface.co/datasets/cerebras/
SlimPajama-627B and https://huggingface.co/datasets/Skylion007/openwebtext
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G Fitting hyperparameter scaling trends

To investigate the optimal hyperparameters and scaling trends of the new anGPT architecture, we
performed a grid search on different scales and used the extrapolated optimal configuration to train
multiple models on different token budgets. We orient our procedure on Porian et al. [21] work
investigating the discrepancies in compute-optimal scaling of language models between Kaplan et al.
[36] and Hoffmann et al. [22].

For the grid search, we performed training runs with GPT+ and anGPT on the SlimPajama dataset
with different model scales from 32M to 0.5B parameters. We train a Chinchilla optimal token
budget of 20× the number of training parameters [36]. Similar to Porian et al. [21], we used an Adam
β2 parameter of 0.99 for experiments below 100M parameters and 0.95 above. We performed at least
three experiments per scale and batch size with different learning rates, so that the best configuration
is always in the middle of the parameter grid. Our raw results of the hyperparameter sweeps can be
found in Figure G.1.

Estimating the optimal batch size and learning rate via interpolation

Our interpolation method for estimating the optimal batch size and learning rate closely follows
the two-stage procedure proposed by Porian et al. [21]. In their method in the first stage, for each
model size and batch size, the optimal learning rate was identified by performing Akima interpolation
(in log-space) on the loss as a function of the learning rate, taking the lowest loss among three
tested values of the hyperparameter β2, and subsequently identifying the minimizing argument. In
the second stage, they applied interpolation again, this time over batch sizes, using the previously
interpolated minimal losses to pinpoint an optimal batch size. The final optimal learning rate for the
identified batch size was obtained by interpolating the sequence of (batch size, minimizing learning
rate) pairs and evaluating this interpolant at the determined optimal batch size.

Our approach mirrors this two-stage interpolation methodology but differs by utilizing pre-selected
and fixed β2 values, thus avoiding the need for optimization over β2. As discussed in the previous
section, we use an Adam β2 parameter of 0.99 for experiments below 100M parameters and 0.95
above.
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Figure G.1: Hyperparameter sweep results: The validation loss after 20 × N training steps as a
function of the learning rate for different model sizes N and batch sizes. Plot design inspired by
Wortsman et al. [37]. The stars with a black outline indicate the interpolated minimum learning rate
as used in the first stage of the estimation of the optimal batch size and learning rate.
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H Comparison to nGPT

Since we compare our work with nGPT [5], we performed a sanity check with our code base and
compared the results of the official nGPT implementation [38]. We reconstructed the values of the
reported model performance across different learning rates from the repository in Figure H.1 and
added our results. We find the final validation loss values for nGPT and GPT without QK norm
match the reported numbers. We also found anGPT has a slightly lower final validation loss (0.6%)
than nGPT, but, maybe more importantly, we also found that GPT with QK norm increases the GPT
baseline performance substantially (2.6% lower final validation loss).

10−3 10−22× 10−3 3× 10−3 4× 10−3 6× 10−3

Initial learning rate

2.60

2.65

2.70

2.75

2.80

2.85

2.90

2.95

3.00

F
in

al
va

li
d

at
io

n
lo

ss

0.5B model with 1K context on OpenWebText

rep. GPT

rep. nGPT

our GPT+

our GPT+ noQK

our nGPT

our anGPT

Figure H.1: We reconstructed the Figure from the nGPT Github repository and compared the results
of our implementation with the official reported loss values (gray) from experiments with a 0.5B
parameter model, 512 batch size, 1k context size, and on 5B OpenWebText tokens / 10k training
steps.

This finding is in line with our experiment on SlimPajama, shown in Figure H.2. We find a higher
convergence speedup when compared to GPT+ without QK norm. However, there is still a gap to the
reported speedup factors of 4× up to 20× by Loshchilov et al. [5]. We hypothesize this could be due
to different training data, training budget, hyperparameters, and/or the codebase.

In contrast to nGPT, we use a larger training corpus to perform LLM pretraining experiments without
training multiple epochs. While Loshchilov et al. [5] used OpenWebText [24] with ~9B tokens
(32k tokenizer) and trained for multiple epochs (up to 50 epochs), we use SlimPajama [14] with
~627B tokens (50k tokenizer) and train for < 1 epoch. Also, we trained only up to ×7 Chinchilla
optimal [22] token budgets while nGPT was trained on up to ×20 Chinchilla optimal token budgets.
Furthermore, we tuned the batch size and found a smaller batch size for GPT+ slightly better than
for anGPT. We trained only on a context length of 2k tokens (since the average document length
in SlimPajama is only 1k tokens) while nGPT was trained on up to 8k tokens context size. Lastly,
the publicly available codebase on GitHub is different from the one used in the paper, as the author
explains in GitHub Issue 6 [38]. Nevertheless, the nGPT codebase was very helpful for our work.
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Figure H.2: Training the 0.5B model up to 7× Chinchilla optimal token budget. Each point is a full
training with the training budget noted on the abscissa. The plot below shows the convergence speed
up against the GPT+ model without QK normalization.
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I Convergence Analysis Across Model Scales

Figure I.1 shows convergence comparisons for 250M and 1B parameter models, demonstrating that
the 40% speedup observed for 0.5B models (Figure 3 in main paper) is consistent across scales.
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Figure I.1: Convergence comparison for (a) 250M and (b) 1B parameter models. Similar to the 0.5B
results, anGPT achieves the same loss with significantly fewer iterations, demonstrating consistent
40% speedup across model scales.
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J Derive scaling laws

For each combination of compute scale C and architecture, we select a point with the minimal
validation loss. We use the approach described in Hoffmann et al. [22]: we bin compute into 1500
FLOPs logarithmically spaced intervals and for each bin we obtain a point with the minimal loss.
We obtain a mapping from each combination of parameters and number of tokens to the compute C.
Following Hoffmann et al. [22], [36] we assume that the validation loss L(C) is proportional to C−α

(α > 0) up to some positive constant A0.

From the Figure 4 we see that GPT+ has a slightly higher coefficient A0, which means it starts
off with a higher loss than anGPT. Both GPT+ and anGPT have nearly identical estimated scaling
law parameters, which implies that improvement of validation loss is comparable across these
architectures.

We follow [22] and model compute optimal number of tokens Nopt(C) and Dopt(C) as power laws.
From the set of point {N,D} we select such D and N that correspond to minimal validation loss:

Dopt;Nopt := argmin L(C)

To estimate 95% confidence intervals for model predictions, we propagate the uncertainty from the
fitted parameters through the model. This involves computing the Jacobian matrix J of the model
output with respect to the parameters, evaluated at the extrapolated inputs. The variance of the
predicted values is then approximated using the delta method as

σ2 = J⊤ Cov(θ̂) J.

The resulting confidence intervals are given by

ŷ ± tα/2, n−p · σ,
where tα/2, n−p is the critical value from the Student’s t-distribution at a significance level of
α = 0.05. We fit power functions through the obtained points to estimate parameters for Dopt(C)
and Nopt(C). The obtained power law fits are shown in Figure J.1, and the estimated parameters are
in Table J.1.

Model D0 αD N0 αN

GPT+ 13.408079 0.466271 0.336617 0.465600

anGPT 9.727337 0.473190 0.650506 0.451378

Table J.1: Estimated scaling law parameters for compute-optimal dataset size for Dopt(C) and
compute-optimal model size Nopt(C). The table reports fitted values for both anGPT and GPT+. We
observe that both models exhibit very similar exponents, which suggests comparable trends in how
optimal dataset and model size should be selected under certain compute.
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Figure J.1: Scaling laws for compute-optimal model size and dataset size. a) shows the estimation
for compute optimal number of parameters Nopt(C) and b) shows compute-optimal dataset size
Dopt(C), both as function of compute C. We observe that both anGPT and GPT+ have similar
scaling trends for compute-optimal allocations. Notably, both fits exhibit high uncertainty, which is
indicated by the wide confidence intervals surrounding the curves.
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K Downstream Task Evaluation

We evaluate our models on standard benchmarks to verify that pretraining improvements transfer to
downstream tasks. Table K.1 shows results for 1B models across different training budgets.

Table K.1: Downstream evaluation on 1B models. Higher is better for all metrics except perplexity
(PPL).

Metric Model Training Budget
10B Tokens 21B Tokens 42B Tokens

PIQA (Acc) GPT+ 0.669 0.674 0.700
anGPT 0.680 0.702 0.718

ARC-Easy (Acc) GPT+ 0.508 0.532 0.561
anGPT 0.539 0.561 0.596

HellaSwag (Acc) GPT+ 0.338 0.363 0.400
anGPT 0.354 0.386 0.413

LAMBADA (PPL) GPT+ 36.915 24.932 16.726
anGPT 28.780 17.577 14.679

WikiText (PPL) GPT+ 22.648 21.661 17.621
anGPT 20.518 17.734 16.175

WinoGrande (Acc) GPT+ 0.522 0.536 0.554
anGPT 0.530 0.559 0.563

MMLU (Acc) GPT+ 0.232 0.239 0.243
anGPT 0.232 0.241 0.256

anGPT consistently outperforms GPT+ across benchmarks, with particularly strong improvements in
perplexity-based metrics (LAMBADA, WikiText) and reasoning tasks (ARC-Easy, HellaSwag). The
performance gains correlate well with the validation loss improvements observed during pretraining.
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L Ablation Studies

We conduct comprehensive ablation studies to investigate the sensitivity of anGPT to variations in
normalization factors. Table L.1 shows the impact of different modifications to the normalization
scheme on a 0.5B model trained on 10B tokens.

Table L.1: Ablation study on normalization factors. We report relative change to anGPT in parentheses
(%).

Configuration Validation Loss PPL

GPT+ 2.677 (+1.46%) 14.541 (+3.94%)
anGPT (baseline) 2.638 13.990

anGPT (const. norm factor ×0.5) 2.647 (+0.34%) 14.116 (+0.90%)
anGPT (const. norm factor ×2.0) 2.642 (+0.12%) 14.033 (+0.31%)
anGPT (all norm factors ×0.5) 7.935 (+200%) 2792.69 (+19k%)
anGPT (all norm factors ×2.0) NaN NaN
anGPT (no const. norm factors) 2.667 (+1.09%) 14.400 (+2.93%)
anGPT (no residual norm factor) 2.719 (+3.04%) 15.156 (+8.33%)
anGPT (no norm factors) 2.718 (+3.02%) 15.148 (+8.28%)
anGPT (no LERP) 2.688 (+1.89%) 14.700 (+5.08%)

anGPT (half token budget) 2.755 (+4.42%) 15.718 (+12.36%)
anGPT (double token budget) 2.565 (-2.78%) 13.000 (-7.07%)

These results demonstrate that while the normalization factors are sensitive to large perturbations (50%
or 200% scaling), the method remains robust to smaller estimation errors. The residual normalization
factors are most critical, as their manipulation can cause training collapse. The 1.09% performance
drop from removing constant normalization factors is significant when compared to the performance
gap between anGPT and GPT+ (1.46%).
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M Evolution of Learnable Parameters

We track the evolution of learnable interpolation parameters αA (attention) and αM (MLP) throughout
training. Figure M.1 shows these parameters across different layers and model sizes. The increase
in α values demonstrates that the model learns to increasingly incorporate new features from each
block.
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Figure M.1: Evolution of interpolation parameters during training of a 0.5B parameter model.

36



N Empirical Validation of Norm Concentration

To verify that approximate normalization maintains stable norms throughout the network, we measure
the ratio of mean input norm to mean output norm for each block. Table N.1 shows these ratios at
different layers.

Table N.1: Ratio of mean output norm to mean input norm for transformer blocks. Values close to
1.0 indicate stable norm propagation.

Layer anGPT GPT+

First attention 1.07 0.01
First MLP 1.86 1.60
Middle attention 0.86 2.47
Middle MLP 0.97 2.60
Last attention 0.92 4.62
Last MLP 1.22 5.83

anGPT maintains near-unity ratios (0.86–1.86) while GPT+ exhibits significant norm growth in deeper
layers (up to 5.83×), demonstrating the effectiveness of approximate normalization in stabilizing
gradient flow. We measure the error introduced by using ν = 1/

√
E[∥x∥2] as an approximation:

Table N.2: Estimation error of normalization factors
Factor Relative Error

νqkv 1.16%
νp 0.07%
νuz 0.02%
νd 0.08%
νacf 0.41%
ν(α) 0.00%

All errors are below 2%, well within the robustness margins demonstrated in our sensitivity analysis.
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O Robustness to Distribution Shift

We evaluate norm stability under out-of-distribution inputs by comparing normal text samples against
pathological inputs (512 repetitions of the same token). This tests whether fixed normalization factors
remain effective under extreme distribution shifts.

Table O.1: Mean residual norms under distribution shift (0.5B model)
Text Input Same Token

Model Mean Std Mean Std

GPT+ 1831.42 353.93 545.68 78.80
anGPT 2.48 0.18 1.65 0.15

While both architectures exhibit norm changes under distribution shift, anGPT maintains better
stability with only 1.5× change compared to GPT+’s 3.4× change. The moderate norms and absence
of catastrophic failure indicate robustness to distribution shifts, supporting the generalizability of our
approach beyond standard training distributions.
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P Norms of the parameter groups in anGPT

Each line represents the average norm of the input direction, i.e., rows in case of Wx.
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Figure P.1: The mean norm of dimension 1 (input dimension) of anGPT parameter groups during
training. The traces correspond to individual layers. We see that despite the bound, the norm stays
close to one.
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