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ABSTRACT

End-to-End Autonomous Driving (E2EAD) methods typically rely on super-
vised perception tasks to extract explicit scene information (e.g., objects, maps).
This reliance necessitates expensive annotations and constrains deployment and
data scalability in real-time applications. In this paper, we introduce SSR, a
novel framework that utilizes only 16 navigation-guided tokens as Sparse Scene
Representation, efficiently extracting crucial scene information for E2EAD. Our
method eliminates the need for supervised sub-tasks, allowing computational re-
sources to concentrate on essential elements directly related to navigation intent.
We further introduce a temporal enhancement module that employs a Bird’s-Eye
View (BEV) world model, aligning predicted future scenes with actual future
scenes through self-supervision. SSR achieves state-of-the-art planning perfor-
mance on the nuScenes dataset, demonstrating a 27.2% relative reduction in L2 er-
ror and a 51.6% decrease in collision rate to the leading E2EAD method, UniAD.
Moreover, SSR offers a 10.9x faster inference speed and 13 x faster training time.
This framework represents a significant leap in real-time autonomous driving sys-
tems and paves the way for future scalable deployment. Code will be released.

1 INTRODUCTION
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Figure 1: Performance Comparison of Various Methods in Speed and Accuracy.

Vision-based E2EAD (Hu et al.} |2023b; Jiang et al., 2023} |Sima et al., 2023 |Zheng et al.| [2024b;
Sun et al.l 2024; Weng et al.l [2024; [Li et al.| 20244} |Guo et al., |2024) has gained significant atten-
tion in recent research as a cost-effective alternative for autonomous driving systems. Traditional
architectures typically consist of separate perception and planning modules. While most perception
modules are handled by neural networks (NN), planning modules often rely on rule-based pipelines.
This separation can lead to information loss during the transfer between modules, resulting in sub-
optimal performance. E2EAD addresses this by using entire neural networks to predict planning
trajectories from images, thereby minimizing information loss and improving overall performance.

However, most current E2ZEAD approaches build upon complex perception frameworks, often in-
corporating additional NN-based planning modules. These approaches typically inherit tasks such
as object detection (Li et al., 2022b; [Philion & Fidler| |2020), mapping (Li et al., | 2022a} |Liao et al.,
2022)), and occupancy prediction (Sima et al.l 2023} Huang et al., 2023), resulting in large and
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computationally intensive neural networks. Despite their integration, these models still maintain
modular framework design, requiring independent sub-tasks’ supervision. As a result, they remain
annotation-intensive, suffer from scalability issues, and are inefficient for real-time deployment.

While many E2EAD methods continue to mimic the paradigm established by prior BEV percep-
tion works, they often overlook a critical question: Do E2EAD systems still require such extensive
perception tasks? Existing methods often employ multiple perception branches to supervise task-
specific queries, derived from dense BEV features which encapsulate rich scene information. The
reliance on auxiliary perception tasks primarily stems from the need to distill relevant information
from massive scene elements, limiting data scalability and real-time applicability. Thus, we seek for
a more focused approach that directly targets driving-related elements without the need of auxiliary
supervision. The challenge, then, becomes: How can we efficiently identify and focus computa-
tional resources on the crucial parts of the scene without auxiliary perception supervision?

To address this, we introduce SSR, a novel framework that leverages navigation-guided Sparse Scene
Representation, learning from temporal context in self-supervision rather than explicit perception
supervision. Inspired by how human drivers selectively focus on scene elements based on navigation
cues, we find that only a minimal set of tokens from dense BEV features is necessary for effective
scene representation in autonomous driving. Since E2EAD methods do not rely on high-definition
maps as input, a high-level command (e.g., “turn left”, “turn right”, “go straight” following common
practices in Hu et al.|(2023b); Jiang et al.| (2023)) is required for navigation. Our method, therefore,

extracts scene queries guided by the navigation commands, akin to human attention mechanisms.

As illustrated in Fig. [2a), existing methods typically extract all perception elements following
previous BEV perception paradigms. These methods rely on Transformer (Vaswani et al., 2017)
to identify relevant ones in the additional planning stage. In contrast, as shown in Fig. [2(b), SSR
directly extracts only the essential perception elements in the guidance of navigation commands,
thereby minimizing redundancy. Our approach takes full advantage of the end-to-end framework,
breaking the modular cascade architecture in a Navigation-Guided Perception manner. While prior
works (Sun et al.,[2024;|Zhang et al.| |2024) attempt to reduce computation by skipping BEV feature
construction, they still depend on hundreds of task-specific queries. However, our method drastically
reduces computational overhead by using just 16 tokens guided by navigation commands.

Additionally, SSR capitalizes on temporal context to circumvent the need for perception tasks su-
pervision. We hypothesize that if a predicted action aligns with the actual action, the resulting scene
should match the real future scene. Specifically, we predict future BEV features, which are then
self-supervised by the actual future BEV features. This BEV world model, which takes current BEV
features and the planning trajectory as input to predict future BEV features, offers an alternative for
supervising both scene representation and planning trajectories without auxiliary annotations.

By leveraging navigation-guided perception paradigm and temporal self-supervision, SSR provides
an effective and efficient solution for real-time autonomous driving. As illustrated in Fig. {1, SSR
delivers state-of-the-art performance on the nuScenes (Caesar et al 2020) dataset, with minimal
computational overhead. Specifically, our method decreases average L2 error by 0.28 meters (a
27.2% relative improvement) and reduces the average collision rate by 51.6% relatively compared to
UniAD (Hu et al., |2023b)), even without any annotations. Remarkably, our method reduces training
time to 1/13th of that required by UniAD and is 10.9x faster during inference. Therefore, SSR has
the potential to manage large-scale data in real-time applications, further enhancing performance.

Our contributions are summarized as follow:

* We introduce a human-inspired E2EAD framework that utilizes learned sparse query rep-
resentations guided by navigation commands, significantly reduces computational costs by
adaptively focusing on essential parts of scenes.

* We highlight the critical role of temporal context in autonomous driving by introducing a
BEYV world model for self-supervision on dynamic scene changes, eliminating the need for
costly perception tasks supervision.

* Our framework achieves state-of-the-art performance on the nuScenes dataset with minimal
training and inference costs, establishing a new benchmark for real-time E2EAD.
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Figure 2: Comparison of Various End-to-End Paradigms. Compared to previous task-specific su-
pervised paradigms, our adaptive unsupervised approach takes full advantage of end-to-end frame-
work by utilizing navigation-guided perception, without the need to differentiate between sub-tasks.

2 RELATED WORK

2.1 VISION-BASED END-TO-END AUTONOMOUS DRIVING

Research on End-to-End autonomous driving dates back to 1988 with ALVINN (Pomerleau, |1988)),
which used a simple neural network to generate steering outputs. NVIDIA developed a proto-
type E2E system (Bojarski et al.l 2016 based on convolutional neural networks (CNN), bypassing
manual decomposition. The recent resurgence in vision-based E2ZEAD has been driven by rapid
advancements in BEV perception (L1 et al., 2022b} |Liao et al., 2022} |[Liu et al., 2022; Huang et al.,
2023)) and modern architectures like Transformer (Vaswani et al., 2017).

ST-P3 (Hu et al., 2022b) introduced improvements in perception, prediction, and planning modules
for enhanced spatial-temporal feature learning, integrating auxiliary tasks such as depth estimation
and BEV segmentation. UniAD (Hu et al., [2023b)) built on previous BEV perception works to cre-
ate a cascade framework with a variety of auxiliary tasks, including detection, tracking, mapping,
occupancy, and motion estimation. VAD (Jiang et al., 2023) sought to streamline scene represen-
tation by vectorizing it, reducing the tracking and occupancy tasks seen in UniAD. GenAD (Zheng
et al.l 2024b) explored the use of generative models for trajectory generation, jointly optimizing
motion and planning heads based on VAD. PARA-Drive (Weng et al., 2024)) further examined the
relationship between auxiliary tasks, reorganizing them to run in parallel while deactivating them
during inference. In contrast, our approach eliminates all perception tasks, achieving remarkable
performance in both accuracy and efficiency.

2.2  SCENE REPRESENTATION IN AUTONOMOUS DRIVING

Most prior works in autonomous driving (Hu et al.| [2022b; [2023b; Jiang et al., |2023}; Zheng et al.,
2024b) have inherited approaches from perception tasks, such as|Li et al.| (2022b)), which leverages
dense BEV features as the primary scene representation. In these frameworks, task-specific queries
(e.g., for detection and mapping) are used to extract information from the BEV features under man-
ual labels’ supervision. While these approaches benefit from rich scene information, they also intro-
duce significant model complexity, hindering real-time application, particularly in occupancy-based
representations (Sima et al.,|2023; |Zheng et al., 2024a).

Following the trend of sparse paradigms in BEV detection (Lin et al., [2022; |Liu et al., 2023)), re-
cent sparse E2EAD approaches (Sun et al., 2024} Zhang et al.| 2024)) directly utilize task-specific
queries to interact with image features. These methods attempt to bypass BEV feature generation al-
together by directly interacting with image features through task-specific queries. However, despite
the reduction in BEV processing, these models still rely on hundreds of queries, which diminish the
promised simplicity and efficiency of the end-to-end paradigm. LAW (Li et al.l | 2024a) proposed
the use of view latent queries to represent each camera image with a single query. However, this
approach compromises information fidelity, leading to suboptimal performance. UAD (Guo et al.,
2024])) attempted to divide the BEV feature into angular-wise sectors but still relied on open-set de-
tector labels for supervision, maintaining the complexity of task-specific queries. In this work, we
introduce SSR, a novel approach that represents the scene by a minimal set of adaptively learned
queries, enhancing both efficiency and performance.
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Figure 3: Overview of SSR: SSR consists of two parts: the purple part, which is used during both
training and inference, and the gray part, which is only used during training. In the purple part, the
dense BEV feature is first compressed by the Scenes TokenLearner into sparse queries, which are
then used for planning via cross-attention. In the gray part, the predicted BEV feature is obtained
from the BEV world model. The future BEV feature is then used to supervise the predicted BEV
feature, enhancing both the scene representation and the planning decoder.

2.3  WORLD MODEL IN AUTONOMOUS DRIVING

World models have gained attention in autonomous driving for their generative capabilities, espe-
cially in recent years. The importance of world model lies in generating rich training data, including
rare corner cases, as demonstrated in early works like/Hu et al.|(2022a;2023a). More recently, world
models have been integrated into E2EAD frameworks to improve their performance (Wang et al.,
2023bj; Zheng et al.| [2024a; [Min et al.,2024; |Li et al.| 20244} |Guo et al.,[2024). For instance, Drive-
WM (Wang et al., [2023b) employed a diffusion model to predict multi-view videos, using these
predictions for planning. OccWorld (Zheng et al., [2024a) simultaneously predicted planning trajec-
tories and occupancy maps, while DriveWorld (Min et al.}[2024) used an occupancy world model for
pre-training, requiring costly annotations. LAW (Li et al., |2024a) introduced a latent world model
to improve E2EAD training. In our work, we present a BEV world model tailored for our sparse
scene representation, effectively encoding temporal context to boost E2ZEAD performance.

3 METHOD

3.1 OVERVIEW

Problem Formulation: At timestamp ¢, given surrounding N-views camera images I, = [I]Y ; and
a high-level navigation command c¢md, the vision-based E2EAD model aims to predict the planning
trajectory T, which consists of a set of points in BEV space.

BEV Feature Construction: As shown in Fig. [3] N-views camera images I, are processed by
a BEV encoder to generate the BEV feature. In the BEV encoder such as BEVFormer (L1 et al.,
2022b), I, is first processed by an image backbone to obtain image features F; = [Fi]Y ;. A BEV
query Q € RF*WXC is then used to query temporal information from the previous frame’s BEV
feature B;_; and spatial information from F; by cross-attention iteratively, resulting in the current
BEV feature B, € R?*Wx*C Here, H x W represents the spatial dimensions of the BEV feature,
and C denotes the feature’s channel dimension.

Q = CrossAttention(Q,B;—1,B;_1), (D
B; = CrossAttention(Q,F, Fy). 2)

The key component of our framework is the novel Scenes TokenLearner module to extract crucial
scene information, introduced in Sec. @ Unlike traditional methods that rely on dense BEV
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Figure 4: Structure of the Proposed Modules: Scenes TokenLearner and BEV World Model.

features or hundreds of queries, our approach uses a small set of tokens to effectively represent the
scene. Leveraging these sparse scene tokens, we generate the planning trajectory, a process detailed
in Sec. 3.3] Additionally, in Sec. [3.4] we introduce an augmented BEV world model designed to
further enhance the scene representation through self-supervised learning of BEV features.

3.2 NAVIGATION-GUIDED SCENES TOKEN LEARNER

BEV features are a popular scene representation as they contain rich perception information. How-
ever, this dense representation increases the inference time when searching for relevant perception
elements. To address this, we introduce a sparse scene representation using adaptive spatial atten-
tion, significantly reducing computational load while maintaining high-fidelity scene understanding.

Specifically, we propose the Scenes TokenLearner (STL) module to extract scene queries S; =
[si]ﬁvgl € RY:=*C from the BEV feature, where N, is the number of scene queries, to efficiently
represent the scene. The structure of Scenes TokenLearner is illustrated in Fig. 4] To better focus
on scene information related to our navigation intent, we adopt a Squeeze-and-Excitation (SE) layer
(Hu et al.l 2018) to encode the navigation command cmd into the dense BEV feature, producing the

navigation-aware BEV feature B4V
B = SE(By, cmd). (3)

The navigation-aware BEV feature is then passed into the BEV TokenLearner (Ryoo et al.| [2021)
module T'L gy to adaptively focus on the most important information. Unlike previous applica-
tions of TokenLearner in image or video domains, we utilize it in BEV space to derive a sparse scene
representation via spatial attention:

S, = TLppy (B, 4)

For each scene query s;, we adopt a tokenizer function M; that maps B%"* into a token vector:
RHXWXC _, RC . The tokenizer predicts spatial attention maps of shape H x W x 1, and the
learned scene tokens are obtained through global average pooling:

si = M;(B{*"") = p(B{"" © w;(B{"")), )
where w(+) is the spatial attention function and p(-) is the global average pooling function. The
multi-layer self-attention (Vaswani et al.,[2017) is applied to further enhance the scene queries:

S; = Sel f Attention(Sy). (6)

3.3 PLANNING BASED ON SPARSE SCENE REPRESENTATION

Since S; contains all relevant perception information, we use a set of way point queries W; &€
RNmxN:exC g extract multi-modal planning trajectories, where N; is the number of future times-
tamps and V,,, denotes the number of driving commands.

W, = CrossAttention(Wy, S, Sy). @)

We then obtain the predicted trajectory from W, using a multi-layer perceptron (MLP), and select
output trajectory T € R™V**2 based on the navigation command cmd:

T = Select(MLP(W,),cmd). (8)

The output trajectory is supervised by the ground truth (GT) trajectory T g7 using L1 loss, defined

as the imitation loss £;,;:
Acimi = HTGT - THl (9)
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3.4 TEMPORAL ENHANCEMENT BY BEV WORLD MODEL

We prioritize temporal context to enhance scene representation by world model instead of perception
sub-tasks. The motivation behind this module is straightforward: if our predicted actions correspond
to real actions, the predicted future scenes should closely resemble the actual future scenes.

As illustrated in Fig. |4 we introduce the BEV world model (BWM) to predict future BEV features.
First, we use the output trajectory T to translate the current scene queries into the future frame using
a Motion aware Layer Normalization (MLN) (Wang et al.,|2023a) module. The MLN module helps
current scene queries encode motion information, producing dreaming queries D;:
D; = MLN(S;, T). (10)
For the dreaming queries D, we apply multi-layer self-attention as the world model to predict the
future scene queries S;y1:
Sit1 = Sel f Attention(Dy). (11

However, since the autonomous driving system may focus on different regions even in consecutive
frames, we do not directly supervise the predicted scene queries S;; 1 with the future scene queries
S¢+1. Instead, we reconstruct the dense BEV feature B, ; using TokenFuser (Ryoo et al., 2021):

Bi.1 = TokenFuser(S;1, By) (12)

=9(By) ® Se1, (13)
where (+) is a simple MLP with the sigmoid function to remap the BEV feature B; to a weight
tensor: RIXWxC _y REXWXNs = After the multiplication ® with S;,; € RY+*C we obtain the

predicted dense BEV feature B, ; € RZ*WXC This process aims to recover the BEV feature
from the predicted scene queries for further self-supervision.

Finally, we supervise Bt+1 using an L2 loss with the real future BEV feature B;y; generated by
future surrounding images. This is defined as the BEV reconstruction loss Ly, :

Liev = ||Bey1 — Bip|2- (14)

In summary, we apply imitation loss L;,,; for the predicted trajectory, and BEV reconstruction loss
Lpey for the predicted BEV feature. The total loss of SSR is:

ﬁtotal = [fzmz + £bev~ (15)

4 EXPERIMENTS

4.1 DATASET AND METRIC

We evaluate the proposed SSR framework for autonomous driving using the widely adopted
nuScenes dataset (Caesar et al., [2020), following prior works (Hu et al.,[2023b} |Jiang et al., [2023).
To assess planning performance, we use displacement error and collision rate (CR), as in previous
studies. Displacement error is calculated by L2 error with respect to the ground truth trajectory,
measuring the quality of predicted trajectory. Collision rate quantifies the percentage of collisions
with other objects when following the predicted trajectory. In addition, to better evaluate the frame-
work in ablation studies, we measure Curb Collision Rate (CCR) as introduced in |L1 et al.| (2024b).
All metrics are calculated in 3s future horizon with a 0.5s interval and evaluated at 1s, 2s and 3s.

We observe that VAD (Jiang et al.} 2023) and UniAD (Hu et al., |2023b) utilize different evaluation
methods to calculate results across all predicted frames. VAD computes the average across all previ-
ous frames, while UniAD uses the latest result as well as the maximum value. Additionally, UniAD
excludes pedestrians from the GT occupancy map, resulting in lower collision rates. We denote
the VAD approach with the subscript AVG and the UniAD approach with MAX. For example, the
L2 error at frame ¢ (maximum 3s/0.5s = 6) is calculated as 24, = % Z§=1 L2¢ for VAD and
L2, ,x = L2 for UniAD.

We apply MAX metric by default but also calculate AVG metric for comparison with other methods
in Tab. [I} In our MAX metric, pedestrians are included in the calculation of the collision rate. We
also adjust the BEV resolution from 0.5m to 0.1m when calculating CCR following|Li et al.| (2024b)).
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Table 1: Comparison of state-of-the-art methods on the nuScenes dataset. The ego status was
not utilized in the planning module. ©: Lidar-based methods. *: Backbone with ResNet-101 (He
et al.,[2016)), while others use ResNet-50 or similar. }: FPS measured on an NVIDIA A100 GPU,
while others were tested on an NVIDIA RTX 3090. {: AVG metric protocal as same as VAD.

Collision Rate (%) |

L2(m) |

Method Auxiliary Task FPS
Is 2s 3s Avg. 1s 2s 3s Avg.

NMPo|Zeng et al.|(2019) Det & Motion 053 125 267 148 004 0.12 087 034 -
FFo[Hu et al.|(2021) FreeSpace 055 120 254 143 006 0.17 1.07 043 -
EO¢|Khurana et al.|(2022) FreeSpace 0.67 136 278 1.60 0.04 009 0.88 0.33 -
ST-P3|Hu et al.|(2022b) Det & Map & Depth 172 326 486 328 044 108 301 151 1.6
UniADx*|Hu et al. |[(2023b) Det&Track&Map&Motionkoce ~ 0.48 096 1.65 1.03 0.05 0.17 0.71 0.31 1.8F
OccNetx|Sima et al.|(2023) Det & Map & Occ 129 213 299 214 021 059 137 0.72 2.6
VAD-Base|Jiang et al.|(2023) Det & Map & Motion  0.54 1.15 198 122 004 039 1.17 053 4.5
PARA-Drive|Weng et al.|[(2024)  pewTrack&Map&Motion&oce 040 0.77  1.31  0.83 0.07 0.25 0.60 0.30 5.0
GenAD [Zheng et al.[(2024b) Det & Map & Motion  0.36  0.83 1.55 091 006 023 1.00 043 6.7
UAD-Tiny |Guo et al. |(2024) Det 047 099 171 106 008 039 090 046 1897
UADx*|Guo et al.|(2024) Det 039 081 150 090 0.01 0.12 043 019 727
SSR (Ours) None 024 0.65 136 075 0.00 010 036 015 19.6
ST-P3}|Hu et al.|(2022b) Det & Map & Depth 133 211 290 211 023 062 127 071 1.6
UniAD=*Z Hu et al.|(2023b) Det&Track&Map&Motion&occ ~ 0.44  0.67 096 0.69 0.04 0.08 023 0.12 1.8
VAD-Tiny{ Jiang et al.|(2023) Det & Map & Motion 0.46 0.76 1.12 0.78 021 035 0.58 038 16.8
VAD-Baset Jiang et al.|(2023) Det & Map & Motion  0.41 0.70 1.05 0.72 0.07 0.17 041 022 4.5
BEV-Plannerf |Li et al.|(2024b) None 028 042 0.68 046 004 037 1.07 049 -
PARA-Drivef|Weng et al.[(2024)  Det&Track&Map&Motion&oce ~ 0.25  0.46 074 048 0.14 023 039 025 5.0
LAWT |Li et al.|(2024a) None 026 057 1.01 061 0.14 021 054 030 195
GenAD{ Zheng et al.|(2024b) Det & Map & Motion 028 049 0.78 0.52 0.08 0.14 034 0.19 6.7
SparseDrivef|Sun et al.|(2024) Det & Track & Map & Motion 029 058 096 061 001 0.05 0.18 0.08 9.0
UADx*|Guo et al.|(2024) Det 028 041 065 045 0.01 0.03 0.14 006 727
SSRi (Ours) None 018 036 0.63 039 0.01 0.04 012 006 19.6

4.2 IMPLEMENTATION DETAILS

Parameters We build up SSR on VAD (Jiang et al., [2023)) and follow the setting of VAD-Tiny. We
adopt ResNet-50 (He et al., |2016) as image backbone operating at an image resolution of 640 x
360. BEVFormer(Li et al., 2022b)) is used as BEV encoder following previous works (Hu et al.,
2023b; Jiang et al., [2023)). The BEV representation is generated at a 100 x 100 resolution and then
compressed into 16 sparse scene tokens. The number of navigation commands remains 3.

Training Our model is trained for 12 epochs on 8 NVIDIA RTX 3090 GPUs with a batch size of 1
per GPU. The training phase costs about 11 hours which is 13 faster than UniAD. We utilize the
AdamW (Loshchilov & Hutter, 2019) optimizer with a learning rate set to 5x 1072, The weight of
imitation loss and BEV loss is both 1.0. Other settings follow VAD-Tiny unless otherwise specified.

4.3 MAIN RESULT

Our method outperforms existing E2EAD approaches, achieving superior results in both L2 error
and collision rate, as shown in Tab. E} For the well-known method UniAD, which employs most aux-
iliary tasks, our method reduces 0.28m (27.2% relatively) average L2 4 x error and 0.16% (51.6%
relatively) average C'Rjs4x without any auxiliary tasks. When compared to our baseline method
VAD-Tiny, SSR not only reduces 0.39m (50.0% relatively) average L2 4y ¢ error and 0.46% (79.3%
relatively) average C'R 4y ¢, but also outperforms the VAD-Base with an obvious margin (45.8% av-
erage L2 4y ¢ and 70.7% average C'R 4y ¢ reducation relatively). Furthermore, our method demon-
strates real-time efficiency, achieving 19.6 FPS (latency analysis in Appendix [A.4), which is 10.9x
faster than UniAD and 4.3 x faster than VAD-Base. Remarkably, it is also 2.2 x faster than the prior
sparse work SparseDrive (Sun et al.,2024), while reducing the average L2 4y ¢ error by 0.22m.

When compared to previous approaches that eliminate auxiliary annotations, SSR demonstrates
impressive performance across all metrics. LAW (L1 et al.| [2024a), for instance, achieves a similar
inference speed to SSR but retains a substantial gap in both L2 error and collision rate. The method
closest in performance to ours is UAD (Guo et al.| 2024])), using a larger ResNet-101 backbone and
a 1600 x 900 image resolution input, and requires an additional open-set 2D detector to supervise
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Table 2: Ablation on the nuScenes dataset. STL: Scenes TokenLearner. BWM: BEV world model.

Modules L2 (@m)| CR (%) | Number L2 (m) | CR (%) |

STLBWM 1s 2s 3s Avg. Is 2s 3s Avg. Is 25 3s Avg. 1s 25 3s Avg

8 0.220.59 1.25 0.69 0.04 0.14 0.43 0.20
0.23 0.65 1.41 0.76 0.04 0.58 0.66 0.43 16 024 0.65 1.36 0.75 0.00 0.10 0.36 0.15

0.23 0.64 1.39 0.75 0.02 0.10 0.47 0.20 32 026067 1.38 0.77 0.04 0.12 0.31 0.16
v’ 0.24 0.65 1.36 0.75 0.00 0.10 0.36 0.15 64 0.30 0.74 1.47 0.84 0.18 0.39 0.66 0.41

(a) Component-wise Ablation. (b) Number of Scene Queries.

v
v

Table 3: Ablation of navigation guidance. GS means go straight and LR denotes turn left / right.

Navigation L2-GS (m) | L2-LR (m) | CR-GS (%) | CR-LR (%) |

Guidance 1s 2s 3s  Avg. Is 2s 3s  Avg. Is 2s 3s  Avg. Is 2s 3s  Avg.
X 024 0.61 131 072 034 096 198 1.09 0.09 038 040 029 0.00 044 190 0.78
v 023 0.61 128 071 033 091 188 1.04 0.00 0.08 0.18 0.10 0.00 029 170 0.66

objectness information. Despite these additional resources, UAD still shows a 0.15m higher average
L2y 4x error compared to SSR, along with a 2.7x lower inference speed.

4.4 ABLATION STUDY
4.4.1 COMPONENT-WISE ABLATION

In Tab. [2[a), we present an ablation study on the proposed components. When the STL is enabled
instead of directly interacting waypoint queries with the BEV feature, the collision rate is reduced by
more than half. This significant decrease underscores the STL’s ability to effectively distill critical
information from the dense scene data, thereby minimizing the impact of irrelevant features and
reducing computational redundancy. Furthermore, when incorporating the BEV world model, we
observe a further reduction in the average collision rate to 0.15%. This improvement highlights
the BEV world model’s role in enhancing SSR’s comprehension of scene dynamics, contributing to
more safe trajectory planning and overall performance gains.

4.4.2 NUMBER OF SCENE QUERIES

We evaluate the impact of varying the number of scene queries in Tab. [Z(b). For L2 error, us-
ing 8 queries yields the best performance, with performance declining as the number of queries
increases. Interestingly, when considering the collision rate, the optimal performance is achieved
with 16 queries. Therefore, we select 16 queries as the default setting in SSR to strike a balance
between minimizing L2 error and reducing collision rate. The poor performance observed with 64
scene queries suggests that an excessive number of queries may overwhelm the model with too much
perception information, leading to confusion similar to directly interacting with dense BEV features.

4.5 ANALYSIS AND DISCUSSION

How does scene queries represent the scene? To understand why only a handful of queries can
effectively represent the entire scene and even outperform more complex designs, we visualize 8 out
of the 16 BEV spatial attention maps (B}%*?) from the STL module in Fig. The results re-
veal that each query focuses uniformly on a distinct region of the BEV space, with different queries
attending to different areas. When summing the attention maps of all scene queries, we observe
that the sum-attention map surprisingly covers the entire scene in a balanced manner, with greater
emphasis on the front region than the back. Furthermore, the attention maps remain relatively con-
sistent across different frames, as shown in Fig. @ indicating that c(B7'%"%) offers stable spatial
compression guidance for SSR. In essence, the scene queries act as a compressed representation of
dense BEV features, where each query concentrates on a specific spatial region.

What does scene queries learn? In Fig. |7} we visualize the navigation-aware BEV features and the
activation positions of the scene queries across different scenarios. When overtaking a vehicle on the
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Scene Query 0 Scene Query 1 Scene Query 4 Scene Query 5

Scene Query 8

FR#10 Sum-Attn

FR#65 Sum-Attn

Scene Query 10 Scene Query 12 Scene Query 14

Figure 5: Visualization of BEV Attention Map of Scene Queries. Atten-
tion maps for 8 of the 16 learned tokens are displayed. Ego vehicle is located
at the center while up direction indicates the front of ego. Brighter areas rep-
resent higher attention weights. The full set is provided in Appendix [E
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Figure 6: Sum-
Attention Map in
Different Scenes.

FR: frame number.

‘§

f N *

(a) Turn Left  (b) Go Straight  (c) Turn Right (a) Turn Left  (b) Go Straight  (c) Turn Right

Figure 7: Visualization of Scenes Queries in  Figure 8: Visualization of Scene Queries

Different Scenarios. The central green box rep-
resents ego vehicle. The red boxes indicate the
ground truth object, while the dotted lines de-
note ground truth map. The red star marker is
the most activated position of each scene query.

for Different Navigation Commands in Same
Scene. Different navigation commands are in-
put to the SSR within the same scene to investi-
gate their impact on scene queries. The original
command is go straight.

left as shown in Fig. [7(a), the activation positions primarily focus on the overtaked vehicle and the
left rear area, anticipating potential risks. In a straightforward driving scenario (Fig. [7/(b)), the scene
queries are more dispersed, with attention directed towards a front-right vehicle, potentially antici-
pating a cut-in. During a right turn at an intersection (Fig. [7(c)), the scene queries not only activate
around the right rear vehicle but also pay attention to the left crosswalk, where pedestrians might
appear. When we further compare the same command in different scenes between Fig. [7(b) and Fig.
[B[b), the scene queries focus on different regions adaptively. These observations demonstrate how
our sparse scene queries can understand various scenes and manage different driving scenarios.

How does navigation information work? In Tab. [3] We conduct experiments to assess the effect
of navigation commands in different scenarios, demonstrating that navigation guidance improves
planning results across all cases. We further test different commands within the STL module for the
same frame at an intersection, and visualize the corresponding scene queries in Fig. |8 Compared
to the original command go straight, when the command is changed to furn left, the module shifts
its attention to pedestrians on the left. Similarly, with the furn right command, the STL module
increases its focus on the front-right area, particularly highlighting a vehicle on the right that is not
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Table 4: Perception tasks ablation. CCR calculated in 0.1m resolution following (2024b).

Auxiliary Task L2 (m)| CR (%) | CCR (%) |
Map Obs 1s 2s 3s  Avg. 1s 2s 3s  Avg. 1s 2s 3s  Avg.
024 065 136 075 0.00 010 036 0.15 0.19 1.01 271 130

v 029 071 144 081 0.13 0.16 0.68 032 020 090 285 132
v 030 070 137 0.79 0.06 031 0.68 035 025 125 340 1.63
v v 033 077 150 086 0.02 0.16 059 026 021 1.13 287 1.40

prominent in the other navigation scenarios. These findings demonstrate that navigation commands
effectively guide the STL module to extract relevant information from the scene.

To summarize above discussions, we revisit the generation of scene query in Eq. |5, where B}ev?
encodes the navigation information, and zo; (B*"") is responsible for spatial compression:

si=p( B! o (B ). (16)

NaviGuidance  SpatialCompression

Can SSR learn sufficient perception information for AD Task? Although our framework elim-
inates the need for perception annotations, we investigate the effect of incorporating perception
branches in Tab. @] We follow approach in PARA-Drive (Weng et al.| 2024) to integrate auxiliary
tasks into SSR, using them to supervise the BEV feature in parallel with the planning task. The re-
sults indicate that even without a supervised object detection module, our method achieves a lower
collision rate. Similarly, the CCR is even lower when SSR operates without a map branch. These
findings suggest that SSR can effectively learn the necessary perception information for autonomous
driving tasks without explicit supervision, maintaining high performance across all metrics.

4.6 VISUALIZATION
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Figure 9: Visualization of Planning Results. The perception results are rendered from annotations.

In Fig. 0] we present a qualitative result of SSR on planning trajectories, demonstrating strong
alignment with the ground truth compared to VAD-Base. Additional visualizations across various
scenes, including failure cases, can be found in the Appendix [A-2]and [A73]due to space limitations.

5 CONCLUSION

The SSR framework presents a significant advancement in the field of E2ZEAD by challenging the
conventional reliance on perception tasks. By utilizing navigation-guided sparse tokens and tem-
poral self-supervision, SSR addresses the limitations of perception-heavy architectures, achieving
state-of-the-art performance with minimal costs. Moreover, visualization of the sparse tokens en-
hances the interpretability and transparency of SSR’s navigation-guided process. We hope SSR can
provide a strong foundation for scalable, interpretable, and efficient autonomous driving systems.

Limitations and Future Work. Despite these advances, current simple navigation commands may
constrain SSR’s effectiveness in more complex driving scenarios. Future work will explore integrat-
ing more sophisticated navigation prompts, such as routing and natural language.

10
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A APPENDIX

A.1 VISUALIZATION FOR ALL ATTENTION MAP OF SCENE QUERIES

We visualize the attention maps of all 16 scene queries used in Fig. [T0] It can be observed that each
scene query captures information from different spatial regions with a uniform attention distribution.
When these queries are combined to represent the entire BEV feature, it effectively compresses the
spatial space while applying different attention weights.

Scene Query 0 Scene Query 1 Scene Query 2 Scene Query 3
Scene Query 4 Scene Query 5 Scene Query 6 Scene Query 7
Scene Query 8 Scene Query 9 Scene Query 10 Scene Query 11
Scene Query 12 Scene Query 13 Scene Query 14 Scene Query 15

Figure 10: Visualization of All BEV Attention Map of Scene Queries in Same Scene. The ego
vehicle is located at the center, with the upward direction indicating the front of the vehicle. Brighter
areas represent higher attention weight.

13
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A.2 QUALITATIVE RESULTS IN DIFFERENT SCENES

As illustrated in Fig. [TT] we visualize additional planning trajectories of SSR across various scenes.
In Fig. [TT]a), SSR achieves an even smoother result than the ground truth when turning left. When
following a bus through an intersection with the go straight command, as shown in Fig. [TT[b), our
method also outperforms the baseline method, VAD, by producing a better trajectory. Similarly, in
the furn right scenario illustrated in Fig. [TT(c) , SSR demonstrates superior performance compared
to VAD, achieving a smaller turning radius. These results demonstrate that SSR effectively under-
stands the scene and produces accurate planning results through imitation learning. Even without
explicit perception supervision, the learned scene queries capture the essential elements of complex
scenes for autonomous driving.

% ’c&;.a‘u:;_mﬁ-

Go Straight

(c) Turn Right

Figure 11: Visualization of Planning Trajectories in Different Scenes.

A.3 FAILURE CASES

We identified some failure cases for SSR, which are visualized in Fig. highlighting the two most
common reasons. The first common issue is noise in the initial frame of a clip for temporal module,
which is also discussed in [Weng et al.| (2024). Due to zero initialization of input features and the
ego vehicle’s state, the temporal module of E2EAD methods can be negatively impacted, leading to
inferior performance, as illustrated in Fig. [T2[(a). The second issue arises from ambiguous navigation
commands in the label generation of nuScenes dataset. For example in Fig. [I2[b), the command
is to go straight, but the ground truth trajectory involves turning left to change lanes. Since SSR

14
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Go Straight

(b) Failure Reason: Ambiguous Navigation Commands in the Dataset

Figure 12: Visualization of Common Failure Cases.

heavily relies on navigation commands, it can be adversely affected when encountering ambiguous
instructions. However, these reasons which heavily related to dataset can be easily avoided in real
world scenarios by integrating true navigation command and run in real-time image sequences.

A.4 LATENCY ANALYSIS

Inference latency analysis of SSR components
is presented in Fig. [T3] The evaluation was con-
ducted on an NVIDIA GeForce RTX 3090 GPU
with a batch size of 1. The image backbone and
encoder, responsible for generating dense BEV
features, contribute to 90.7% of the total la-
tency. In contrast, our proposed Scenes Token-
Learner incurs only 7.8% of the latency, high-
lighting its efficiency in extracting useful infor-
mation from massive dense BEV feature. The
planning decoder, which interacts way point
queries with the scene queries and output fi-
nal planning trajectory, adds just 1.5% to the
latency, as SSR only utilizes 16 tokens to rep-
resent the scenes.
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Figure 13: Latency Analysis.
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