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Abstract

Large Language Models (LLMs) have demon-
strated impressive reasoning abilities, but their
generated rationales often suffer from issues
such as reasoning inconsistency and factual
errors, undermining their reliability. Prior
work has explored improving rationale quality
via multi-reward fine-tuning or reinforcement
learning (RL), where models are optimized for
diverse objectives. While effective, these ap-
proaches train the model in a fixed manner and
do not have any inference-time adaptability,
nor can they generalize reasoning requirements
for new test-time inputs. Another approach
is to train specialized reasoning experts using
reward signals and use them to improve gen-
eration at inference time. Existing methods
in this paradigm are limited to using only a
single expert and cannot improve upon mul-
tiple reasoning aspects. To address this, we
propose MIXIE, a novel inference-time expert-
mixing framework that dynamically determines
mixing proportions for each expert, enabling
contextualized and flexible fusion. We demon-
strate the effectiveness of MIXIE on improving
chain-of-thought reasoning in LLMs by merg-
ing commonsense and entailment reasoning ex-
perts finetuned on reward-filtered data. Our
approach outperforms existing baselines on
three question-answering datasets: StrategyQA,
CommonsenseQA, and ARC, highlighting its
potential to enhance LLM reasoning with effi-
cient, adaptable expert integration.

1 Introduction

Recent success in NLP is primarily attributed to
the progress in scaling the pre-training of large lan-
guage models (LLMs), enabling them to learn a
variety of tasks using a few “in-context” demon-
strations as model input (Brown et al., 2020; Ope-
nAl, 2023). Recently, the chain-of-thoughts (CoTs)
style of prompting techniques (Wei et al., 2022;
Zhou et al., 2023; Yao et al., 2023) has made the
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Figure 1: Motivation for token-level mixing. Predicting dif-
ferent tokens in the CoT rationale requires different reasoning
skills. For instance, predicting some tokens need to make
common sense while others might need to be consistent with
the overall generation.

reasoning process more transparent, but the gener-
ated reasoning steps can sometimes be unreliable.
Ye and Durrett (2022) attribute this unreliability
majorly to two aspects: factuality, whether the ex-
planation is correctly grounded in the input and
consistency, whether the explanation entails the
model’s prediction. Improving LLMs on these as-
pects is crucial since using such unreliable reason-
ing in downstream tasks can further impact user
trust and overall performance.

One approach to improve upon these reasoning
aspects is to train LLMs on different reward signals
using reinforcement learning techniques (Ouyang
et al., 2022; Schulman et al., 2017), creating a holis-
tic reasoning expert. However, effectively using
multiple rewards corresponding to different reason-
ing aspects remains challenging. Another way is
to train multiple experts using preference data or
reward signals corresponding to different aspects,
and then merging them into a unified model. Ex-
isting techniques (Lu et al., 2023; Ramnath et al.,
2024) are either not capable of using multiple re-
wards or use the reward signals very passively.
For instance, as shown in Figure 2(b), IPA can
merge only two experts in equal proportions, mak-
ing it a bit rigid for scenarios where mixing experts
in different proportions is required. Lastly, other
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Figure 2: Overview of MIXIE and baselines. (a) We create multiple experts from a base LLM via finetuning on different
datasets. (b) IPA tailors the base LLM’s logits using a single expert at inference time. (¢) In MIXIE, all the base and expert
LLMs are kept frozen and only the logit mixer module is trained to mix the final layer logits in an adaptive manner. Please refer

to Section 3 for more details.

mixture-of-expert (MoE) approaches (Sukhbaatar
et al., 2024; Bansal et al., 2024) modify the trans-
former’s (Vaswani et al., 2017) layer-level details,
making it challenging to use out-of-the-box for a
new model family.

In this work, we propose MIXIE, a simple ap-
proach for mixing multiple experts at inference
time. We introduce a mixer module that dynami-
cally decides the mixing proportions of each expert
during inference, thus allowing for contextualized
weighted merging of the experts. Figure 2(c) de-
picts an overview of our mixing approach. This
approach improves over IPA as it can mix multiple
experts in unequal proportions, thus significantly
improving the overall flexibility. In contrast to
routers in standard MoEs, our inference-time mixer
module consists of limited parameters that don’t re-
quire extensive training on large data, thus making
the training process very efficient. Additionally, it
is simple to implement for any model family, mak-
ing it easy to use out of the box. Overall, we in-
troduce a simple technique to mix multiple experts
dynamically at inference time, thus addressing the
limitations of prior works on merging experts (Lu
et al., 2023; Sukhbaatar et al., 2024).

Next, we specifically motivate the need for token-
level mixing of experts to improve the reasoning of
LLMs. For example, in Figure 1, when generating
a CoT rationale for the given question, some tokens

“more”, in this example) need to be make common
sense, some need to be consistent with overall gen-
eration (“bank”, in this example), while others need
to be grammatically coherent. This shows that a
commonsense plausibility expert is more suited to
predict some tokens, a consistency expert for other
tokens, and so on. Thus, this further motivates the
MIixIE framework, which enables the mixing of

experts dynamically at a token level.

We demonstrate the effectiveness of MIXIE by
using it to improve the reasoning process of LLMs.
Specifically, inspired by the findings of Ye and
Durrett (2022), we aim to improve the plausibil-
ity and consistency of CoT rationales (Wei et al.,
2022) generated by LLMs. For this, we first collect
high-quality CoT data using ChatGPT and filter out
the implausible and inconsistent rationales using
existing reward models (Liu et al., 2023; Sanyal
et al., 2024). These reward-filtered datasets are
then used to train expert LLMs by finetuning pre-
trained models. Then, we train our mixer module
to mix these experts under the MIXIE framework.
We find that MIXIE improves over existing base-
lines on three natural language question-answering
datasets: StrategyQA (Geva et al., 2021), Common-
senseQA (Talmor et al., 2019), and ARC (Clark
et al., 2018), indicating that mixing multiple ex-
perts using our framework is an effective way to
improve reasoning abilities in LLMs.

2 Background

2.1 Problem Statement

We focus on the text generation task, which gen-
erates the output sequence y given the input se-
quence . We intend to tailor the generation pro-
cess to generate a sequence of high quality (e.g.,
generated text should be self-consistent). Differ-
ent objectives can quantify such qualities of gen-
erative text. We assume that those objectives can
be measured using appropriate reward functions
R1(y), R2(y), - .. Rn(y). Our goal is to adjust the
generation probability p(y:|y<:) so that the gen-
erated sequence improves on the various rewards
across the desirable aspects.



2.2 Inference-time Policy Adapter

Inference-time Policy Adapter (IPA) (Lu et al.,
2023) tailors LLLMs using a policy adapter to guide
a base model’s generation during inference time.
For a given base model B and an adapter model A,
the tailored policy is as follows:

Ply<t) = Zpsluly<dpatuly<), (D
where p(-) is the language modeling probability
and Z is a normalizing factor. The IPA workflow
is depicted in Figure 2(b). The tailored policy is
typically trained to optimize a specific user-defined
objective (or reward) using RL algorithms (Schul-
man et al., 2017; Rafailov et al., 2023; Lu et al.,
2022). The key property of IPA is that only the
adapter model is trainable during training, while
the base model is kept frozen. This can be poten-
tially beneficial in cases where the base model is
significantly larger than the adapter.

However, IPA is limited to being able to train a
single adapter. This constraint of using only one
adapter for mixing is limiting in scenarios where
more than one aspect/reward needs to be optimized.
Additionally, IPA trains the combined policy (Eq.
1), which still requires loading both the base and
adapter models while training the adapter model.
This is potentially inefficient both in terms of com-
puting and memory.

3 Overview of MIXIE

Through our proposed method MIXIE, we aim to
address the various limitations of IPA that were
discussed in Sections 2.2. First, we introduce the
ability to use multiple reward signals in MIXIE.
This is particularly important in real-world applica-
tions such as improving the chain-of-thought (CoT)
reasoning, where different aspects of generation
need to be tailored using specific reward signals.
We achieve this by mixing multiple experts trained
on different reward signals instead of using the re-
ward signals directly for training, as done in IPA.
Next, we enable a weighted mixing of experts at
inference time, ensuring that experts can have dy-
namic weights depending on the specific context.
This is crucial because if all experts contribute with
the same strength at all steps, the more relevant
expert might get dampened, leading to sub-optimal
mixing and subsequent inferior generations. Figure
2(c) depicts an overview of our approach. In the
rest of the section, we describe different aspects

of our model’s design and discuss the training and
inference steps for building a MIXIE model.

3.1 Allowing for Multiple Reward Signals

First, we observe that if we use trained expert
LLMs instead of adapters, we can extend the IPA
formulation (Eq. 1) to optimize for different ob-
jectives/rewards. Specifically, for a base model B
and N trained expert models Ey, Es, ... En, the
tailored probability distribution can be defined as:

N

1
P(Ytly<t) = EPB(yt’yd) EpEi(yt’y<t)7 (2)

where the trained expert model E; is optimized
for a user-defined objective (or reward) using RL
algorithms (Schulman et al., 2017; Rafailov et al.,
2023; Lu et al., 2022). The key distinction between
this and IPA is that IPA initializes an adapter with
a pre-trained model. In contrast, here, the trained
expert model is already optimized for a specific
reward, enabling the stacking of different experts.

3.2 Need for Learnable Mixing Weights

Unlike the trainable adapter network in IPA, expert
models in the Eq. 2 are fixed. This can potentially
lead to subpar performance, as all the reward sig-
nals do not necessarily need to be mixed in equal
proportions. To mitigate this, we introduce learn-
able weights in Eq. 2, which is modified as follows:

p(yely<t) =
1 b N i
w! w?
EPB(yt’yq) ¢ | |1pEi(yt\y<t) t, (3)
1=

where p(-) is the language modeling probability,
w?, wi are the learnable weights for base and ex-
pert models at time step ¢, respectively, and Z is a
normalizing factor. These weights are learned at the
token level, i.e., for each token being predicted at a
decoding step, MIXIE learns the optimal weights
for combining the base and expert models.

Rather than directly learning these weights, we
define a logit mixer module, G, that is used to pre-
dict the optimal weights at a token level. This mixer
module is modeled as a two-layer feed-forward
neural network (FFN), which predicts the weights
based on the previous token’s hidden state repre-
sentation from the base model, i.e.,

G(htfl) = WQ(O‘(Wl(htfl))). (4)
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Figure 3: Overview of the logit mixer module in MIXIE. The
input is passed through each of the base and expert models
to generate the next token’s probability. The mixer module
uses the last token’s representation from the base model to
determine the optimal weights for each of the experts. These
weights are used to merge the model outputs, according to
Equation 3. This merged probability is used to sample the
next token. Please refer to Section 3.2 for more details.

Here, h;—1 € R? is the hidden state representa-
tion of the token y,_; from the base model B,
Wy € RIXd/2 yy, ¢ RY2X(N+1) are learnable
weights, and o is a non-linear activation. Figure 3
depicts the overall workflow of the mixer module
for an example scenario with NV = 2 experts. It
essentially models the LLMs’ output probabilities
according to Equation 3, but uses the learnable 2-
layer FFN module to predict the mixing weights,
as described in Equation 4.

3.3 Training and Inference

Overall, MIXIE uses a learnable mixer module
G to mix a base model B with expert models
Ei,Es, ... Ey. To train the model, we finetune
MIXIE using the cross-entropy objective, as is typ-
ical for language modeling. During training, we
freeze all the LLM parameters and only optimize
the mixer module’s parameters. More specifically,

G* = fLM(MIXIE(B, El,EQ, Ce EN, G)), (5)

where fr s is the language modeling objective and
G™ is the trained optimal weights.

Inference follows Equation 3, same as training,
i.e., we use the mixing module to mix the base and
the expert models’ output probabilities to deter-
mine the combined language modeling probability,
which is used for sampling the generations.

4 Improving Natural Language
Reasoning using MIXIE

This section aims to improve LLMs on natural lan-
guage reasoning (NLR) tasks using MIXIE. We
mainly focus on question-answering (QA) datasets
to assess the reasoning capability of LLMs. Next,
we define the reward models and the experts used
for training MIXIE, along with the training proce-
dure for the expert model and our method.

4.1 Reward Models

Ye and Durrett (2022) find that existing LLMs of-
ten generate unreliable reasoning chains where the
explanation is either inconsistent with the final pre-
diction or not plausible w.r.t. the input or com-
monsense. To mitigate these, we use the following
reward models that are specifically trained to detect
such issues in model-generated explanations:

* Consistency (CONST): We measure consistency
between an explanation and the final prediction
by using a Flan-T5-xxl-based entailment verifi-
cation model (Sanyal et al., 2024), specifically
trained to handle multi-sentence premises, which
is common in model-generated explanations. It
grades consistency on a scale of O to 1.

* Plausibility (PLAUS): We measure plausibility
using VERA (Liu et al., 2023), which is a trained
commonsense verification model based on T5-
11B that estimates the plausibility of a declarative
sentence by scoring between 0 and 1.

4.2 Training Experts

First, we generate high-quality training data from
the training set of our QA dataset (described later
in Section 5.1) by sampling ChatGPT' using chain-
of-though (CoT) (Wei et al., 2022) prompting. We
sample 40 CoT generations for each training in-
stance. This dataset is referred to as the Dgaw. The
data creation process is depicted in Figure 4.
Next, Draw is filtered based on the reward score
to create “reward-filtered” training data. For this,
we compute the reward score for each CoT instance
using the reward models described in Section 4.1
and only keep an instance if the score is above
a certain threshold. In this way, we create three
different reward-filtered datasets: Dconsts PrLauss
and Dconst+praus (filter using both reward scores).
Finally, each dataset is used to finetune the base
model B to create a specific expert F;. For in-
stance, supervised finetuning of B using Dconst

! ChatGPT refers to gpt-3.5-turbo-0125 by OpenAL
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creates an expert Econst. Similarly, we create
Eppavss Econst+praus, and Eraw using Dppaus,
Dconst+PLaus, and Dgaw, respectively. Figure 4
depicts the workflow of creating the reward-filtered
datasets and how they are used to train the experts.
Please refer to Appendix B for more details on the
CoT data sampling, reward computation, filtering,
and training experts.

4.3 Training MIXIE

To train MIXIE, we chose the base model as Fraw,
which is trained using Dgw and the expert models
as Econst and Epp aus, trained using Deonst and
Dpyaus, respectively. Overall, these three models
are mixed according to Equation 3. As discussed in
Section 3.3, training MIXIE only involves optimiz-
ing the mixer module’s parameters. We finetune
the composite model using the Dconst+PLaus-

S Experimental Setup

Here, we discuss the QA datasets we use for our
reasoning experiments, the different baselines we
compare with MIXIE, and details on the evaluation
setup. Please refer to Appendix F for the prompts
used for each QA dataset.

5.1 Datasets

We mainly focus on three question-answering (QA)
datasets: CSQA (Talmor et al., 2019), StrategyQA
(Geva et al., 2021), and ARC (Clark et al., 2018).
Researchers widely use these to assess the reason-
ing capability of LLMs.

CommonsenseQA (CSQA) (Talmor et al., 2019)
This is a multiple-choice QA dataset that requires
different types of commonsense knowledge to pre-
dict the correct answers.

StrategyQA (Geva et al., 2021) In this dataset,
the required reasoning steps are implicit in the ques-
tion and should be inferred using a strategy. Ques-
tions in StrategyQA are short, topic-diverse, and
cover various strategies.

ARC (Clark et al., 2018) This is a multiple-
choice QA dataset containing questions from
science exams from grade 3 to grade 9. The dataset
is split into two partitions: Easy and Challenge,
where the latter partition includes the more difficult
questions that require reasoning.

We merge all the train splits from each dataset into
a combined train split, which is further processed
and used in training the experts (Section 4.2) and
our method (Section 4.3). Please refer to Appendix
A for dataset statistics.

5.2 Baselines

We compare our MIXIE with the following base-
lines described below.

FLMs Foundation language models are off-the-
shelf LLMs trained for a wide variety of natural
language auto-regressive tasks. We compare with
LLAMAZ2-7B and LLAMA3-8B-INSTRUCT.

SFT In this, the FLM is further finetuned on ei-
ther the Dgaw or the Dconst+pLaus to create differ-
ent SFT baselines. SFT with Dgw evaluates the
effect of distilling ChatGPT-sampled knowledge
into an FLM. Likewise, SFT using Dconst+PLaUs
evaluates the effectiveness of having high-quality
reward-filtered training data for distillation.

Model Merging Here, we directly combine the
parameters of the expert models and the base model
into a single model, giving it the combined abilities
of each model without any additional training. We



Task Accuracy

Reward Score

Model ARG
StrategyQA CSQA  ARC-e ARC-c Avg CONST PLAUS

LLAMA2-7B 0.555 0.518 0.613 0.406 0.523 0.737 0.545 0
SFT w/

- Draw 0.696 0.643 0.756 0.500 0.649 0.840 0.570 14.15

- DconsT+PLAUS 0.687 0.635 0.746 0.535 0.651 0.850 0.582 15.48
TIES 0.692 0.654 0.749 0.512 0.652 0.844 0.574 14.76
DARE 0.640 0.661 0.740 0.553 0.649 0.847 0.572 14.62
IPA W/ Dconst+PLaus 0.695 0.656 0.746 0.531 0.657 0.848 0.578 15.54
MARIO 0.592 0.641 0.646 0.468 0.587 0.811 0.561 8.34
MIxIE 0.730 0.674 0.789 0.600 0.698 0.871 0.589 19.87

Table 1: Comparisons between MIXIE and baselines using LLAMA2-7B. Under task accuracy, we report the
accuracy for the test set of each QA dataset and the average accuracy. Additionally, we report the CONST and PLAUS
reward scores, and the average relative gain score. We find that MIXIE outperforms all baselines consistently,
demonstrating the superiority of our approach in mixing experts. Please refer to Section 6.1 for more details.

consider two prominent model-merging techniques,
TIES-Merging (Yadav et al., 2023) and DARE (Yu
et al., 2024), as our baselines.

IPA As introduced in Section 2.2, IPA trains an
adapter to tailor the model generations to improve
a specific reward. Here, we finetune the adapter
model using Dconst+pLaus to include the effect of
both the reward models into the single adapter.

MARIO (Ramnath et al., 2024) This is a
controlled-generation framework that uses separate
control tokens for different reward signals, training
the model to produce generations that score highly
on all targeted properties.

5.3 Evaluation

We evaluate the baselines and MIXIE on the test
sets of the QA datasets described in Section 5.1
by generating CoT completions (Wei et al., 2022)
and computing accuracy by checking if the model-
generated response correctly predicts the correct an-
swer choice. Additionally, we compute the CONST
and PLAUS reward scores for the generated CoT
response. Please refer to Appendix B.2 for further
details on reward computations. Lastly, we com-
pute the Average Relative Gain (ARG) (Ye et al.,
2021) metric to quantify the average improvement
across all metrics relative to a baseline. This helps
quantify the overall performance of both task ac-
curacy and reward scores under a single metric.
Please refer to Appendix C for further details on
how the ARG metric is computed.

6 Results

In this section, we evaluate MIXIE on the three
reasoning datasets described in Section 5.1 and
compare them with the baselines mentioned in Sec-
tion 5.2. We also perform various ablation studies
of MIXIE to evaluate the design choices.

6.1 Performance of MIXIE

In Tables 1 and 2, we evaluate MIXIE and the base-
lines on the three QA datasets. Specifically for
the ARC dataset, we report separate numbers for
the ARC-easy and ARC-challenge subsets. For
each dataset, we report the accuracy metric on the
test set. Additionally, we report the average accu-
racy (column Acc) across all datasets, the average
CONST and PLAUS reward scores, and the average
relative gain score (column ARG) that computes
the average gains across all metrics relative to the
base model, as discussed in Section 5.3.

Overall Results From Tables 1 and 2, we ob-
serve that MIXIE outperforms all the baselines in
terms of the mean score. We find that our method
outperforms the existing baselines on all met-
rics, except for LLAMA3-8B-INSTRUCT-based
DARE, which beats MIXIE on CSQA dataset. No-
tably, there is a 7.5% improvement in accuracy of
LLAMAZ2-7B-based MIXIE over the SFT baseline.
Thus, this demonstrates the effectiveness of our
model mixing strategy in improving both task accu-
racy and reward scores, compared to current base-
lines such as model merging, IPA, and MARTO.



Task Accuracy

Reward Score

Model ARG
StrategyQA CSQA  ARC-e ARC-c Avg CONST PLAUS

LLAMA3-8B-INSTRUCT 0.711 0.732 0.892 0.741 0.769 0.859 0.598 0
SFT w/

- Draw 0.730 0.755 0.889 0.738 0.778 0.892 0.610 237

- Dconst+PLAUS 0.734 0.737 0.882 0.734 0.772 0.893 0.612 2.21
TIES 0.713 0.729 0.892 0.726 0.765 0.891 0.607 1.63
DARE 0.692 0.766 0.894 0.756 0.777 0.890 0.608 2.14
IPA W/ Dconst+PLaus 0.715 0.735 0.890 0.740 0.770 0.893 0.610 2.05
MARIO 0.739 0.740 0.897 0.729 0.776 0.897 0.607 2.32
MIXIE 0.768 0.760 0.902 0.785 0.804 0.903 0.615 4.14

Table 2: Comparisons between MIXIE and baselines using LLAMA3-8B-INSTRUCT. Under the task accuracy
column, we report the accuracy for the test set of each QA dataset and the average accuracy. We also report the
CONST and PLAUS reward scores, and the average relative gain score. Please refer to Section 6.1 for more details.

Model Avg Acc  CONST PLAUS ARG
LLAMA2-7B 0.523 0.737  0.545 0
SFT w/
- Draw 0.649 0.840 0570 14.15
- Dconst 0.624 0.852 0572 1324
- DpLaus 0.654 0.843 0.580 15.26
- DconsT-+PLAUS 0.651 0.850 0.582 15.48

Table 3: Comparisons between SFT runs using different
reward-filtered datasets. We find that reward filtering
helps improve the corresponding reward score. Please
refer to Sections 4.2 and 6.2 for details.

Comparisons within SFT  First, we observe that
using Dgw for supervised finetuning of the base
model is helpful. The gains are more prominent
for LLAMAZ2-7B since it is a weaker model and
thus benefits more from the ChatGPT-sampled data.
Next, we find that using reward-filtered data for
SFT leads to further performance improvements,
demonstrating the effectiveness of our reward-
filtering strategy. Here, the main improvements are
in the reward scores, which is expected since the
filtering essentially creates a reward-rich dataset.

6.2 Ablation Studies

Here, we ablate the following three design choices
of MIXIE: the effect of using different reward-
filtered data for creating experts, the choice of ex-
pert models for mixing, and the effectiveness of the
mixing module for mixing the experts.

Effect of Reward Filtering In Table 3, we eval-
uate the effect of using different reward-filtered
data for supervised finetuning the LLAMA?2-7B
model. Compared to the pre-trained model, we ob-
serve that finetuning using the ChatGPT-sampled

Draw significantly improves performance on all
the metrics. Next, we find that using the training
data filtered by the CONST reward model leads
to improvements in the CONST reward score, as
shown in bold. We see a similar trend when using
Dpy aus- This demonstrates that reward filtering im-
proves the respective reward scores, thus justifying
using these models as the expert models in MIXIE.
Lastly, we find that using the Dconst+pLaus leads
to a further improvement in performance, indicated
by ~1.3% improvement in the average relative gain
score over using Draw.

Model Avg Acc  CONST PLAUS ARG
LLAMAZ2-7B 0.523 0.737 0.545 0
MIXIE w/o mixer 0.675 0.865 0.581 17.68
MIXIE
B + Econst 0.683 0.869 0.587 18.69
B + Epaus 0.691 0.867 0.589 19.20
B+ Econst + EpLaus 0.698 0.871 0.589 19.87

Table 4: Ablation of MIXIE without logit mixer mod-
ule and using different expert models. Please refer to
Section 6.2 for further details.

Effect of Expert Models In Table 4, we ablate
the choice of the expert models used in MIXIE.
As our method can mix one or more experts, we
choose to test variants of our model with a single ex-
pert to test the impact of individual experts. We find
that using the expert Fp; 5us leads to stronger accu-
racy results than using the Econst expert. This is
likely because in Table 3, we find that using Dpy oys
for SFT creates a stronger expert with higher av-
erage accuracy than using Dconsr. Additionally,
we hypothesize that model-generated explanations
tend to be more improbable than inconsistent, thus



benefiting more from E'p; 5ys. This is also consis-
tent with the findings of Ye and Durrett (2022).
Lastly, we find that combining both experts leads
to the best performance, demonstrating the comple-
mentary nature of both experts.

Effect of Mixer Module Next, we evaluate the
benefits of having a learnable mixer module in
MIXIE. For this, we ablate versions of our model
where the mixer module is replaced by constant
mixing weights, i.e., no “learnable” weights. These
results are shown in Table 4. We observe that
“MIxIE w/o mixer module” underperforms com-
pared to our method. Notably, MIXIE has an im-
provement of ~2.2% on ARG compared to the ver-
sion with fixed mixing weights. This demonstrates
the effectiveness of having a learnable mixing mod-
ule in our MIXIE framework.

7 Related Work
7.1 Multi Reward Training of Single Model

To exploit the potential of a single model and make
it suitable for multiple fields, researchers infuse
more than one reward objective into model training
(Yang et al., 2024; He et al.; Shi et al., 2024). As
an extension of Quark (Lu et al., 2022), Ramnath
et al. (2024) propose to employ multiple reward
tokens that indicate the quality of the generation
in different aspects. The model learns to associate
those reward tokens with the quality of the data to
which it is assigned in training and yields better
generations by explicitly providing reward tokens
with the highest quality. Lu et al. (2023) propose
Inference-time Policy Adapters (IPA), which use
reinforcement learning to train a lightweight policy
adapter and steer a model’s output toward user-
defined objectives.

7.2 Fusion of Reward-Specific Experts

Instead of adapting one model to several objectives,
merging models trained with different objectives is
another approach to improve performance.

Mixture of Experts Mixture of Experts (MoE)
is one of the strategies to train multiple experts si-
multaneously. It is composed of separate neural
networks, each of which is an expert in handling
one subtask. With the rise of large language mod-
els (LLM), MoE has experienced a revival (Abdin
et al., 2024; Sun et al., 2024; Jiang et al., 2024; Dai
et al., 2024). It distributes the model’s capacity in
multiple specialized experts by adopting a learned

gating mechanism that selectively activates only
the relevant experts for each input (Fedus et al.,
2022).

Branch-Train Mix Proposed by (Sukhbaatar
et al., 2024), it first trains multiple domain-specific
LLMs from a base LLM separately. Then, it stacks
feed-forward networks on top of these dense ex-
perts to instantiate a sparse MoEs module, followed
by further fine-tuning to learn token-level routing.

CALM CALM (Bansal et al., 2024), on the other
hand, uses cross-attention layers to blend represen-
tations from different models and leverage their
combined strengths across varied neural network
structures.

Model Merging Given that expert models are es-
sentially sets of parameters, merging these into one
model is another approach. Branch-Train-Merge
(Li et al., 2022) independently trains expert models
tailored to a specific domain within the training
corpus. These experts are then ensembled at infer-
ence time to coalesce into a single model. TIES
(Yadav et al., 2023) addresses the parameter’s direc-
tion conflicts and merges only the parameters that
align with the final agreed-upon sign. DARE (Yu
et al., 2024) sparsifies by parameter magnitude and
highlights the importance of further performing
rescaling on sparse models.

8 Conclusion

In this paper, we introduced MIXIE, a novel
inference-time expert-mixing framework. It trains
experts from one base LLM specializing in differ-
ent aspects by finetuning on appropriate datasets.
Then, it trains a logit mixer module to dynami-
cally merge the logits from different expert models
to yield a better token prediction. We conducted
experiments on merging commonsense and entail-
ment reasoning experts to demonstrate the effec-
tiveness of our method in improving the chain-of-
thought reasoning abilities of LLMs. Our merged
model surpasses SFT, model merging, and IPA
baselines on three QA datasets.

Limitations

Although our implementation of MIXIE performs
quite well and significantly saves computation
costs, there is still potential that has not been fully
exploited in this paper, and imperfections that can
be improved. Our current implementation forces
all experts to be loaded into one single GPU during



inference, making our method relatively memory
inefficient. In addition, it also restricts the scale
of our expert models and potentially compromises
performance. In a more optimized implementation,
expert models can generate probabilities across dif-
ferent GPUs, and the logit mixing module could
mix all logits in the master GPU. This parallel com-
putation can significantly reduce the inference time
and also allow larger expert models to be mixed
efficiently.

In contrast to traditional MoE methods, we only
experiment with dense mixing, i.e., the weight of
each expert model during inference is nonzero by
design. However, taking inspiration from MoE se-
tups like sparse routing (Fedus et al., 2022) can
potentially benefit our mixer module. A sparse
mixer module can selectively activate some experts
during decoding instead of aggregating the logits
from every expert. This can further make the infer-
ence more efficient. We leave this to future work.

A key assumption of MIXIE is that we have
access to the logits of the LLMs during token gen-
eration. Hence, any serverless API models that
do not provide logits (Brown et al., 2020; OpenAl,
2023) cannot be easily implemented within this
framework. A possible way to circumvent this is
to distill knowledge from these serverless models,
but this does not fully address the concern.

Lastly, our framework can work with any expert
model. Thus, users can potentially steer genera-
tion to malicious content by using “bad” experts
built using harmful reward signals. Currently, we
do not safeguard against such scenarios. Neverthe-
less, we highly recommend avoiding such negative
applications of our framework.
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A QA Data Collection

This section introduces the process of collating the
QA dataset we use to train and evaluate MIXIE.
As discussed in Section 5.1, we mainly focus on
CSQA, StrategyQA, and ARC datasets. We create
the training dataset by integrating the train splits
of CSQA and StrategyQA and the train and val-
idation splits of the ARC dataset. By doing so,
our final training split contains 15, 583 data points.
Similarly, we combine the test split of ARC and
StrategyQA and the validation split of CSQA into
our overall test set. Through this, we collect 5, 456
data points for our test set, which is used in all eval-
uations. The dataset statistics of each QA dataset
we consider are presented in Table 5.

Dataset

Statistics  StrategyQA  CSQA  ARC-e  ARC-—c
Train 1,603 9,741 2,251 1,119
Validation - 1,221 570 299
Test 687 - 2,376 1,172

Table 5: Statistics of train/validation/test split of differ-
ent QA datasets. Please refer to Appendix A for more
details.

B Reward Data Collection and Expert
Training

In this section, we briefly introduce the reward data
collection pipeline. We sample generations from
ChatGPT first, then use reward models to compute
the reward scores for those generations. Finally, we
filter out bad generations based on some thresholds
to create the “reward-filtered” training data.

B.1 Creating Dg,w dataset using ChatGPT

As discussed in Section 4.2, we collect chain-of-
thought (CoT) generations by sampling outputs
from ChatGPT? using prompts mentioned in Ap-
pendix F. To encourage diversified generations, we
set the temperature at 0.5 and the top_p at 0.8. In
total, 40 rationales are sampled for every instance.

After eliciting responses for each question, we
conduct a data cleaning process to de-duplicate
redundant responses. This results in 297, 553 in-
stances in the final D,y training data.

2ChatGPT refers to gpt-3.5-turbo-0125 in the OpenAlI API.
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B.2 Computing Reward Scores using Reward
Models

The Draw data is fed to reward models and gets
numerical scores for each instance. For PLAUS, we
directly provide the generation to the VERA com-
monsense model (Liu et al., 2023), and the model
provides a score based on the plausibility of the
sentence. However, we first convert the question
into a hypothesis for the consistency score. Then,
the question-modified hypothesis and the generated
CoT (premise) are fed to the entailment verification
model (Sanyal et al., 2024) to get the consistency
score in a format shown in Box 1. The PLAUS
and CONST reward scores estimate the plausibil-
ity of the explanation in the generated CoT and
the consistency between the CoT and the model’s
prediction, respectively.

Premise: {question}

Hypothesis: {generation}

Question: Given the premise, is the hypothesis
correct?

Answer:

Box 1: Converted input data format for Flan-T5-xxI-
based entailment verification model. Please refer to
Appendix B.2 for more details.

B.3 Filtering and Creating Reward Data

After computing the reward scores, we manually
set some reward thresholds to filter out bad gen-
erations and get high-quality data. For the VERA
model, any generation receiving a score higher than
0.85 is regarded as a good generation, while oth-
ers are treated as bad and discarded. This results
in Dp, zys dataset. Similarly, we set a threshold
of 0.99 for the CONST reward scores since con-
sistency is crucial for a good generation. Filter-
ing based on this threshold creates Dconsr. This
workflow is also depicted in Figure 4. Further, we
also filter using both the reward scores to create
Dconst+pLaus- For different filtering strategies, the
exact number of examples in the training set after
filtering is listed in Table 6.

B.4 Hyperparameter in Training Expert
Model

As shown in Figure 4, we finetune the expert mod-
els using “reward-filtered” data. During finetuning,
we explicitly use the parameter efficient finetuning
algorithm LoRA (Hu et al., 2021). Specifically,
the load_in_4bit is activated. The lora_r is set to

12

Data Statistics Remaining Percentage
Draw 297,553 100%
DCONST 184,957 62%
Dppaus 62,845 21%
Dconst+PLaus 32,937 11%

Table 6: Data statistics of different reward-filtered
datasets and their corresponding percentage share of
original raw data Dr,w. Please refer to Appendix B.3
for more details.

be 16, and the lora_alpha is set to be 8. We also
set the lora_dropout value to be 0.05. We set the
learning rate to le >, the gradient accumulation
step to 4, and the per-device batch size to 3. Train-
ing an expert on a Quadro RTX 8000 GPU takes
approximately 24 hours on average.

C Computing the Average Relative Gain
metric

The Average Relative Gain (ARG) (Ye et al., 2021)
metric is used to quantify the average improvement
across all metrics relative to a baseline. This helps
quantify the overall performance of both task ac-
curacy and reward scores under a single metric.
We use the FLMs as the baselines for this met-
ric. The metric essentially computes how much
a specific method improves on average across the
three metrics: accuracy (Acc), CONST reward score
(CONST), and PLAUS reward score (PLAUS). Con-
cretely, for a method M based on an FLM F, the
ARG metric is defined as follows:

1] Aceps — Acer

ARG =
3

Accr
CONSTpq — CONST £
CONSTr
PLAUS A — PLAUS £
PLAUS

+x100.

D Hyperparameters for Training MIXIE

To achieve better performance while training the
mixer module, we choose 7e~® as the learn-
ing_rate and 0.1 as the weight_decay. Besides,
the per-device batch size is set at 8, and we use a
2-layer FFN as the router network during training.

E Effect of CoT data source

In Table 7, we evaluate the effect of using a dif-
ferent model as the source for sampling Dgraw-.
Here we use gpt-4o-mini as another data source



Model Avg Acc  CONST PLAUS ARG

LLAMA2-7B 0.523 0.737 0.545 0
MIXIE using Dgaw from
- gpt-3.5-turbo-0125 0.698 0.871 0.589 19.87
- gpt-40-mini-2024-07-18 0.696 0.840 0.588 18.26

Table 7: Ablation of the source of CoT data. Here
we compare between using ChatGPT and GPT-40-mini
to sample the Chain-of-Thought data used for training
MIXIE. Please refer to Appendix E for further details.

and rerun the data generation, expert training, and
MIXIE training pipeline. We observe that data
sampled from gpt-3.5-turbo leads to better perfor-
mance than gpt-4o-mini. However, we note that
MIXIE performance is relatively robust and the per-
formance gains are consistent even with a different
data source.

F Full Prompts

In Tables 8, 9, and 10 we show the CoT prompts
used for creating Draw for CSQA, StrategyQA,
and ARC datasets, respectively. We use the same
CoT prompt for both easy and challenge sets of the
ARC dataset.
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PROMPT FOR COMMONSENSE QA

Q: What do people use to absorb extra ink from a fountain pen? (a) shirt pocket (b) calligrapher’s hand (c) inkwell (d)
desk drawer (e) blotter

A: The answer must be an item that can absorb ink. Of the above choices, only blotters are used to absorb ink. So the
answer is (e).

Q: What home entertainment equipment requires cable? (a) radio shack (b) substation (c) television (d) cabinet
A: The answer must require cable. Of the above choices, only television requires cable. So the answer is (c).

Q: The fox walked from the city into the forest, what was it looking for? (a) pretty flowers (b) hen house (c) natural
habitat (d) storybook

A: The answer must be something in the forest. Of the above choices, only natural habitat is in the forest. So the
answer is (b).

Q: Sammy wanted to go to where the people were. Where might he go? (a) populated areas (b) race track (c) desert (d)
apartment (e) roadblock

A: The answer must be a place with a lot of people. Of the above choices, only populated areas have a lot of people. So
the answer is (a).

Q: Where do you put your grapes just before checking out? (a) mouth (b) grocery cart (c)super market (d) fruit basket
(e) fruit market

A: The answer should be the place where grocery items are placed before checking out. Of the above choices, grocery
cart makes the most sense for holding grocery items. So the answer is (b).

Q: Google Maps and other highway and street GPS services have replaced what? (a) united states (b) mexico (c)
countryside (d) atlas

A: The answer must be something that used to do what Google Maps and GPS services do, which is to give directions.
Of the above choices, only atlases are used to give directions. So the answer is (d).

Q: Before getting a divorce, what did the wife feel who was doing all the work? (a) harder (b) anguish (c) bitterness (d)
tears (e) sadness

A: The answer should be the feeling of someone getting divorced who was doing all the work. Of the above choices,
the closest feeling is bitterness. So the answer is (c).

Table 8: Few-shot exemplars for full chain of thought prompt for CommonsenseQA.
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PROMPT FOR STRATEGY QA

Q: Do hamsters provide food for any animals? (a) true (b) false

A: Hamsters are prey animals. Prey are food for predators. Thus, hamsters provide food for some animals. So the
answer is (a).

Q: Could Brooke Shields succeed at University of Pennsylvania? (a) true (b) false

A: Brooke Shields went to Princeton University. Princeton University is about as academically rigorous as the
University of Pennsylvania. Thus, Brooke Shields could also succeed at the University of Pennsylvania. So the answer
is (a).

Q: Hydrogen’s atomic number squared exceeds number of Spice Girls? (a) true (b) false
A: Hydrogen has an atomic number of 1.1 squared is 1. There are 5 Spice Girls. Thus, Hydrogen’s atomic number
squared is less than 5. So the answer is (b).

Q: Is it common to see frost during some college commencements? (a) true (b) false
A: College commencement ceremonies can happen in December, May, and June. December is in the winter, so there
can be frost. Thus, there could be frost at some commencements. So the answer is (a).

Q: Could a llama birth twice during War in Vietnam (1945-46)? (a) true (b) false
A: The War in Vietnam was 6 months. The gestation period for a llama is 11 months, which is more than 6 months.
Thus, a llama could not give birth twice during the War in Vietnam. So the answer is (b).

Q: Would a pear sink in water? (a) true (b) false
A: The density of a pear is about $0.6g/cm?, which is less than water. Objects less dense than water float. Thus, a pear
would float. So the answer is (b).

Table 9: Few-shot exemplars for full chain of thought prompt for StrategyQA.

PROMPT FOR ARC

Q: George wants to warm his hands quickly by rubbing them. Which skin surface will produce the most heat? (a) dry
palms (b) wet palms (c) palms covered with oil (d) palms covered with lotion

A: Dry surfaces will more likely cause more friction via rubbing than other smoother surfaces, hence dry palms will
produce the most heat. So the answer is (a).

Q: Which factor will most likely cause a person to develop a fever? (a) a leg muscle relaxing after exercise (b) a
bacterial population in the bloodstream (c) several viral particles on the skin (d) carbohydrates being digested in the
stomach

A: Bacterial population is the most likely cause for a person developing fever. So the answer is (b).

Q: Which change in the state of water particles causes the particles to become arranged in a fixed position? (a) boiling
(b) melting (c) freezing (d) evaporating

A: When water is freezed, the particles are arranged in a fixed position; the particles are still moving for all other
options. So the answer is (c).

Q: When a switch is used in an electrical circuit, the switch can (a) cause the charge to build (b) increase and decrease
the voltage (c) cause the current to change direction (d) stop and start the flow of current
A: The function of a switch is to start and stop the flow of a current. So the answer is (d).

Table 10: Few-shot exemplars for full chain of thought prompt for ARC dataset. Both ARC-easy and ARC-challenge
share the same prompt in the generation process.
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