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Abstract

Large language models (LLMs) are capable of001
generating coherent summaries from very long002
contexts given a user query. Extracting and003
properly citing evidence spans could help im-004
prove the transparency and reliability of these005
summaries. At the same time, LLMs suffer006
from positional biases in terms of which infor-007
mation they understand and attend to, which008
could affect evidence citation. Whereas previ-009
ous work has focused on evidence citation with010
predefined levels of granularity (e.g. sentence,011
paragraph, document, etc.), we propose the task012
of long-context query focused summarization013
with unstructured evidence citation. We show014
how existing systems struggle to generate and015
properly cite unstructured evidence from their016
context, and that evidence tends to be “lost-017
in-the-middle”. To help mitigate this, we cre-018
ate the Summaries with Unstructured Evidence019
Text dataset (SUnsET), a synthetic dataset gen-020
erated using a novel domain-agnostic pipeline021
which can be used as supervision to adapt022
LLMs to this task. We demonstrate across 5023
LLMs of different sizes and 4 datasets with024
varying document types and lengths that LLMs025
adapted with SUnsET data generate more rel-026
evant and factually consistent evidence than027
their base models, extract evidence from more028
diverse locations in their context, and can gen-029
erate more relevant and consistent summaries.030

1 Introduction031

At the frontier of the capabilities of natural lan-032

guage processing (NLP) systems such as large lan-033

guage models (LLMs) is the ability to handle long034

contexts such as books, sets of research papers, and035

long legal documents, and summarize them based036

on user queries (Koh et al., 2023; Su et al., 2024;037

Beltagy et al., 2020; Reid et al., 2024). The diffi-038

culty of this task lies in the need to attend to rele-039

vant information in the source document(s) given a040

query and simultaneously derive coherent, factually041

Pay close attention to the sunlight your area receives,
as this is crucial for plant health [1]. Choose plants

tailored to your light availability; for instance, herbs or
shade-tolerant plants can thrive in lower light, while...

How can I create and maintain a garden
in a small urban space?

[1] Assessing sunlight is crucial for plant 
health; choose your plants based on the
light availability in your small urban space.

Figure 1: We study query focused summarization with
unstructured evidence citation from long contexts

consistent, and distilled insights (Goldman et al., 042

2024). While LLMs have achieved much progress 043

on this (Edge et al., 2024), people prefer to use 044

traditional retrieval sources (e.g., search engines) 045

for critical queries due to the need for transparency 046

and provenance (Worledge et al., 2024). While 047

progress has been made on structured evidence ci- 048

tation (i.e., with fixed levels of granularity such as 049

sentences and documents) (Li et al., 2023), in or- 050

der to improve the flexibility and explainability of 051

long-context query focused summaries we propose 052

to study the task of unstructured evidence citation. 053

054

Within this, we explore two key barriers to 055

achieving good performance with reliable sum- 056

maries. First, LLMs have positional biases (Liu 057

et al., 2024c; Ravaut et al., 2024), focusing on the 058

earlier and later tokens in their input context (Zhang 059

et al., 2024b). This can potentially bias which evi- 060

dence a model selects to support a summary. Sec- 061

ond, fine-tuning has benefits in terms of inference 062

efficiency (Wu et al., 2024), and in some cases can 063

outperform inference interventions (Zhang et al., 064

2024a; Liu et al., 2022), but would require a large 065

dataset with specialized examples of long docu- 066

ments, queries, extracted evidence, and summaries 067

which cite this evidence. Creating such a dataset 068

requires an extensive amount of time, money, and 069

expertise (Asai et al., 2024; Laban et al., 2024; 070

Santosh et al., 2024). 071
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To address these issues, we provide the first072

study on unstructured (i.e., no fixed level of gran-073

ularity) evidence citation in long-context query-074

focused summarization. While attribution has been075

investigated in recent works (Laban et al., 2024;076

Asai et al., 2024; Li et al., 2023), we present a novel077

and more challenging scenario where a model must078

extract unstructured text spans from its context to079

use as supporting information for its summary. We080

show for base models that extracting and citing081

unstructured evidence is challenging, and that evi-082

dence is often lost-in-the-middle. To help alleviate083

this, we present a fine-tuning approach based on084

an inductively generated synthetic dataset called085

the Summaries with Unstructured Evidence Text086

dataset (SUnsET). Across 5 different models and087

4 different datasets (single- and multi-document),088

we demonstrate that fine-tuning on SUnsET data089

can help mitigate lost-in-the-middle, increase cita-090

tion accuracy and coverage, and improve summary091

quality. We release SUnsET and our generation092

code to the public for further study.1093

2 Challenges in Query Focused Long094

Context Summarization095

Query focused, long context summarization re-096

quires a model to be able to simultaneously in-097

gest a large number of context tokens (possibly098

from multiple documents), retrieve and attend to099

relevant information in this context given a query,100

and integrate this information into a factually con-101

sistent and relevant summary. LLMs, with their102

increasingly large context sizes, have proven to be103

particularly adept at performing this task (Zhang104

et al., 2024a; Edge et al., 2024; Russak et al., 2024).105

Yet, a number of challenges remain, both in deal-106

ing with long contexts and with producing query-107

focused summaries (Li et al., 2024; Russak et al.,108

2024; Bai et al., 2024; Liu et al., 2024c; Shaham109

et al., 2023; Ravaut et al., 2024; Laban et al., 2024;110

Worledge et al., 2024; Ji et al., 2023). The main111

focus of our work is on evidence attribution (La-112

ban et al., 2024; Worledge et al., 2024; Li et al.,113

2023) and its relation to the lost-in-the-middle prob-114

lem (Liu et al., 2024c; Ravaut et al., 2024).115

2.1 Evidence Attribution116

Though LLMs can generate convincing summaries,117

in practice people often prefer to acquire infor-118

1https://anonymous.4open.science/r/
sunset-BD72

mation through media where provenance is fully 119

transparent (for example, a normal search en- 120

gine) (Worledge et al., 2024). Improving the ability 121

of LLMs to generate both relevant summaries and 122

provide accurate attributions has the potential to 123

help improve their usefulness, transparency, and 124

trustworthiness. Recent work has started to ex- 125

plore this direction, including SummHay (Laban 126

et al., 2024) and OpenScholar (Asai et al., 2024). 127

However, most works focus on structured attribu- 128

tion with fixed levels of granularity (e.g., sentences, 129

paragraphs, or documents) (Li et al., 2023). To 130

the best of our knowledge, we provide a first study 131

on unstructured evidence citation in long context 132

query focused summarization, which is more flexi- 133

ble than the fixed-granularity approach. 134

2.2 Lost-in-the-Middle 135

LLMs suffer from positional preferences in their 136

learned attention (Liu et al., 2024c), oftentimes pre- 137

ferring early or late tokens in their context (Zhang 138

et al., 2024b). While this problem was originally 139

demonstrated on retrieval-augmented-generation 140

(RAG) tasks with explicit answers such as question 141

answering, follow-up work has shown its persis- 142

tence in more abstractive tasks such as summariza- 143

tion (Ravaut et al., 2024) and query focused multi- 144

document summarization (Laban et al., 2024). A 145

number of solutions have been proposed, most of 146

which rely on manipulating either the positions 147

of tokens in the context or the positional embed- 148

dings of LLMs in order to remove their intrinsic 149

bias (Wang et al., 2025; He et al., 2024; Zhang 150

et al., 2024b). We further explore and document 151

this problem at the level of unstructured evidence 152

citation, demonstrating how evidence is extracted 153

unevenly across documents, and how this problem 154

can be mitigated using purely synthetic data. 155

3 Learning to Cite and Summarize 156

Our task is: given a query about a long input con- 157

sisting of one or more documents, generate a re- 158

sponse to the query which cites unstructured evi- 159

dence from the input. We differentiate ourselves 160

from previous work on summarization with attribu- 161

tion (Laban et al., 2024; Asai et al., 2024; Li et al., 162

2023) by requiring a model to extract unstructured 163

text as evidence with no predefined levels of gran- 164

ularity. This evidence must also be relevant and 165

consistent with both the document and the sum- 166

mary sentences. While more challenging, this en- 167
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P1. Titles: Generate N unique titles of fiction
and non-fiction documents.
P2. Document outline: Given a title, generate
an outline broken down into discrete sections.
P3. Queries, summaries, and evidence: Given
a document title and outline, generate 5 ques-
tions, 5 responses, and supporting passages that
will be included in the document. Indicate which
sections the passages should be included in.
P4. Document sections: Generate each section
of the document one at a time. Ensure that ev-
idence passages are included verbatim in each
section.
P5. Refinement: For each
⟨question,summary,evidence⟩ tuple, refine
the summary and evidence based on the
document.
P6. Validation: For each
⟨question,summary,evidence⟩ tuple, vali-
date that the summary fully addresses the
question and is faithful to the document, and
includes inline attribution to evidence passages.

Figure 2: Six stage inductive data generation pipeline.
The full prompts for each stage are given in Appendix
A Figure 8 - Figure 16.

ables flexible and explainable summary generation,168

and citations can easily be generated in both multi-169

document and single-document settings.170

To tackle this we create SUnsET, a synthetic171

dataset which is generalizable across domains, us-172

ing a novel inductive generation pipeline. We173

then use this data to fine-tune models using174

adapters (Houlsby et al., 2019) to improve unstruc-175

tured evidence citation and summary quality, as176

well as mitigate the lost in the middle problem.177

For the latter, previous work has shown that fine-178

tuning with data augmentation (e.g., shuffling doc-179

uments Zhang et al. 2024b) can help achieve this.180

Given this, we construct SUnsET so that documents181

are modular: documents are broken down into dis-182

crete sections, so that data augmentation through183

shuffling document sections (thus shuffling global184

structure) is possible. We first present the inductive185

pipeline approach used to generate SUnsET, fol-186

lowed by our two fine-tuning schemes which use187

low-rank adapters (LoRA) (Hu et al., 2022) trained188

on different views of SUnsET.189

3.1 Generating SUnsET190

Recent works have demonstrated the promise of191

generating large scale synthetic datasets for fine-192

Example Document Snippet
Title: “Writing the Unwritable”
...They demonstrate that while writing the un-
writable is fraught with difficulty, it can also
yield transformative insights that resonate pro-
foundly with readers. Writing the unwritable
requires a recognition of the limitations of lan-
guage, and a willingness to push against those
boundaries. This requires not merely acceptance
of silence or ambiguity but a bold declaration
that some truths demand to be told, no matter
how fraught the endeavor may be....
Example Query
What does it mean to write the unwritable, and
what historical examples illustrate this concept?
Example Summary Snippet
To write the unwritable involves confronting and
articulating subjects and experiences that resist
verbal expression, often due to limitations of
language, social taboos, and the impact of cen-
sorship [1][2][3].
Example Evidence Snippet
[1] Writing the unwritable requires a recognition
of the limitations of language, and a willingness
to push against those boundaries.

Figure 3: Snippets from a SUnsET document.

tuning task specific models (Ziegler et al., 2024; 193

Honovich et al., 2023; Wang et al., 2023; Chen 194

et al., 2024; Xu et al., 2024) with the help of strong 195

LLMs such as GPT-4 (OpenAI, 2023). Inspired 196

by this, we propose SUnsET, a generic, domain- 197

agnostic dataset generated from a novel inductive 198

synthetic data pipeline that allows us to fine-tune 199

downstream models to generate relevant and consis- 200

tent query focused summaries from long-contexts 201

with unstructured evidence citations. 202

Our pipeline generates datasets composed of 203

long documents paired with queries and long-form 204

answers to those queries. Each summary includes 205

inline citations that reference relevant unstructured 206

text spans in the original document. We make sev- 207

eral design decisions intended to overcome known 208

problems in synthetic data generation, including 209

the potential for low diversity (Honovich et al., 210

2023; Wang et al., 2023) and labeling errors (Chen 211

et al., 2024). This includes taking a six stage 212

pipeline approach which generates synthetic data 213

inductively, and validation steps which refine sum- 214

maries, refine evidence, and reject bad summaries 215

and evidence. 216
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SUnsET Base Base w/ Titles

Method Titles Questions Summaries Documents Titles Questions Summaries Documents Titles Questions Summaries Documents
Moving Avg. TTR 0.816 0.751 0.836 0.820 0.387 0.670 0.797 0.350 0.588 0.631 0.778 0.352
Avg. Cosinse Dist. 0.780 0.806 0.733 0.682 0.425 0.725 0.716 0.042 0.607 0.660 0.610 0.040

Avg. Length (in words) 5.44 13.45 226.5 3767.4 6.65 9.85 23.79 474.8 5.76 10.21 24.45 433.8

Table 1: Statistics and diversity metrics of synthetically generated data.

The full generation process is described in Fig-217

ure 2, with prompts provided in Appendix A. Diver-218

sity in document topic and type is accomplished by219

first generating diverse document titles, which seed220

the subsequent steps of generation. We inductively221

build up each document, starting with the queries,222

summaries, and evidence passages. When generat-223

ing evidence, each evidence passage is assigned to224

a section in the document so that evidence can be225

distributed precisely. The summaries, queries, and226

assigned evidence are then used as context from227

which each section of the document is generated,228

one section at a time. This makes documents mod-229

ular, which we take advantage of during training230

to study evidence positional biases. Following this,231

the queries, summaries, and evidence are refined232

in order to fully reflect the final document. Finally,233

we filter the summaries and evidence by prompt-234

ing GPT 4o mini to predict if the summaries fully235

address the query and are fully supported by the236

document (see Figure 3 for an example).237

To validate the pipeline, we additionally gener-238

ate two baseline datasets. The first is generated239

by combining all the steps listed in Figure 2 into240

a single prompt. The second includes a control241

where we enforce that no repeated titles are gener-242

ated (see Figure 17 in Appendix A). We compare243

each dataset using samples of 100 documents along244

dataset diversity metrics (average type-token ratio245

(TTR)(Bestgen, 2023), embedding cosine distance,246

and average word length) in Table 1. Baseline non-247

pipelined approaches produce shorter documents248

and shorter summaries, and these documents and249

summaries tend to be much more similar to each250

other than those generated using our pipeline.251

3.2 Training Complementary Adapters252

Previous work has demonstrated that altering the253

position embeddings of LLMs either directly or254

through fine-tuning can help to overcome positional255

biases (Hsieh et al., 2024; Zhang et al., 2024b).256

One of the benefits of SUnsET documents is that257

they are highly modular, as the generated docu-258

ments have both global coherence at the level of259

the full document and local coherence at the level 260

of discrete sections. Given this, we experiment 261

with position-aware and position-agnostic training 262

in order to observe their impact on evidence selec- 263

tion and quality, as well as summary quality. 264

For position-aware training, we concatenate all 265

the document sections together in their natural or- 266

der to construct the context, while for position- 267

agnostic training, we shuffle the document sec- 268

tions before concatenating them, thus randomiz- 269

ing the global structure of the position embeddings 270

while maintaining the local structure. This gives 271

us two adapters for each model in our experiments. 272

The prompt we use for training is provided in Ap- 273

pendix A Figure 18, and all training is performed 274

using supervised fine-tuning on SUnsET data using 275

LoRA (Hu et al., 2022). 276

3.3 Summarizing with Unstructured Evidence 277

To generate summaries with unstructured citations, 278

we design a prompt that is constructed of elements 279

from previous work (Asai et al., 2024). The full 280

prompt is given in Figure 18 in Appendix A. This 281

prompt was refined through several rounds of ex- 282

perimentation, while the aspects related to citation 283

formatting are taken from (Asai et al., 2024). We 284

use this prompt both for inference and for super- 285

vised fine-tuning on SUnsET. After generating re- 286

sponses using this prompt, we validate that the 287

format instructions are followed in order to sepa- 288

rate evidence from the response. When the output 289

is misformatted, we regenerate samples either un- 290

til the format is correct, or until 5 attempts are 291

reached. If the formatting is still in error, then 292

we use the output of the last attempt as is for 293

the summary. To deal with long contexts, we 294

take a divide-and-conquer approach, which chunks 295

each document according to the model’s maximum 296

content length, summarizes each chunk, and fi- 297

nally summarizes each summary. Thus, the out- 298

put for each ⟨document, query⟩ pair is a ⟨summary, 299

evidence_list⟩ pair containing the summary and a 300

list of unstructured text spans from the context. 301
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Method Exact Match 50% Match # Evidence

Llama 3.2 1B 0.0 35.71 14
+ Standard 7.69 43.26 208
+ Shuffled 5.15 22.68 97

Llama 3.2 3B 25.57 90.11 1345
+ Standard 52.77 85.62 3720
+ Shuffled 32.99 74.07 2337

Llama 3.1 8B 43.93 83.12 3412
+ Standard 78.36 97.21 4690
+ Shuffled 54.53 88.51 4684

Mistral Nemo 2407 5.48 66.13 310
+ Standard 82.20 97.29 2107
+ Shuffled 72.38 95.76 1959

Mixtral 8x7B 5.79 91.25 3452
+ Standard 33.82 90.47 4208
+ Shuffled 29.29 90.74 4288

GPT-4o-mini 11.06 96.32 8159

Table 2: Hallucination rates for evidence extraction.
We directly measure exact string match (i.e. when the
evidence sentence exactly appears in the context) as well
as 50% overlap between the extracted evidence and the
longest common substring in the context.

4 Experiments and Results302

Our experiments focus on three research questions:303

• RQ1: How well can LLMs extract and use304

unstructured evidence?305

• RQ2: Is evidence lost-in-the-middle?306

• RQ3: Does learning to cite unstructured evi-307

dence improve summary quality?308

Test Data We use four test datasets (full dataset309

descriptions in Appendix B). At a high level these310

are: SQuALITY (Wang et al. 2022, short sci-fi311

novels, single document, average context length:312

5,200 tokens); LexAbSumm (Santosh et al. 2024,313

long legal documents, single document, average314

context length: 14,357 tokens); SummHay (La-315

ban et al. 2024, synthetic conversations and news,316

multi-document, average haystack context length:317

93,000 tokens); and ScholarQABench (Asai et al.318

2024, Computer Science research papers, multi-319

document, average context length: 16,341 tokens).320

Models We use a set of LLMs covering multi-321

ple sizes and pretraining configurations. This in-322

cludes Llama 3.2 1B, Llama 3.2 3B, Llama 3.1323

8B (Dubey et al., 2024), Mistral Nemo 2407, and324

Mixtral 8x7B.2 Additionally, we provide an upper325

bound estimate on performance using GPT 4o mini326

with no fine-tuning.327

2Huggingface model IDs are listed in Appendix D Table 5

SLTS LASS SMHM SQBM

Method RelF1 ConF1 RelF1 ConF1 RelF1 ConF1 RelF1 ConF1

Llama 3.2 1B 0.00 0.00 0.94 1.06 0.00 0.00 0.23 0.18
+ Standard 0.63 0.53 4.80 4.56 0.00 0.00 1.84 1.68
+ Shuffled 0.48 0.26 2.83 2.84 0.00 0.00 0.00 0.00

Llama 3.2 3B 11.21 10.16 15.08 14.64 8.64 8.75 12.37 12.99
+ Standard 36.19 25.12 43.98 40.64 37.73 39.03 37.16 34.39
+ Shuffled 23.38 15.33 36.19 31.26 32.73 33.46 31.36 26.73

Llama 3.1 8B 17.21 15.15 31.17 30.65 34.18 37.96 32.08 32.85
+ Standard 35.21 25.34 52.64 47.79 56.82 57.50 45.26 41.13
+ Shuffled 29.36 20.65 49.90 44.19 54.79 54.27 39.53 36.17

Mistral Nemo 2407 2.75 2.37 5.34 4.58 10.37 10.25 5.67 5.36
+ Standard 34.24 24.45 38.21 36.88 23.54 25.13 7.15 7.56
+ Shuffled 32.52 22.84 39.94 38.57 21.58 23.23 4.65 4.08

Mixtral 8x7B 24.45 19.15 39.48 40.08 44.01 43.44 25.97 25.61
+ Standard 30.54 25.11 38.27 38.08 48.71 51.85 38.37 38.59
+ Shuffled 32.87 25.86 44.13 44.48 46.67 49.09 39.65 41.89

GPT 4o Mini 42.62 36.23 59.48 53.96 64.99 60.14 37.65 33.11

Table 3: Relevance and consistency of evidence sen-
tences with respect to their citances. Relevance and
consistency are measured using an autorater (GPT-4o-
mini) (Liu et al., 2023) based on previously validated
prompts (Liu et al., 2024b). We follow a similar setup
to (Laban et al., 2024; Asai et al., 2024) where we mea-
sure citation precision and recall in order to calculate
an overall F1 score for both relevance and consistency.
S indicates single document tasks, M indicates multi-
document. SQ is SQuALITY, LAS is LexAbSumm,
SMH is SummHay, and SQB is ScholarQABench

Evaluation For evaluation, we follow recent 328

trends in summarization evaluation, which have 329

noted that traditional lexical based metrics such as 330

ROUGE score (Lin, 2004) are insufficient for more 331

complex summarization tasks (Koh et al., 2022). 332

We evaluate our models using autoraters (i.e., LLM- 333

as-a-judge) (Gu et al., 2024; Zheng et al., 2023; 334

Liu et al., 2023) along two dimensions using previ- 335

ously validated prompts listed in Appendix A (Fig- 336

ure 20 and Figure 21) (Liu et al., 2024b). These 337

dimensions are Relevance and Consistency. Given 338

a source text, a target text, and optionally a query, 339

Relevance measures how well the target covers the 340

main points of the source, as well as how much ir- 341

relevant or redundant information it contains. Con- 342

sistency measures to what degree the target con- 343

tains any factual errors with respect to the source. 344

Both scores are measured on a scale from 1-5 using 345

GPT-4o-mini (OpenAI, 2023).3 346

Training, and Inference We generate a total 347

of 2,352 synthetic documents, giving us 11,309 348

⟨document, question, summary⟩ tuples. We hold 349

3We test the robustness of our evaluation in Appendix F
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(d) Mistral Nemo 2407
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Figure 4: Location of extracted evidence in the provided source context for different methods.
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Figure 5: Location of ground truth evidence in each dataset.

out 200 documents for validation and early stop-350

ping. In all cases we fine tune using the Hugging-351

face Transformers implementation of LoRA (Hu352

et al., 2022) with a rank and α of 16 applied to all353

linear operators of each model.354

4.1 RQ1: Can LLMs Generate Unstructured355

Evidence?356

Using the datasets and models just described, we357

first test if LLMs can extract and effectively uti-358

lize unstructured evidence, as well as the impact of359

training on SUnsET. We look at two aspects of ci-360

tation ability: evidence hallucination and evidence361

accuracy.362

To study evidence hallucination, we attempt to363

match each sentence generated in the evidence list364

to its position in the context. We do so with two365

measures: exact string match and percent overlap366

of longest common substring (LCS) between the367

evidence and context. We present the rate of ex-368

act evidence match and 50% LCS overlap for all369

models aggregated across all datasets in Table 2.370

We see that all base models struggle to faithfully371

copy evidence from the context. This includes372

GPT 4o mini, which only faithfully copies 11%373

of the time. This rate is dramatically improved in 374

all cases except for the smallest model (Llama 3.2 375

1B) by learning to cite unstructured evidence using 376

SUnsET. Additionally, we see that rates of citation 377

also dramatically increase (6.8× for Mixtral 8x7B). 378

We find that learning to cite using SUnsET greatly 379

improves the extraction of unstructured evidence 380

from arbitrary contexts. 381

Next, we study attribution quality using a mea- 382

sure similar to the citation accuracy presented 383

in Asai et al. (2024) but based on the relevance and 384

consistency of evidence with their citing sentences 385

(i.e. citances). To measure attribution quality, we 386

propose two measures: Relevance F1 and Consis- 387

tency F1. These are calculated as follows: for a 388

given ⟨summary, evidence_list⟩ pair, we first sen- 389

tence tokenize the summary and extract all citations 390

from each citance. Then, we pair each citance with 391

each piece of evidence that it cites and measure 392

either the relevance or consistency of the evidence 393

with respect to the citance. We normalize these 394

scores (originally between 1 and 5) to the range 395

[0, 1]. To obtain a measure of precision, we average 396

these scores over all the citances in the summary. 397

For recall, we average the scores over every sen- 398
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SLTS LASS SMHM SQBM

Method Rel Con Rel Con Rel Con Rel Con

Llama 3.2 1B 2.68 2.15 3.68 3.38 4.53 4.40 3.80 3.61
+ Standard 2.73= 2.17= 3.25 2.93 4.53= 4.44= 3.81= 3.59=

+ Shuffled 2.79* 2.15= 3.41 3.03 4.66* 4.55* 3.97* 3.69*

Llama 3.2 3B 4.39 4.05 4.40 4.19 4.82 4.74 4.28 4.11
+ Standard 4.22 3.80 4.19 4.02 4.90* 4.85* 4.41* 4.21*
+ Shuffled 3.84 3.38 4.25 4.02 4.89* 4.84* 4.49* 4.23*

Llama 3.1 8B 4.55 4.34 4.64 4.52 4.88 4.78 4.18 4.06
+ Standard 4.63* 4.41* 4.53 4.44 4.94* 4.93* 4.64* 4.42*
+ Shuffled 4.59* 4.34= 4.55 4.44 4.97* 4.92* 4.68* 4.41*

Mistral Nemo 2407 4.27 4.09 3.83 3.85 4.27 4.15 3.15 3.23
+ Standard 4.43* 4.24* 4.03* 4.04* 4.54* 4.47* 3.79* 3.75*
+ Shuffled 4.53* 4.35* 4.18* 4.12* 4.65* 4.49* 3.49* 3.41*

Mixtral 8x7B 4.02 3.99 4.28 4.22 4.78 4.68 3.95 3.89
+ Standard 4.52* 4.35* 4.45* 4.40* 4.84* 4.72* 4.26* 4.13*
+ Shuffled 4.51* 4.40* 4.44* 4.38* 4.79= 4.68= 4.33* 4.18*

GPT 4o Mini 4.98 4.92 4.93 4.77 4.99 4.98 4.94 4.76

Table 4: Relevance and consistency of generated sum-
maries. Relevance and consistency are measured using
an autorater (GPT-4o-mini) (Liu et al., 2023) based on
previously validated prompts (Liu et al., 2024b). * in-
dicates significance as measured by non-overlapping
bootstrapped confidence intervals with the baseline. =

indicates no significant difference from baseline. S

indicates single document tasks, M indicates multi-
document. SLT is SQuALITY, LAS is LexAbSumm,
SH is SummHay, and SQB is ScholarQABench.

tence in the summary, thus penalizing summaries399

which do not use citations. F1 is then calculated as400
2∗p∗r
p+r .401

We present results on citation relevance and con-402

sistency in Table 3. We again find that without403

any intervention, base models are generally bad404

at selecting and generating relevant and consistent405

evidence. As expected, larger models are better406

at this task, with base GPT 4o mini providing a407

modest upper bound on performance. We see that408

training on SUnsET helps to significantly close this409

gap and greatly improve citation quality. Smaller410

models see fewer gains, while larger models are411

able to adapt using SUnsET much more strongly,412

in some cases surpassing GPT 4o mini (e.g., Llama413

3.1 8B for ScholarQABench). As with evidence414

hallucination, standard fine-tuning generally per-415

forms better, except for Mixtral, which sees a boost416

from doing shuffled training. Overall, we find that417

base models struggle to utilize unstructured evi-418

dence, while SUnsET helps models to learn this419

across highly diverse test sets.420

4.2 RQ2: Is evidence lost-in-the-middle?421

Next, we explore to what extent this evidence is422

lost in the middle. To characterize positional bias,423

we match extracted evidence to its relative loca- 424

tion in the document context (based on 50% LCS 425

overlap) and plot this as a histogram in Figure 4. 426

As a point of reference, we also plot the distribu- 427

tion of summary sentence locations within the test 428

set documents by matching ground truth reference 429

summaries to their relative locations in their con- 430

text documents in Figure 5.4 431

We find that evidence is lost in the middle 432

for all base models. This includes GPT 4o Mini, 433

which has a sharp spike of evidence in the early 434

context. This stands in contrast to ground truth 435

summary location distributions, which are uniform 436

in all cases except for LexAbSumm which has a 437

bias for evidence at the end of the context. In 438

general, training on SUnsET without shuffling in- 439

creases the rate of evidence extraction, but does 440

not decrease the bias significantly. Shuffling on 441

the other hand, increases the rate of evidence ex- 442

traction and can decrease the bias. This is espe- 443

cially the case for Llama 3.1 8B and Llama 3.2 444

3B. Thus, similar to previous work on RAG for 445

question-answering tasks (Zhang et al., 2024b), we 446

find that shuffled training has the potential to help 447

reduce positional biases for evidence extraction 448

as well. This presents a tradeoff between training 449

with shuffled and unshuffled documents: on the one 450

hand, standard training leads to generally higher 451

intrinsic citation and evidence quality, while on 452

the other, fails to reduce positional bias. Shuffling 453

reduces positional bias, potentially utilizing more 454

relevant evidence for the final summary, but suffers 455

a penalty in terms of citation and evidence quality. 456

4.3 RQ3: Is Summary Quality Improved? 457

Finally, we test if learning to cite has a positive 458

impact on summary quality. For this experiment, 459

we measure the relevance and consistency of ev- 460

ery summary with respect to its context and query. 461

We again compare each base model to training on 462

SUnsET with standard and shuffled context. Our 463

results are presented in Table 4. 464

We find that summary quality is uniformly 465

and significantly improved by learning to cite 466

unstructured evidence. Larger models adapt more 467

easily than smaller models which struggle on the 468

single-document datasets (SQuALITY and LexAb- 469

Summ). Learning from SUnsET has an especially 470

strong impact on multi-document datasets, while 471

standard and shuffled training generally lead to 472

4We find the relative location using cosine similarity of
S-BERT sentence embeddings (Reimers and Gurevych, 2022)
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Figure 6: SQuALITY: Relevance and consistency performance vs. number of synthetic training samples.
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Figure 7: ScholarQABench: Relevance and consistency performance vs. number of synthetic training samples.

similar gains in performance. Mistral Nemo tends473

to perform better with shuffled training, while for474

other models the results are mostly interchangeable.475

The selection of which approach is best then comes476

down to the tradeoff between evidence quality and477

positional bias. Ultimately though, fine-tuning on478

SUnsET helps reduce the performance gap in terms479

of summary quality with much more powerful mod-480

els such as GPT 4o Mini.481

Additionally, for LexAbSumm, we see a drop in482

performance for Llama models but gains in per-483

formance or Mixtral. Recall that LexAbSumm484

expresses a bias in terms of where relevant infor-485

mation in the summary lies. With the exception486

of Mixtral, shuffled training tends to mitigate this487

drop slightly, or lead to the best performance in488

the case of Nemo, which may be attributed to the489

reduced evidence bias of this setting.490

Finally, To observe the impact of number of SUn-491

sET training samples on summary quality, we plot492

relevance and consistency vs. number of training493

samples for SQuALITY and ScholarQABench in494

Figure 6 and Figure 7. Interestingly, we find that495

performance generally peaks with only a modest496

amount of data (around 1k-3k samples depending497

on the model) at which point performance plateaus 498

or slightly drops. Given this, we see that adapting 499

models to our task requires minimal data and can 500

be performed relatively cheaply. 501

5 Discussion and Conclusion 502

Generating unstructured evidence citations along- 503

side query-focused summaries has the potential to 504

improve user trust and transparency in LLMs. Our 505

study has highlighted salient challenges in this task, 506

as well as a potential solution for them. With no 507

intervention, these models suffer from the lost-in- 508

the-middle problem, which we demonstrate across 509

many settings for the case of unstructured evidence 510

citation. They additionally struggle to generate ac- 511

curate unstructured evidence from their contexts. 512

Our proposed dataset, SUnsET, serves as a useful 513

domain-agnostic synthetic dataset to help mitigate 514

these issues. This intervention is at training time, 515

meaning the inference cost is lower than for com- 516

plex reasoning and inference chains. In addition to 517

improving evidence quality, overall summary qual- 518

ity is improved. We hope this work can be built 519

upon to help create more reliable, transparent, and 520

useful summarization systems. 521
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Limitations522

While our approach offers several benefits, there523

are notable areas to improve upon. Generating524

unstructured evidence directly can be prone to hal-525

lucination, while it is critical for the evidence to be526

exactly correct. A more precise RAG approach may527

offer some benefits. While shuffling during training528

helps the model to pull evidence more evenly, this529

also reduces the benefits in terms of evidence qual-530

ity. A more targeted approach based on directly531

altering positional embeddings may be more appro-532

priate for this (Hsieh et al., 2024). We experiment533

with documents using a fixed number of sections in534

this study; allowing for variable-length documents535

could deliver greater improvements in performance.536

Additionally, we acknowledge potential prompt537

bias, influencing model outputs. Despite our efforts538

to mitigate these effects, they persist as a challenge,539

and using techniques such as APO (Pryzant et al.,540

2023) could address these issues. Finally, while541

SUnsET data is domain agnostic, it could be worth542

exploring how domain-aware data could help for543

more targeted applications (e.g., in the legal do-544

main).545

Ethical Implications546

LLMs are capable of generating convincing sum-547

maries from long contexts, and learning to gen-548

erate unstructured supporting evidence from the549

source context can help improve their reliability550

and transparency. This approach is more flexible551

than the fixed-granularity approach, but generation552

will likely always be prone to errors. Validating553

that generated evidence is authentic is then cru-554

cial, as an incorrect citation presented as a ground555

truth fact could potentially be more harmful than556

no citation at all.557

Additionally, synthetic data is clearly useful for558

learning to cite unstructured evidence. But syn-559

thetic data comes with its own ethical issues, includ-560

ing plagiarism and copyright infringement. More561

work on LLM trust and safety is needed to effec-562

tively mitigate this, as we are benefitting techno-563

logically from unknowing people’s free labor.564
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A List of Prompts868

The full set of prompts used in this study are listed869

in the figures below.870

A.1 Synthetic Data Generation Prompts871

The prompts used to generated synthetic data are872

given in Figure 8 – Figure 16.873

A.2 Training and Inference Prompt874

The prompt used for training and inference is given875

in Figure 18876

A.3 Evaluation Prompts877

The prompt used to measure relevance is given in878

Figure 20 and the prompt used to measure consis-879

tency is given in Figure 21.880

B Full Dataset Descriptions881

The test datasets we use in this study include:882

SQuALITY (Wang et al., 2022) is a single-883

document task created from public domain short884

sci-fi stories where expert annotators create origi-885

nal summaries, providing both an overall narrative886

and detailed responses to specific questions, chal-887

lenging models to capture broad context as well as888

fine-grained information.889

LexAbSumm (Santosh et al., 2024) is a single-890

document task which contains legal judgments891

from the European Court of Human Rights, focus-892

ing on aspect-specific summaries that distill com-893

plex legal arguments.894

SummHay (Laban et al., 2024) is a multi-895

document task composed of large-scale “haystacks”896

of documents with embedded “insights” which are897

relevant to the queries.898

Model Huggingface Identifier

Llama 3.2 1B meta-llama/Llama-3.2-1B-Instruct
Llama 3.2 3B meta-llama/Llama-3.2-3B-Instruct
Llama 3.1 8B meta-llama/Meta-Llama-3.1-8B-Instruct
Mistral Nemo 2407 mistralai/Mistral-Nemo-Instruct-2407
Mixtral 8x7B mistralai/Mixtral-8x7B-Instruct-v0.1

Table 5: Huggingface identifiers for models used in our
experiments.

ScholarQABench (Asai et al., 2024) is a multi- 899

document task focused on scientific literature, com- 900

prising expert-crafted queries and extended an- 901

swers drawn from a broad corpus of open-access 902

research papers. 903

C Data Availability Statement 904

We create SUnsET in this work, as well as the code 905

to generate SUnsET, which we release freely to 906

the public under the MIT license.5 The data are 907

generated as sets of fiction and non-fiction books 908

in English. 909

D Model Descriptions 910

Table Table 5 presents the full set of Huggingface 911

model identifiers for the LLMs used in our experi- 912

ments. The model cards containing relevant infor- 913

mation on number of parameters, context length, 914

vocabulary size, etc. are available on their model 915

page on the Huggingface website. All training and 916

inference are performed using 1-2 Nvidia A100 917

GPUs with 48GB of memory. Prior to training 918

we ran a brief hyperparameter search to find the 919

parameters used in this study, sweeping over the 920

following values (selected values in bold): 921

• Learning rate: [1e-6, 5e-4] (5e-5) 922

• Batch size: {2, 4, 8, 16, 32} 923

• Warmup steps: {0, 10, 50, 100, 150, 200, 300} 924

• Train epochs: {1, 2, 3, 4, 5, 8, 10, 12, 20} 925

• Lora rank: {2, 4, 8, 12, 16, 32} 926

E Software Package Parameters 927

• NLTK (Bird, 2006): We use the punkt sen- 928

tence tokenizer for sentence tokenization 929

• VLLM: We use top p sampling at 90% with 930

a temperature of 1. for inference. We set 931

maximum new generated tokens to 2,000 932

• OpenAI GPT 4o Mini: We use top p sampling 933

at 90% with a temperature of 1 for all prompts 934

5https://anonymous.4open.science/r/
sunset-BD72
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P1: Title Generation
Imagine that you must write a book. This book can be either fiction or non-fiction.
You can select any subject to write your book about. Please make the book interesting.
Please write a list of 100 possible book titles.
Please only generate the title for each book.
Please include a mix of fiction and non-fiction, and please try to cover as many genres as possible.
Please make each book title unique.
Please make the style of each book title as different as possible, and don’t repeat title styles.
Please generate titles for books which will have a broad range of appeal.
Please generate titles for books which will require a broad range of reading levels.
Please try to make each title as different as possible.
Please do not include many titles with a colon (:).
{prev_titles_prompt}

**OUTPUT FORMAT**

Please separate each book title with a newline character (“\n”)

Figure 8: Title generation prompt. {prev_titles_prompt} is filled with prompts of previously generated titles.

except title generation (temperature set to 1.2)935

and filtering (deterministic highest probability936

token output)937

F Evaluation Robustness938

We use autoraters (i.e. LLM as a judge) for much939

of our evaluation. While we use a previously val-940

idated prompting and modeling setup (Liu et al.,941

2024b), we use GPT 4o Mini as our autorater due942

to its high performance and low cost. This has the943

potential to bias some of our results, as autoraters944

tend to favor their own outputs. Additionally, more945

powerful models are available for a slightly higher946

cost. Therefore, we validated the robustness of947

GPT 4o mini as an autorater by taking a sample948

of 710 outputs summaries from our evaluation and949

re-evaluating them with DeepSeek-V3 (Liu et al.,950

2024a). We measure the Pearson’s R correlation be-951

tween the ratings (2 ratings per summary) given by952

GPT 4o mini and DeepSeek-V3, finding a strong953

correlation of 73.29. This indicates the robustness954

of our evaluation which relies on GPT 4o mini.955
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P2: Outline
Imagine that you must write a book. This book can be either fiction or non-fiction.

This is the title of your book: {title}

Please write an outline of this book. Please include the title of the book, and a list of chapters or
sections that the book will contain. The book should have 6 sections or chapters.

**OUTPUT FORMAT**

Please output the outline as a JSON object where the keys are the chapters and the values are a
brief outline of the chapter.

In other words, as:

```python
{ ‘Chapter 1’: ‘Chapter 1 outline’,
‘Chapter 2’: ‘Chapter 2 outline’,
...
‘Chapter N’: ‘Chapter N outline’
} ```

Figure 9: Outline generation prompt. The {title} field is replaced with the title of one document.

P3.1: Queries Prompt
Imagine that you must write a book. You are given the following outline of the book

{outline}

Please write a list of 5 questions about the book which summarize the book.

Please try to cover different general aspects of the content.

Please make the questions very concise.

**OUTPUT FORMAT**

Please separate each question with a single newline character (“\n”)

Figure 10: Query generation prompt. The {outline} is filled with the outline generated by Figure 9.
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P3.2: Initial Summaries and Evidence
Imagine that you are writing a book. This is an outline of the book

{outline}

Please address the following question about the book:

{question}

Please write a summary which addresses the question. Please make the summary as specific and
detail oriented as possible. Please include actual examples from the book when possible. Please do
not write more than is absolutely necessary.

After you write the summary, please write exact quotes and passages you will include in the book,
from which the summary could be written. Please include at least {n_evidence} of these passages,
which you intend to include verbatim in the book. Please indicate the exact chapter where the
passages will be written in a separate field.

**OUTPUT FORMAT**

Please a JSON object with two fields: “summary”, “evidence”, and “chapter”. The summary field
should have the summary. The evidence field should have a list of evidence sentences from the
book. The chapter field should have the exact chapter where the corresponding evidence sentence
will appear. Please only indicate the chapter number for this field. There should be the same
number of elements in the “evidence” field as there are in the “chapter” field. In other words, as:

```python
{
‘summary’: ‘Summary text’,
‘evidence’: [‘evidence sentence 1’, ‘evidence sentence 2’, ...]
‘chapter’: [1, 4, ...]
}
```

Figure 11: Initial summary and evidence generation prompt. The {outline} and {question} fields are filled by
the output of the previous prompts, while the {n_evidence} field is filled by a random number between 5 and 10.
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P4.1: Document Section Generation
Imagine that you must write a book. You are given the following outline of the book

{outline}

Please write the following chapter of the book in its entirety:

{chapter}

Please also include the following sentences somewhere in the chapter. You must include these
passages verbatim (i.e., EXACTLY as is). It is imperative that you do this, otherwise the book will
be incomplete:

{evidence}

**OUTPUT FORMAT**

Please wrap the content of the chapter you write in a markdown codeblock, in other words, like:

```
content
```

Figure 12: Document section generation prompt. The {chapter} field is filled by the title of the section being
generated, as given in the outline.

P4.2: Evidence Retrieval Prompt
Please read the following book chapter:

{chapter}

The following passage should have been included in the chapter but was not:

{passage}

Please retrieve the passage from the chapter which is CLOSEST to the given passage.

**OUTPUT FORMAT**

Please wrap the passage in a markdown codeblock, in other words, like:

```
passage
```

Figure 13: Prompt to retrieve evidence from the document when previously generated evidence is not included
verbatim. The {passage} field is filled with one piece of evidence that was supposed to be included in the section.
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P5.1: Refinement Prompt
Imagine that you are giving an exam about a book. This is the book

{book}

On an exam, you are asked to summarize the book with respect to this question:

{question}

This is the summary that you are grading:

{summary}

Please rewrite this response so that it is totally accurate and fully addresses the question.

Please make the response as specific and detail oriented as possible. The following passages from
the document should help in crafting the response:

{passages}

**OUTPUT FORMAT**

Please wrap the content of the summary you write in a markdown codeblock, in other words, like:

```
content
```

Figure 14: Summary refinement prompt after content has been generated. The {book} field is filled with the entire
document, where each section is concatenated together. Other fields are filled with the output from the previous
prompts.
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P5.2: Citance generation
Imagine that you have written a research essay about a book. You have also extracted passages
from the book which you used to write the essay.

Your job is to add citations to the essay which properly reference the passages that you have
extracted.

Here is the essay:

{essay}

And here are the evidence passages from the book, each of which is given a number:

{evidence}

Please add citations to all citation-worthy statements in the essay using the numbered evidence
list, by indicating the citation numbers of the corresponding evidence. More specifically, add the
citation number at the end of each relevant sentence in the essay before the punctuation mark e.g.,
‘This work shows the effectiveness of problem X [1].’ when the passage [1] in the evidence list
provides full support for the statement. Only add a citation if it is fully relevant and unambiguously
supportive of that sentence. Not all evidences may be relevant, so only cite those that directly
support the statement. Please do not add any explanations or justifications for the evidence, simply
indicate the evidence numbers if they are relevant. If a sentence does not use any of the provided
evidence, please simply copy the sentence as is and do not add anything to the end of it. If multiple
evidences support a statement, please cite them together (e.g., [1][2]). For each citation-worthy
statement, you only need to add at least one citation, so if multiple evidences support the statement,
just add the most relevant citation to the sentence.

Figure 15: Prompt to add citation references to sentences based on extracted evidence. The {essay} field is filled
with a summary and the {evidence} field is filled with its corresponding evidence.

18



P6: Validation Prompt
Imagine that you are judging the quality of a summary of a book. This is the book

{book}

Here is a question about the book:

{question}

And here is the summary which addresses the question:

{summary}

Please judge if you think that the summary meets ALL of the following criteria:

1) The summary is absolutely faithful to the book (in other words, all of the information in the
summary is contained in the book)

2) The summary FULLY addresses the question

Please think carefully about your answer. If you think that ALL of the criteria are met, please
simply respond with “YES”.

Otherwise, please simply respond with “NO”.

Figure 16: Prompt to add citation references to sentences based on extracted evidence. Fields are filled with the
output of previous prompts.
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Baseline Non-Pipelined Prompt
Imagine that you must write a book. This book can be either fiction or non-fiction.

You can select any subject to write your book about. Please make the book interesting.

Please perform the following tasks and output everything in as a JSON object:

Please write the title of the book.
{title_prompt}

Then, please write an outline of this book. Please include a list of chapters or sections that the book
will contain. The book should have 6 sections or chapters.

Then, please write a list of 5 questions about the book which summarize the book.

Then, please write a summary for each question which addresses the question.

Then, please write the entire contents of the book. The book should be long, and you should write
out the ENTIRE content.

Then, extract specific passages from the book for each summary which serve as evidence for the
summary.

**OUTPUT FORMAT**
Please create a well-formatted JSON object with the following fields:

title: The title of the book (formatted as a string)
outline: The outline of the book (formatted as a string)
questions: The questions about the book (formated as a list)
summaries: The summaries addressing each question (formatted as a list of the same length as
“questions”)
document: The full book (formatted as a string)
evidence: A list of evidence passages (formatted as a list of the same length as “questions”)

Figure 17: Baseline non-pipelined prompt that we use as a point of comparison. The field {title_prompt} is
empty for the baseline without diversity enforced, and filled with a list of previous titles and the prompt “Please do
not use any of the following titles:”.
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Training and Inference Prompt

Your task is to read a document and then write an essay which addresses the following question:
{question_text}

To write your essay, you should read the document and identify key passages which will help guide
your response. Extract every passage which is directly relevant for your essay. Please copy each
extracted passage to a list in the format specified below. Please copy the exact text of each passage
(do NOT paraphrase!). Then, write your essay which addresses the query.

Please add citations to all citation-worthy statements using the extracted evidence, by indicating the
citation numbers of the corresponding evidence. More specifically, add the citation number at the
end of each relevant sentence before the punctuation mark e.g., ‘This work shows the effectiveness
of problem X [1].’ when the passage [1] in the evidence list provides full support for the statement.
Only add a citation if it is fully relevant and unambiguously supportive of that sentence. Not all
evidences may be relevant, so only cite those that directly support the statement. Please do not add
any explanations or justifications for the evidence, simply indicate the evidence numbers if they are
relevant. If a sentence does not use any of the provided evidence, please simply copy the sentence
as is and do not add anything to the end of it. If multiple evidences support a statement, please cite
them together (e.g., [1][2]). For each citation-worthy statement, you only need to add at least one
citation, so if multiple evidences support the statement, just add the most relevant citation to the
sentence.

Please limit to only 10 pieces of evidence.

Here is the document: {context}

**OUTPUT FORMAT**
Output your response as:
EVIDENCE:
[1] Extracted passage 1
[2] Extracted passage 2
...
[N] Extracted passage N
RESPONSE:
response

Figure 18: Full prompt used for fine-tuning and inference. The {question_text} field is filled with a single query,
and the {context} field is filled with the document context.
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Summary Combination Prompt
Here is a list of summaries of different sections of a document with respect to the query
“{question_text}”:

{context}

Please combine these summaries into a single summary which addresses the query. If a summary
mentions that the query is not addressed, please ignore that summary. Please keep all relevant
citations in the final summary. Here is a list of the original citations:

{evidence}

Figure 19: Prompt to combine section summaries into one final summary.
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Relevance Prompt
You will be given one summary written for a document based on a query about that document.

Your task is to rate the summary on one metric with respect to the query.

Please make sure you read and understand these instructions carefully. Please keep this document
open while reviewing, and refer to it as needed.

Evaluation Criteria: Relevance (1-5) - selection of important content from the source. The summary
should include only important information from the source document which is relevant for the
query. Annotators were instructed to penalize summaries which contained redundancies, excess
information, and information which does not address the query.

Evaluation Steps:

1. Read the query, the summary, and the source document carefully.
2. Compare the summary to the query and the source document and identify the main point of the
document which is relevant to the query.
3. Assess how well the summary covers the main points of the source document which are relevant
to the query, and how much irrelevant or redundant information it contains.
4. Assign a relevance score from 1 to 5.

Example:

Source Text:

{document}

Query:

{query}

Summary:

{summary}

Evaluation Form (scores ONLY): - {Relevance}

Figure 20: Relevance evaluation prompt from (Liu et al., 2024b). The {document} field is filled with the document
context and the {summary} field is filled with a summary. When used to evaluate summarization, the {query} field
is filled with the query used to generate the summary. For citation evaluation, the {query} field and all references
to queries are removed from the prompt.
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Consistency Prompt
You will be given one summary written for a document based on a query about that document.

Your task is to rate the summary on one metric.

Please make sure you read and understand these instructions carefully. Please keep this document
open while reviewing, and refer to it as needed.

Evaluation Criteria:

Consistency (1-5) - the factual alignment between the summary and the summarized source with
respect to the query. A factually consistent summary contains only statements that are entailed
by the source document. Annotators were also asked to penalize summaries that contained
hallucinated facts.

Evaluation Steps:

1. Read the source document carefully and identify the main facts and details it presents with
respect to the query.
2. Read the summary and compare it to the source document. Check if the summary contains any
factual errors that are not supported by the source document.
3. Assign a score for consistency based on the Evaluation Criteria.

Example:

Source Text:

{document}

Query:

{query}

Summary:

{summary}

Evaluation Form (scores ONLY): - {Consistency}

Figure 21: Consistency evaluation prompt from (Liu et al., 2024b). The {document} field is filled with the document
context and the {summary} field is filled with a summary. When used to evaluate summarization, the {query} field
is filled with the query used to generate the summary. For citation evaluation, the {query} field and all references
to queries are removed from the prompt.
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