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Abstract

Deep learning methods are increasingly applied to ophthalmologic scans in order
to diagnose and prognosticate eye diseases, cardiovascular or renal outcomes. In
this work, we create a multimodal deep learning model that combines retinal
fundus photographs and optical coherence tomography scans and evaluate it in
predictive tasks, matching state-of-the-art performance with a smaller dataset. We
use saliency maps to showcase which sections of the eye morphology influence
the model’s prediction and benchmark the performance of the multimodal model
against algorithms that utilize only the individual modalities.

1 Introduction

In recent years, machine learning has found multiple uses in ophthalmology, including image
segmentation [1], disease diagnosis [2, 3] and prognosis [1, 4]. With ever increasing dataset sizes
[5], imaging has a key role in the field thanks to the availability of diverse modalities, such as
retinal fundus photographs, optical coherence tomography (OCT), anterior segment photographs,
and corneal topography. Retinal OCT and fundus photographs are common non-invasive imaging
modalities applied in an ophthalmology setting, and they are both part of routine eye examinations.
Applications of computer vision algorithms in ophthalmology have primarily focused on retinal
fundus photographs [3, 6, 7], although with recent technological advances in OCT devices, this
modality is also becoming the object of increased recent attention [1, 8].

OCT scans and fundus photographs are considered complementary diagnostic modalities, as they
capture different aspects of the eye’s morphology. Fundus images provide a clear view of the posterior
pole with the optic nerve head, retinal vasculature and macula, while OCTs are volumetric scans
capturing cross-sections of the retinal layers [9]. For retinal disease diagnosis, an ophthalmologist
would consider pathological findings in both imaging modalities alongside the patient’s medical
history. Currently, most automated diagnosis and prognosis algorithms are based on a single imaging
modality, with little work done thus far on a joint approach [10, 11]. This is primarily due to limited
availability of datasets with paired OCT and fundus imaging.

To address if and how beneficial joint OCT and fundus modelling is for diagnostic or prognostic
purposes, we endeavour to assess the performance gains obtained through a multimodal approach
compared to the analysis of individual modalities. Even in large-scale population health studies,
such as the UKBiobank (UKBB), disease outcomes ranging from various eye conditions (e.g. age-
related macular degeneration) to cardiovascular endpoints (e.g. Major Adverse Cardiovascular Event
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(MACE)) are sufficiently rare that developing predictive algorithms poses a difficult challenge. This
is further complicated by the fact that predicting occurrence of such outcomes would also be difficult
even for an experienced physician [1]. Therefore, in this early work we focus on predicting simpler
variables that have previously been shown to be possible to predict, and we evaluate the benefits of a
multimodal algorithm. Finally, we assess model interpretability using saliency maps, comparing the
multimodal and individual modalities approach.

2 Methods

2.1 Data

We used imaging data, baseline characteristics, and phenotypes from the UKBB (http://www.
ukbiobank.ac.uk). We considered two outcome variables: sex and systolic blood pressure recorded
during the eye imaging visits. The imaging data consist of paired retinal fundus photography and
OCT scans. The UKBB performed eye imaging during the initial assessment visit (2006-2010) and
the first repeat assessment visit (2012-13). For individuals scanned at both visits, we utilized the
initial visit unless it was incomplete (i.e. the individual did not have paired scans for the left or
the right eye), in which case we used the repeat visit. The data was randomly split into training,
validation and testing sets (with proportions 80%, 10%, 10%). Each eye was considered a separate
data point and we ensured that both eyes of an individual were in the same training/validation/test set.

We preprocessed fundus photographs by automatically detecting a circular mask using a Hough
transform [12], resizing and applying a center crop to obtain a 587× 587 RGB image. Images for
which this mask could not be detected were discarded. OCT scans are volumetric so we first randomly
selected three contiguous slices in the middle of the volume and treated them as an RGB image with
channels resized to dimensions 512 × 512. Pixel values were then normalized to ImageNet data
statistics in order to apply transfer learning. Multiple transforms were used for data augmentation;
random vertical flips, rotations, and erasing [13] for fundus photographs, and random horizontal flips
and pixel value inversions for OCT scans. We further explored using Contrast Limited Adaptive
Histogram Equalization (CLAHE)[14] as a preprocessing step to emphasize vasculature.

2.2 Model and architecture

We assessed the single and joint modality architectures in both sex and hypertension prediction. For
comparability of results, we framed both as binary classification tasks and defined hypertension as
a systolic blood pressure measurement exceeding 140 mmHg [15]. We trained separate models for
each task using transfer learning and employed the following architectures:

• Single modality (OCT or fundus only). InceptionV3 [16] pretrained on ImageNet with the
last classification layer replaced by a linear fully connected layer with one output neuron.

• Multimodal/joint modalities (OCT and fundus). Two separate InceptionV3 models
pretrained on ImageNet, where the last classification layer is replaced by a linear fully
connected layer with 50 output neurons. The two 50-dimensional vector outputs are then
concatenated and propagated through a final linear layer with a single output node.

Our experiments showed that transfer learning substantially increases convergence speed and that
adjusting all weights, rather than freezing some as is customary when applying pretrained models in
computer vision tasks, results in substantial performance gains consistently with previous work on
OCT and fundus scans [3, 17, 18]. Therefore, we opted to train the entire network across all models
and experiments. We experimented with other backbone architectures such as VGG-16 [19] and
ResNet-50 [20], but obtained superior performance with InceptionV3. Unless otherwise stated, we
used an Adagrad optimizer [21] with a learning rate of 0.001, binary cross entropy loss and batch
sizes of 16 and 8 for single modality and joint modality experiments respectively. Training a single
model required approximately 140 hours on an Amazon Web Services NVIDIA® V100 Tensor Core
GPU, and we implemented early stopping if the validation loss had not decreased for 10 epochs.
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2.3 Interpretability

We produced saliency maps using image-specific class saliency visualization [22] in order to visualize
the information that the single and joint modality models leveraged for their predictions. For each
pixel, the maximum gradient value across all three colour channels is extracted and the result is
plotted as a heatmap overlayed on the original image.

3 Results

Our dataset consisted of 130 558 scans from 66 041 participants, of which 29 954 were males and
36 087 females. The average age and systolic blood pressure were 57.4 years (s.d.=8.3) and 140.3
mmHg (s.d.=19.7), respectively, and did not differ across the training, validation and testing sets
(Table A1). We present performance metrics for both prediction tasks in Table 1 and Figures A1 - A4.

When predicting sex, we observed increased performance with the multimodal approach compared to
only using the individual modalities (AUC=0.97 vs AUC= 0.93), a comparable result to a fundus-
only model published by Poplin et al. [17], which used a much larger dataset and excluded low-quality
scans, while we used all images irrespective of quality.1 The increased joint model performance
could arise from the model extracting complementary information from the fundus and OCT imaging,
or because one image modality can compensate for the other when it is not of good quality.

Table 1: Performance metrics on the held-out test set across models and tasks.
AUC: Area under the Receiver Operating Characteristic curve. PR-AUC: Area under the precision-recall curve.

Task & Model Accuracy AUC PR-AUC Specificity Sensitivity F1 score

Sex - Fundus 85.2% 0.932 0.847 88.7% 81.1% 83.1%
Sex - OCT 85.5% 0.934 0.898 88.4% 82.0% 83.6%
Sex - Joint 91.0% 0.969 0.931 91.8% 90.0% 90.0%

Hypertension - Fundus 67.9% 0.747 0.718 69.5% 66.2% 66.6%
Hypertension - OCT 61.2% 0.647 0.606 60.3% 62.2% 60.9%
Hypertension - Joint 68.5% 0.754 0.724 64.2% 73.1% 69.3%

Original Sex single mod. Sex multimodal Hypertension single
mod.

Hypertension multi-
modal

Figure 1: Saliency maps of scans from female without hypertension.

We thus obtained saliency maps (Figures 1, 2, A5 and A6) to assess whether our model was assigning
increased importance to different parts of the image when using a single modality compared to using
both, as this would provide evidence that the improved performance is not just due to image quality.

1For reference, previous published models predicting sex reported AUC=0.97 (fundus) [17], AUC=0.80
(fundus) [23] and AUC=0.908 (OCT) [24]
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Indeed, in the fundus-only sex model, the foveal and optic nerve regions were given high importance,
but in the joint model, signal was distributed more evenly throughout the retinal fundus photograph
as the OCT image provides a much more detailed view of the fovea. For both the single and joint
modality OCT saliency maps, we observed a high importance of the fovea and retinal layer thickness.

For hypertension, the fundus-only model is on par with the joint model (AUC= 0.747 vs
AUC= 0.754) and outperforms using only OCT (AUC= 0.647). Results from using CLAHE
for preprocessing to further emphasize vessels are omitted as the performance did not substantially
improve. Our hypothesis is consistent with these results - we expect blood vessel morphology to be
the most informative eye scan feature to predict hypertension and vasculature is primarily visible in
fundus images (Figure 1 and 2). The joint model saliency maps appear to trace the vessel morphology
more accurately than the fundus-only model, potentially because the model shifts its focus from the
fovea region (which is better captured in the OCT) towards the vasculature, an observation consistent
with the sex prediction saliency maps.

Original Sex single mod. Sex multimodal Hypertension single
mod.

Hypertension multi-
modal

Figure 2: Saliency map of scans from male with hypertension.

4 Discussion and next steps

We believe this is the first attempt to combine OCT scans and retinal fundus photography in a dataset
as large as UKBB. The results show the importance of a multimodal approach, since these modalities
contain complementary information and jointly guide ophthalmologists in clinical practice. Our sex
prediction model achieves performance on par with state-of-the-art approaches [17, 23, 24, 25] while
using a smaller training dataset ( 130k vs 1.7mil images in Poplin et al. [17]) and without excluding
low-quality scans. We expect excluding low-grade images to further improve accuracy. However,
manually obtaining image quality scores is a resource intensive task and we believe it is valuable
to develop sufficiently accurate models that are directly applicable to datasets arising from standard
clinical practice.

We selected sex and hypertension as target variables, since we expect these to differ in terms of
whether a multimodal approach is beneficial and therefore provide a good proof-of-concept for our
study. On one hand, it has been previously shown that it is possible to predict sex from both retinal
fundus photographs and OCT scans [17, 23, 24, 25] so a multimodal model may be able to capture
and combine information for both. On the other hand, hypertension is expected to be visible through
the retinal vasculature which is primarily captured in retinal fundus photographs, and we thus expect
an OCT scan to not provide additional useful information for the prediction.

We show the added value of a joint model depends on the task, which illustrates that it is crucial to
make modelling choices based on clinical domain knowledge. Specifically for cardiovascular or renal
outcomes, we anticipate fundus-only models to be sufficient, as blood vessel morphology should
be the most important feature. However, for eye disease, the multimodal approach may outperform
individual modalities, as it incorporates the optic nerve, fovea, vasculature, as well as retinal layer
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thickness and structure into the prediction. As a next step, we plan to explore the prediction of eye
diseases and establish where and to what extent multimodality is beneficial.

We further establish that the fovea, optic nerve and pigmentation are key for predicting sex, while
vasculature is a key determinant of hypertension. It is therefore likely that saliency maps could provide
novel biological insights when our multimodal approach is applied to eye, renal or cardiovascular
diseases. It would be particularly useful to assess which parts of the two modalities are exploited and
whether these are complementary in the joint model. For example, we discovered that the fundus-only
model focused mainly on the optic nerve and the fovea when predicting sex, but when the OCT scan
was also provided as input, the importance shifted towards pigmentation, as the OCT captures the
fovea in more detail than the fundus image.

To conclude, we have taken the first steps in establishing a multimodal approach combining fundus
and OCT scans, which we hope to further develop in order to better diagnose and prognose eye
disease, while simultaneously obtaining valuable biological insight.
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A Appendix

A.1 Tables

Table A1: Baseline characteristics of UKBB participants.
Training set Validation set Testing set

Number of participants 66 041 8 255 8 255
Number of eyes 130 558 16 318 16 325
Males 29 954 3 815 3 708
Females 36 087 4 440 4 547
Age (s.d.) 57.4 (8.3) 57.4 (8.3) 57.7 (8.3)
Systolic blood pressure (s.d.) 140.3 (19.7) 140.1 (19.8) 140.2 (19.6)

A.2 Figures

A.2.1 Model performance

Fundus only OCT only Joint

Figure A1: Sex receiver operating characteristic curves.

Fundus only OCT only Joint

Figure A2: Sex precision recall curves.

Fundus only OCT only Joint

Figure A3: Hypertension receiver operating characteristic curves.
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Fundus only OCT only Joint

Figure A4: Hypertension precision recall curves.

A.2.2 Saliency maps

Original Sex single mod. Sex multimodal Hypertension single
mod.

Hypertension multi-
modal

Figure A5: Saliency maps of scans from female with hypertension.

Original Sex single mod. Sex multimodal Hypertension single
mod.

Hypertension multi-
modal

Figure A6: Saliency maps of scans from male without hypertension.
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