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ABSTRACT

Ultra-large Mixture-of-Experts (MoE) language models, e.g., DeepSeek-R1, are
rapidly emerging as a dominant architecture due to their superior scalability and
performance. However, the massive number of expert parameters introduces
substantial redundancy, posing serious challenges for efficient deployment. Ex-
isting pruning methods face two fundamental challenges when applied to such
MOoE architectures. First, while methods based on reconstruction loss offer a
more comprehensive selection by considering each expert combination, the vast
search space renders exhaustive evaluation infeasible. Second, most approaches
rely on a fixed calibration dataset to guide pruning, which often fails to pre-
serve the model’s full capabilities. To address these challenges, we introduce
two key innovations in our pruning framework. First, we propose a Coarse-
to-Fine Expert Selection strategy that reduces the computational complexity of
reconstruction-loss—based selection from an exponential (O( (Zg))) to a polyno-
mial scale (O(n!®)) with respect to the number of experts. This significantly
accelerates the pruning process without sacrificing selection quality. Second, we
develop a Dynamic Calibration Dataset Mixing strategy that enables the model
to adaptively adjust its calibration set during pruning. Extensive experiments
on a range of benchmarks show that our method can prune 50% of the ex-
perts in a large-scale MoE model (e.g., DeepSeek-R1) while retaining 98.9%
of its original performance across diverse tasks, outperforming existing prun-
ing baselines. Our approach also demonstrates practical speedups and reduced
memory footprint, facilitating efficient real-world deployment. The anonymous
implementation is available at ht tps: //anonymous.4open.science/r/
DCDM-4C65-622a2bad88498795b8d7a92d85acal315£9520ee.

1 INTRODUCTION

Mixture-of-Experts (MoE) models (Zhao et al., 2023} [Team, 2024; Jiang et al., 2024; Dai et al.,
2024a}; [Fedus et al.l [2022) have demonstrated remarkable performance across a wide range of nat-
ural language processing tasks due to their ability to scale model capacity via a large number of
experts while keeping per-token computation relatively constant by activating only a small subset at
each step. However, a major bottleneck in deploying MoE models is the memory overhead intro-
duced by inactive experts (Gao et al.,[2022), which must still be stored during inference despite not
contributing to computation. This issue is particularly severe for ultra-large models with a massive
pool of experts (DeepSeek-Al et al. 2025} [Team, 2025)), of which only a small fraction are ever
activated. If inactive experts could be effectively removed or reduced, the memory and storage costs
would drop significantly, making MoE models much more practical for real-world deployment.

A straightforward and widely used approach is to prune experts based on router-derived metrics,
such as gate values or activation frequency (Cao et al.l 2024b; [Dong et al., |2025). This strategy
is computationally inexpensive and requires only a single forward pass, making it attractive for
large-scale models. However, such metrics treat each expert independently and fail to account for
the mutual influence among experts, often leading to suboptimal pruning decisions. To more ac-
curately measure an expert’s contribution, some work introduces reconstruction-loss-based selec-
tion (Lu et al., [2024), which evaluates the change in model outputs when an expert is removed.
Although this provides a more principled criterion, it typically requires evaluating a large number of
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expert combinations, which becomes computationally prohibitive as the number of experts grows.
To further reduce redundancy while preserving knowledge, clustering-based methods (Chen et al.
2025) attempt to merge similar experts, yet these approaches still incur high computational cost and
degrade performance in ultra-large models. Despite these advances, designing a pruning strategy
that balances accurate expert contribution estimation with computational efficiency remains a key
challenge that we aim to address in this work.

To address these challenges, we introduce a pruning framework for MoE models grounded in
reconstruction-loss-based selection. First, to alleviate the massive computation induced by huge
number of experts, we adopt a layer-wise greedy search that incrementally selects critical experts
in each layer by minimizing the discrepancy between the outputs of the original and pruned lay-
ers. This design reduces the complexity from exponential, O((?)), to polynomial, O(n?), and
can be further accelerated by a coarse-to-fine expert selection mechanism that lowers the cost to
O(n!-%), enabling pruning even for ultra-large MoE models. We also provide a theoretical guaran-
tee that the global error can be bounded by the accumulated layer-wise error, ensuring alignment
with the overall objective. Second, to overcome the reliance on domain-specific calibration datasets,
we introduce a dynamic calibration dataset mixing strategy that adaptively adjusts the mixture of
samples from different domains based on the discrepancy between the original and pruned models,
thereby enhancing the generalization of the pruned model across diverse domains. Together, these
two innovations enable scalable and generalizable pruning for MoE models, making them far more
practical for real-world deployment.

Extensive experiments validate the effectiveness of our framework. We evaluate the pruned models
on math (i.e., AIME) and code (i.e., LiveCodeBench) benchmark, our pruned model achieves up
to 98.9% of the original model’s performance while reducing memory usage by 50%. Notably, it
remains competitive even on challenging multi-domain scenarios, where existing pruning methods
often suffer significant degradation. These results highlight that our approach not only scales to ultra-
large MoE models but also preserves generalization across diverse domains, making it significantly
more deployment-friendly in real-world settings.

2 RELATED WORK

In this section, we first trace the evolution of MoE architectures that enable large-scale language
models to scale efficiently via sparse expert activation. Second, we examine the major bottleneck in
MoE deployment, the memory overhead caused by inactive experts, and review recent efforts that
aim to prune expert parameters to reduce deployment cost.

2.1 EFFICIENT MOE ARCHITECTURES

The introduction of sparsely activated Mixture-of-Experts (MoE) architectures has been a key driver
in scaling large language models. Early works such as GShard (Lepikhin et al., 2021)) and the Switch
Transformer (Fedus et al. 2022) demonstrated that activating only a small subset of experts per to-
ken can dramatically increase model capacity without proportionally increasing computation. Build-
ing on these foundations, the BASE Layers (Lewis et al., [2021)) formulation modeled token—expert
assignments as a constrained optimization problem, enabling balanced expert usage at scale. Mean-
while, Task-MoE (Kudugunta et al., 2021) extended the routing paradigm by assigning experts at the
task level, reducing routing variance and improving efficiency in multilingual settings. More recent
systems, including DeepSeek-MoE (Dai et al.l 2024b) and Mixtral (Jiang et al., |2024), explored
hierarchical routing and large-scale deployment settings, further improving throughput and stability.
These architectural innovations collectively highlight the efficiency gains achieved through sparse
expert activation, laying the groundwork for subsequent research on reducing redundancy among
experts and optimizing their deployment. These designs typically require training from scratch. In
contrast, a more practical challenge is how to reduce the number of experts without reinitializing or
retraining the full model.

2.2 COMPRESSION OF MOE MODELS

Despite the computational advantages of sparse activation, MoE models still suffer from high mem-
ory and storage overhead due to the large number of inactive experts. To address this issue, a growing
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line of research has investigated expert pruning as a means of compressing MoE models while main-
taining performance. Existing methods further fall into three categories. The first category leverages
routing-based metrics(Lu et al.l [2024; |Chen et al., 2025)) to identify important experts. These ap-
proaches are computationally efficient but typically evaluate experts independently, without assess-
ing their global impact on model behavior. The second category employs reconstruction-loss-based
strategies (Cao et al.l [2024a), which measure the discrepancy between outputs of the original and
pruned models, providing a more principled criterion by directly minimizing changes in functional
behavior. The third category merges experts through clustering algorithms (Chen et al., [2025), aim-
ing to preserve knowledge from all experts, though such methods often underperform when scaling
to very large models. In this work, we follow the reconstruction-loss-based direction, formalizing
expert pruning as an output discrepancy minimization problem.

3 PRELIMINARIES

Notations and objective. In general, we consider a Mixture-of-Experts (MoE) model with L lay-
ers. Let X; and X1, denote the input and output of the [-th layer, respectively. Each Layer, contains
a router function g; that selects a subset of experts (e.g., top-8 in DeepSeek-R1) from a total of c ex-
perts. The full expert set in the [-th layer is denoted by & ., and any subset with ¢ experts is written
as & ¢. The output of the {-th layer is given by X; 1 = Layer;(X;; & ). For notational brevity, we
may simplify Layer,(-; &) as Layer; . when the input and expert set are clear from context. Then
the overall model output is defined as:

Xp42 = (Layer; ,, o Layer; .o--- o Layer, .) (X1), (1)

where Layer; , ; denotes the head layer. Let X, and X, 1+1 be the input and output of the [-th pruned
layer, then the output of the pruned model at the [-th layer is given by X 1+1 = Layer; (X 15 E1e) =

Layerlyé(f(l), with X; = X, as the input to the first MoE layer. The goal of pruning is to obtain,
for each layer, a reduced expert subset £ s C & . such that the output of the pruned model:

XL+2 = (LaqyerL_H oLayery ;00 Layerl’é) (X1), 2)

approximates X, o as closely as possible. Let d(+, ) be a distance metric measuring the discrepancy
between X5 and X1 2. The pruning objective can then be formulated as:

Iglind(XL+27XL+2), s.t. (‘:l’a - gl,c- (3)
l,¢

With this notation, we formalize expert pruning as selecting &; ; to minimize the output discrepancy.
We next introduce our method for solving this problem efficiently.

4 METHODS

This section introduces our pruning framework, which primarily focuses on efficient expert selec-
tion and also incorporates a dynamic calibration strategy to improve cross-domain generalization.
First, we present an expert selection method grounded in output discrepancy. We prove that the
global pruning discrepancy can be bounded by the cumulative layer-wise discrepancy, providing
a theoretical justification for adopting layer-wise pruning. Building on this analysis, we design a
coarse-to-fine expert selection strategy (left side of Figure[I). Additionally, we introduce a dynamic
calibration dataset mixing strategy (right side of Figure|[I), which adaptively blends domain-specific
and general data to further enhance the pruned model’s generalization.

4.1 EXPERT SELECTION BASED ON DISCREPANCY

Layer-wise greedy search. The objective of pruning is to ensure that the output of the pruned
model closely approximates that of the original model. However, directly optimizing expert selec-
tion across all layers to minimize the final output discrepancy is computationally impractical, as it
would require full forward passes through the model at every search step. A simpler alternative is to
instead minimize the discrepancy between the original and pruned outputs at each layer individually.
This raises a natural question:
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Figure 1: Overview of the proposed pruning framework. Left: Coarse-to-fine expert selection first
scores groups of experts by output discrepancy, then refines the choice within the selected group.
Right: Dynamic calibration dataset mixing adjusts domain sampling according to pruning-induced
discrepancy, enhancing generalization across domains.

Can the overall model output discrepancy be effectively controlled by minimizing layer-wise
discrepancy?

To address this, we propose the following theorem, which shows that the global output difference
can indeed be bounded by the accumulation of local layer-wise discrepancy.

Theorem 4.1 (Layer-wise Pruning Bound). Let X1 o denote the output of the original model,
X142 denote the output of the pruned model and d(-,-) be a distance metric. Suppose each layer

is pruned from c experts to ¢ experts. Then the distance d(X 2, X L+2) between the original and
pruned outputs is bounded as follows:

L+1
d(Xpy2, Xp42) < ) Lips,p4ad(Xs, Layer;_y (Xi-1)) )
i=2
where Lip;_,; .| denotes the Lipschitz constant from the i-th layer to the (L + 1)-th layer.

The complete proof is provided in Appendix

Theorem [4.1] shows that the discrepancy between the outputs of the original and the pruned model
can be bounded by the accumulation of layer-wise differences. This result provides a theoretical
justification for replacing the computationally expensive full-model comparison d(Xp o, X L+2)
with layer-wise comparisons d(X;, Layer; p()A(i_l)). Then, the costly process of repeatedly per-
forming full forward passes and evaluating combinations of experts across multiple layers can be
avoided, and the search space is reduced to experts within a single layer.

However, exhaustively evaluating all expert combinations within one layer still remains computa-
tionally expensive, exhibiting exponential time complexity (Lu et al.| [2024) for layers with many
experts (e.g., 256 experts in DeepSeek-R1). Inspired by prior work (Cao et al., [2025), we adopt
a greedy strategy that selects the most critical expert from each layer—the one that minimizes the
output difference between the pruned and original models at a search time. This greedy approach
reduces the time complexity from exponential to polynomial. Although polynomial complexity is
more manageable, the computational cost can still be high during the search process with a large
number of experts. To address this, we next introduce a coarse-to-fine expert selection strategy to
further reduce the time cost.

Coarse-to-fine expert selection. To accelerate the otherwise expensive greedy search over all can-
didate experts, we adopt a coarse-to-fine strategy (illustrated on the left of Figure[T). The key idea
is to first evaluate experts at a group level to quickly narrow down promising candidates, and then
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Algorithm 1 Coarse-to-Fine Expert Selection

Require:
1: Calibration dataset: X, Selected experts: ¢.
2: Architecture: 1)Total layers L. 2) Experts per layer Ne.
3: Experts initialization:
* Selected experts at layer I: & setecea = @ (VI € {1,...,L}).
* Candidate experts at layer I: & candidare = {1,2,...,Ne} (VI €{1,...,L}).

* Group size: S = round(y/Ne + 15).

Ensure: Pruned expert set {€; sclected i {1,...,1.} -

4: Compute each layer output of X;4; for each Layer, via calibration dataset X
5: for each MoE layer [ to L do

6: Eselected < &l selected s Ecandidate <= 1 candidate

7: K <+ ceil(|Ecandidate| /S)

8: fort =1to cdo

9: Partition Ecandidate into K groups {Gu, ..., Gk }
10: for each group G do
11: gtcmp < Eselected U Gk,
12: Compute output distance dy < d(Xi41, Layer; (Xi; Eiemp))
13: end for
14: Find optimal group G* < arg ming, di
15: Extract best expert e* < arg mineeg+ d(Layer; (X;; Eselected U {€}), X141)
16: Update: Eselected — Eselected U {6*}
17: Update: Eeandidate <— Ecandidate \ {6*}
18: end for
19: gl,selecled — gse]ected
20: end for

Table 1: Analysis of the time complexity.

Methods Time Complexity Time Complexity in Terms of n
O-Prune (Lu et al.| 2024) O (FL()) o*M)

HC-SMOoE (Chen et al.}[2025) ~ O(L(N, — &)N? +FL) O(n’)

Layer-wise greedy search O(¢FL(N. + 159)) O(n?)

Coarse-to-fine expert selection ~O(¢FL/4AN, +2 —2¢) O(n'?)

refine the choice within the selected group using a finer-grained metric. Concretely, the candidate
expert set & . at layer [ is first partitioned into K disjoint groups G, ..., Gk, where the first K’ — 1
groups contain S experts each and the last group holds the remaining candidates. The selection
proceeds in two stages:

e Coarse group selection: For each group G;, we compute the output discrepancy between the
original layer and a pruned layer that uses the currently selected experts & seiectea together with all
experts in G;. A distance metric (the £2-norm in our experiments) measures this discrepancy. The
group G* with the smallest discrepancy is chosen as the most promising region.

e Fine expert selection: Within G*, we further evaluate each expert individually using the same
distance metric and select the expert e* that yields the closest match to the original layer output
when added to & selected-

The complete expert pruning algorithm is formally presented in Algorithm 1]

Analysis of the time complexity. We analyze the computational cost of our coarse-to-fine expert se-
lection strategy in this part. Generally, we denote each MoE layer route to /N, candidate experts and
require F' time for a single forward pass. Then a naive greedy selection evaluates every remaining
expert at each iteration, resulting in a large search space. Instead, our hierarchical strategy signifi-
cantly shrinks this space. At the ¢-th iteration, the candidate pool is first reduced from |N, — ¢ 4 1]

experts to [%] + S. The resulting overall complexity is:

2N, +1-¢
T))’ (&)

o«i[%w +S)FL) = O(FL(S +
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Algorithm 2 Dynamic Calibration Dataset Mixing Strategy

Require: Initial weights w", the required in Algorithm
1: for pruning iterationt = 1 to 7" do

2: Sample X from {D1, -+, Dy, } with proportion w1,
3 Prune model through Algorithm ]

4: Evaluate the discrepancy d’ across Np domains

S: Update weights: w’ <
6
7
8:

exp dt
[l exp dt]1

if wt == w’~! then break
: end if
end for

where the term S + captures the trade-off between coarse grouping and fine expert selec-
tion. Then the optimal time complexity O(¢F Ly/4N, + 2 — 2¢) is achieved when the group size

S = /N + 156, which is a significant improvement over the complexity of a naive greedy se-

lection. We compare the time complexity of different methods in Table[I] By setting N. = 2n
and ¢ = n, while treating other parameters as constants, the time complexity can be asymptotically
expressed in terms of n.

2N, +1—¢
25

To quantitatively assess the computational efficiency of our method relative to existing approaches,
we examine the DeepSeek-R1 model as an example. It contains L = 58 layers with N, = 256
routed experts per layer. When selecting ¢ = 128 experts, the method of O-Prune (Lu et al., 2024)

would require 58 (fgg) evaluations, HC-SMOoE (Chen et al.,[2025) about 4.87 x 108, and a layer-wise

greedy search about 1.43 x 10°. In contrast, our method needs only 2.06 x 10° evaluations, showing
a substantial reduction in time cost and markedly better efficiency than competing approaches.

Overall, our coarse-to-fine expert selection scheme reduces computational cost and provides a prac-
tical approach for pruning large language models with numerous experts within a reasonable time.

4.2 DYNAMIC CALIBRATION DATASET MIXING STRATEGY

While existing work shows that domain-specific performance can often be well preserved, expert
pruning still suffers from notable cross-domain degradation (Dong et al., 2025). To alleviate the
domain shift introduced by the calibration data, we propose a Dynamic Calibration Dataset Mixing
(DCDM) strategy, motivated by recent work (Xie et al., 2023} Xia et al., 2024).

Specifically, given Ny distinct domains {Dz}i\g we initialize the domain mixing weights w’ =

(wf, ..., w}, ) proportionally to their dataset sizes wy = %. Letd' = (di,...,dY, ) de-
j=11%3

note the discrepancy between the original model and the pruned model outputs across Np domains

at the ¢-th pruning iteration.

Accordingly, our objective is to minimize the performance gap between the pruned and original
models, ensuring the outputs of the pruned model remains as close as possible to that of the original
model. Specifically, if the discrepancy of domain D; is larger, then increase the sample ratio of the
D; domain, otherwise, it is decreased. Formally, at the ¢-th pruning iteration the ratio is obtained by

¢ exp(d’)

wt =

= Tom@h And the dynamic calibration dataset mixing strategy is presented in Algorithm

5 EXPERIMENTS

5.1 EXPERIMENT SETUP

Base models. We conduct expert pruning on two popular large MoE models: DeepSeek~-R1 and
Qwen3-30B-A3B-Thinking (Team,[2025).

e DeepSeek-R1. It is a large-scale MoE model with 671B total parameters. It contains 61 layers,
including 3 dense transformer layers and 58 MoE layers. Each MoE layer has 256 routed experts and
1 shared expert. During inference, the router selects 8 routed experts per layer, which are combined
with the shared expert for computation.
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Table 2: Performance comparison with expert pruning on Qwen3-30B-A3B-Thinking.

Dataset Method MMLU Math500 AIME25 LCB  Average
- Original 78.59 96.12 85.00 66.00 81.43
Weights 46.99 14.57 0.42 0.00 15.50
C4 HC-SMoE  39.42 72.98 22.08 3.18 34.41
Ours 59.91 3.73 0.42 0.00 16.02
Weights 33.36 13.65 2.50 4.90 13.60
OpenR1-Math HC-SMoE  47.06 73.20 20.00 32.00 43.07
Ours 44.10 94.60 73.75 0.60 53.26
Weights 39.31 20.30 4.16 0.00 15.94
rStar-Coder HC-SMoE  47.05 72.08 24.58 2.40 36.53
Ours 44.54 93.08 71.67 63.00 68.07

Mixed Datasets DCDM 52.56 95.60 80.00 52.40 70.14

e Qwen3-30B-A3B-Thinking. It is a 30.5B parameter MoE model with 48 MoE layers. Each layer
contains 128 routed experts, with 8 experts selected per token during inference.

In our experiments, we apply a 50% sparsity ratio to the routed experts, reducing the num-
ber of experts per MoE layer from 256 to 128 for DeepSeek-R1, and from 128 to 64 for
Qwen3-30B-A3B-Thinking.

Baseline methods. To evaluate the effectiveness of our method, we compare against two rep-
resentative baselines chosen along two key dimensions: the pruning criterion (static statistics vs.
output-aware perturbation) and the pruning strategy (expert pruning vs. expert merging). To enable
a fair comparison, we carefully select baseline methods by varying one factor at a time, either the
pruning criterion or the pruning mechanism, while keeping other variables such as the underlying
model architecture and sparsity ratio consistent.

o Weights (Routing-based: Following CD-MoE (Cao et al [2024b)), experts are ranked by the
ratio of average routing weight to activation frequency. This favors experts that are both frequently
used and strongly weighted, mitigating bias toward rarely-used or weakly-activated ones. The top-¢
experts are retained.

e HC-SMoE (Clustering-based): HC-SMoE (Chen et al., 2025) merges semantically similar ex-
perts based on their impact on model outputs, rather than pruning them. This clustering-based
strategy preserves output quality while reducing the expert count.

Datasets. Calibration data during pruning are sourced from three distinct task domains: C4 (Raffel
et al.,[2019) (knowledge), OpenR1-Math (LI et al.l[2024; open r1,[2025) (mathematical reasoning),
and rStar—Coder (Liu et al.|[2025) (code synthesis). As for the calibration size, we use 32 cal-
ibration examples of approximately 4K tokens each under single-domain settings. In our dynamic
calibration dataset mixing strategy, 32 examples are selected in total, with the domain mixture auto-
matically adjusted based on the strategy’s feedback. The pruned model’s performance is evaluated
on four established benchmarks: MMLU (Hendrycks et al.,[2020) (knowledge), Math500 (Lightman
et al., [2023) and ATME25 (math ai, [2025) (mathematical reasoning), and LiveCodeBench (Jain
et al.,[2024)) (abbreviated “LCB”; code synthesis).

5.2 MAIN RESULTS

Pruning results on Qwen3-30B-A3B-Thinking. We evaluate our approach on the
Qwen3-30B-A3B-Thinking model to analyze the effect of different calibration strate-
gies, as summarized in Table[2] We first examine pruning with a calibration dataset drawn from a
single domain. This setting often achieves strong in-domain performance but suffers from severe
cross-domain degradation. For example, pruning with C4 data yields competitive results on MMLU
(i.e., 59.67) but fails on mathematical and coding tasks (e.g., 0.42 on AIME2S5). Similarly, pruning
with domain-specific data such as OpenR 1-Math excels in mathematics (e.g., 94.60 on Math500) but
generalizes poorly to other tasks (e.g., 0.60 on LCB). These observations highlight a key limitation:
single-domain pruning tends to overfit the calibration domain, causing catastrophic performance
drops in other areas. To overcome this issue, we introduce the proposed Dynamic Calibration
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Table 3: Comparison of Data Mixing Strategies.

Method MMLU Math500 AIME25 LCB  Average

Fixed 50.58 93.30 70.00 19.50 58.35
DCDM  52.56 95.60 80.00 52.40 70.14
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Figure 2: Empirical Lipschitz constants and output discrepancy versus layer index. (a) Lipschitz
constants from the i-th layer to the 48th layer. (b) L2-norm between outputs of pruned and original

models at each layer.

Dataset Mixing (DCDM) strategy, which adaptively reweights calibration data across domains
according to pruning-induced output discrepancy. As shown in the final row of Table 2] DCDM
achieves the highest average score (70.47), retaining 86.14% of the original model’s performance
(81.43) while outperforming all baselines. Notably, it avoids the severe performance collapses
observed in single-domain pruning and delivers substantially better robustness and cross-domain

generalization.

5.3 EXPERIMENTAL ANALYSIS

Empirical Analysis of Layer-wise Pruning Bound. To empirically assess the tightness of the
upper bound derived in Theorem (4.1} we estimate the empirical Lipschitz constants Lip;_, 11 for
the Qwen3-30B-A3B-Thining model, which comprises 48 MoE layers. As shown in the left of
Figure [2| most of estimated constants are below 0.5. This indicates that the coefficients Lip; 141
multiplying the layer-wise discrepancy in our theoretical bound are small across layers. The right
side shows shows correspondingly small output discrepancies (most < 1.4 x 10~7) at each layer.
These results provide empirical evidence for the tightness of our theoretical bound and support the
effectiveness of the layer-wise pruning strategy.

Time Cost vs. Number of Experts. As shown on the left side of Figure[3] we measure the time cost
per layer as the number of experts increases (128, 256, 512, and 1024). The plotted points represent
actual measured costs, while the dashed line shows a fitted curve. The trend clearly demonstrates
that the time cost of our method grows at a slower rate compared to other methods as the number
of experts increases. This scaling behavior aligns with our time complexity analysis presented in
Table [T} confirming that our approach remains efficient and practical for modern MoE models with
large numbers of experts.

Time Cost vs. Group Size. The group size S is a key hyper-parameter that balances the costs
of the coarse and fine selection stages. We analyze its impact on the time cost for a fixed model
size (N, = 128 experts pruned to ¢ = 64), with results shown on the right side of Figure
Theoretically, the time complexity first decreases and then increases with S. Our empirical re-
sults strongly support this theoretical analysis. The measured time cost exhibits a characteristic
U-shaped curve. The cost initially decreases sharply as S increases from small values. It reaches
a minimum around .S = 10, which aligns closely with the theoretically predicted optimal value of
round(,/128 + (1 — 64)/2) = 10. Beyond this point, the cost increases gradually with further
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Figure 3: Time costs vs. number of experts and group size. Left: time cost versus the number of

experts, with the inset providing a detailed perspective from 64 to 256 experts. Right: time cost
versus group size.

increases in S. The close agreement between theory and experiment demonstrates that our time
complexity analysis is correct and identifies an optimal group size for minimizing pruning time.

Data Mixing Strategies. To evaluate our dynamic calibration dataset mixing (DCDM) strategy, we
compare it with a static policy that combines rStar-Coder, OpenR1-Math, and C4 data in a fixed
1:1:1 ratio for the calibration set. As shown in Table[3] the fixed strategy performs reasonably well
on math-related tasks (e.g., 93.30 on Math500) but struggles on code-related tasks (19.50 on LCB).
This indicates that a fixed ratio may not reflect the actual data needs of each domain, for instance,
code tasks may require a higher proportion of domain-specific calibration samples. However, such
requirements are typically unknown prior to pruning. Our DCDM strategy adjusts the calibration
set composition based on pruning feedback, resulting in a modified ratio of 2:1:1. This adaptation
increases the proportion of code domain data, which was underperforming with the 1:1:1 ratio.
Consequently, our method improves performance across all domains, particularly on code tasks
(19.50 vs. 58.10 on LCB). These results highlight the importance of calibration data composition in
expert pruning and demonstrate that our dynamic approach can effectively balance data needs across
domains to preserve overall model performance.
Impact on Model Size. To further evaluate the effec-
tiveness and scalability of our approach on larger MOE  Taple 4: Performance on DeepSeek-R1.
models, we conduct experiments on the representative
pltra-large model DeepSeek-R1, tested on two challeng- Method AIME25 LCB  Average
ing benchmarks: AIME25 for math and LCB for code. —
The results, summarized in Table[d] show that the pruned Original ~ 65.00  59.14  73.81

models retain around 98.9% of the original model’s per- Ours 62.50 6022 72.64
formance while significantly reducing the number of ac-

tive experts. Interestingly, we observe that larger models tend to maintain a higher fraction of their
original performance after pruning, suggesting that scale improves robustness to compression. This
observation is consistent with prior findings (Liu et al.,[2024) that larger language models are gener-
ally more resilient to parameter reduction. These results highlight the scalability of our method and
suggest promising potential for applying it to even larger future MoE models.

6 CONCLUSION

In this work, we propose an efficient expert pruning framework for large-scale Mixture-of-Experts
(MoE) models, focusing on both pruning efficiency and performance preservation. Specifically, we
introduce a coarse-to-fine polynomial selection strategy that reduces the search complexity from
exponential scale to polynomial scale and a dynamic calibration data mixing strategy that adap-
tively adjusts calibration samples to improve the generalization among different domains. Experi-
ments across diverse domains and model scales show that our method surpasses existing baselines,

achieving high compression rates while retaining up to 98.9% of the original model’s performance,
demonstrating its practicality and scalability for real-world MoE deployment.
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employed large language models only for grammatical checking and minor language polishing of
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large language models.
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is included in the Appendix B} The datasets and experimental settings are thoroughly described in
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replicate our experiments without ambiguity. All hyperparameters and training configurations can
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A LLM USAGE

We use LLMs solely to check and correct grammatical errors in our paper.

B PROOFS

The goal of pruning is to minimize the difference between the output of the pruned model and that

of the original model—that is, to minimize the distance d(X 2, X +2). The proof of Theorem E]
proceeds in the following three steps.

Proof. We first derive a bound between the original and pruned models when pruning occurs in a
single layer. For the ¢-th layer, where ¢ experts are selected from the original c experts, the output
discrepancy can be bounded using the Lipschitz constants of the MoE layers from ¢ 4 1 to L.

d((Layery, o - -~ o Layer, , - - o Layer, ,)(Xy), (Layery , o -~ o Layer; , --- o Layer, ,) (X1))
< Lip(Layer, . o --- o Layer;,, .)d(Xi41, Layer; 5(X;)).
(6)

In the second step, we drive the upper bound of the outputs distance when the number of layers is 3.

d((Layers o(X2), (Layers .(Xz))

= d((Layers . o Layer, . o Layer, .)(X1), (Layers . o Layer, ; o Layer, ;)(X1))
< d((Layers , o Layer, , o Layer, ,)(X), (Layer, , o Layer, , o Layer, ;) (X1))
+ d((Layer; . o Layer, . o Layer; ;)(X1)

< Lip(Layer; . o Layer, .)d(Layer, ,(X1), Layer; .(X1))

+ Llp(Layer3 )d (X3, Layerlc(f(g))

= Lip(Layer; . o Layergyc)d()z'g, Layerlyc(f(l))

+ Llp(Layers o)d(Xs, Layer ,(X2))

, (Layers . o Layer, ;o Layer, ,)(X1))

(7

= Z Lipi%Bd(Xiv Layerifl,c(Xifl))a
=2

where the first equality follows from the definitions of X, and X,. The second inequality holds
according to the triangle inequality. And the third holds according to the inequality [6] The fourth

equality follows from the definitions of Xy = Layer; ,(X1) and X, = X,. For convenience, we
define Lip,_, ;, as the Lipschitz constant from the :-th layer to the L-th layer, which justifies the final
equality.

In the third step, we generalize the result from 3 layers to the case of K + 1 layers. Suppose the
number of layers K, then there exists the following inequality holds
K

d(Layer .(Xx), Layery (Xk)) <> Lip;_, g d(X;, Layer,  (X; 1)) ®)
1=2

When the the number of layers is K + 1, we have
d(Layery 1 o(Xx11), Layerg 1 (Xk41))
< d(LayerK_H’c o LayerK7c(XK), Layery 1 .o LayerKﬁ()A(K))
+ d(Layerg . .o LayerK,c(XK)a Layerg 4 .o LayefK,e(XK))

< Lipg 4 d(Layerg (Xx), Layeer(XK)) + LiPKHd(XKHa La‘yerK,c(XK))
K41

= Z LipiﬂKJrld(Xiv Layerifl,c(Xi))v
i=2

©))
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where the first inequality holds according to the triangle inequality. The second inequality holds
according to the Lipschitz constant of (K + 1)-th layer. The last inequality follows from inequality
[8l Therefore, when the K = L, we have

L+1

Ad( X142, Xp42) = Z LipiﬁLJrld(XivLayerifl,c(Xifl)) (10)
i=2
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