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Abstract

Different from the traditional translation tasks,001
classical Chinese poetry translation requires002
both adequacy and fluency in translating003
culturally and historically significant content004
and linguistic poetic elegance. Large language005
models (LLMs) with impressive multilingual006
capabilities may bring a ray of hope to007
achieve this extreme demand for Chinese008
poetry translation. This paper first introduces009
a suitable benchmark (PoetMT) where each010
Chinese poetry has a recognized elegant011
translation. Meanwhile, we propose a new012
metric based on GPT-4 to evaluate to what013
extent the current LLMs can meet these re-014
quirements. Considering the poor performance015
of LLMs directly applied to this challenging016
task, we propose a Retrieval-Augmented017
machine Translation (RAT) method which018
incorporates knowledge related to classical019
poetry for advancing the translation of Chinese020
Poetry in LLMs. Experimental results021
show that RAT consistently outperforms all022
comparison methods regarding wildly used023
BLEU, COMET, BLEURT, our proposed024
metric, and human evaluation 1.025

1 Introduction026

The three difficulties in translation are:027

adequate, fluent, and elegant.028

– Yan, 1898029

The emergence of large language models030

(LLMs), especially ChatGPT, has demonstrated031

impressive performance in translation tasks (Tyen032

et al., 2023; Liang et al., 2023; Guerreiro et al.,033

2023; Ranaldi et al., 2023; Zhao et al., 2024;034

Zhang et al., 2024; Chen et al., 2024a). As the035

requirements for translation quality continues to036

rise, translated results need to be not only adequate037

1Our dataset and code will be available upon acceptance.

but also fluent and elegant (Wang et al., 2024; 038

Huang et al., 2024; Gao et al., 2024; Wu et al., 039

2024). This raises a question: can existing LLMs 040

meet such translation requirements, and if so, to 041

what extent can they achieve this performance? 042

To answer this question, we introduce a suitable 043

benchmark (PoetMT): translating classical Chinese 044

poetry into English. Firstly, these poems carry 045

culture and history, so the translated results need 046

to adequately convey these meanings. Secondly, 047

classical Chinese poetry has strict rules on rhyme, 048

tone, and structure, making fluent translation a 049

significant challenge. Lastly, classical Chinese 050

poetry has aesthetic value, with the concise 051

expressions of the classical Chinese language 052

showing linguistic poetic elegance, which needs to 053

be preserved in translated results. 054

Compared with the proposed PoetMT bench- 055

mark, previous automatic evaluation metrics for 056

machine translation only analyze entire sentences 057

without evaluating classical poetry translation 058

quality explicitly (Papineni et al., 2002; Rei et al., 059

2022; Sellam et al., 2020; Post, 2018). To 060

overcome the limitations of traditional evaluation 061

metrics, we propose an automatic evaluation 062

metric based on GPT-4 (Achiam et al., 2023), 063

which better evaluates translation quality from the 064

perspectives of adequacy, fluency, and elegance. 065

Additionally, evaluating current LLM-based MT 066

methods reveals that these translated results often 067

lack historical and cultural knowledge, strict rhyme 068

and structure rules, and concise expressions. To 069

address these issues, we introduce RAT, a retrieval- 070

augmented machine translation method powered 071

by LLMs. This method enhances translation by 072

retrieving classical poetry knowledge, ensuring 073

adequacy, fluency, and elegance. 074

To our knowledge, this is the first study 075

evaluating the translation performance of LLMs 076

based on the task of translating classical Chinese 077

poetry. Through this effort, we aim not only to test 078
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the capabilities of LLMs in translating classical079

Chinese poetry but also to inspire community080

discussion on the potential and future development081

of LLMs in translated texts that are adequate,082

fluent, and elegant.083

Our contributions are summarized as follows:084

• We have introduced the first classical poetry085

translation benchmark (PoetMT), which086

allows for a better evaluation of LLMs in087

terms of adequacy, fluency, and elegance.088

• We have designed a new evaluation metric089

based on GPT-4 to evaluate classical poetry090

translation. This metric aligns more closely091

with human annotations and is better suited092

for the PoetMT benchmark.093

• Based on the limitations of current LLM-094

based translation methods on the PoetMT095

benchmark, we have proposed a retrieval-096

augmented translation method to enhance the097

performance of LLMs in this task.098

2 Related Work099

2.1 Literary Text Translation100

Poetry machine translation is a specific subfield101

within literary text translation (Wang et al.,102

2023b), which itself encompasses the challenges103

of translating artistic forms such as poetry. Early104

research by Genzel et al. (2010) utilized phrase-105

based systems to translate French poetry into106

metrical English, demonstrating that statistical MT107

can respect poetic rhythm and rhyme. Chakrabarty108

et al. (2021) highlighted that advanced systems,109

while fluent, often miss poetic style when trained110

on non-poetic data. To address this, studies111

embedded stylistic features into the translation112

process, such as encoding stylistically varied113

sentences in the encoder and incorporating target114

style in the decoder (Zhang et al., 2018; Liu and115

Wang, 2012). Given the cultural and historical116

significance of poetry, particularly in classical117

Chinese works, Rajesh Kumar Chakrawarti and118

Bansal (2022) proposed a Hybrid Machine119

Translation model to enhance both semantic120

and syntactic accuracy. More recently, Wang121

et al. (2024) leveraged ChatGPT’s multilingual122

and knowledge-enhancing capabilities to translate123

modern English poems into Chinese, highlighting124

LLMs’ potential in literary translation.125

2.2 Ancient Text Datasets 126

The translation of ancient texts, particularly 127

Chinese classical text, presents its own set of 128

challenges due to the complexity and depth 129

of these texts (alt, 2023; Wang et al., 2023a; 130

McManus et al., 2023). Several datasets have 131

been developed to address these challenges. Chen 132

et al. (2019) introduced the first fine-grained 133

emotional poetry dataset with 5,000 annotated 134

Chinese quatrains. Yutong et al. (2020) expanded 135

on this by releasing a dataset of 3,940 quatrains 136

with automated theme annotations and 1,917 137

emotional annotations using a template-based 138

method. Liu et al. (2020) compiled a bilingual 139

parallel dataset of ancient and modern Chinese, 140

aligning lines via a string-matching algorithm. 141

This served as the foundation for Li et al. (2021), 142

who developed a matching dataset to evaluate 143

models’ semantic understanding. Our proposed 144

dataset is the first benchmark for evaluating the 145

translation of Chinese classical poetry into English, 146

focusing on “adequacy, fluency, and elegance.” 147

2.3 LLM-as-a-Judge 148

LLM-as-a-Judge has emerged as an innovative 149

evaluation paradigm, particularly in translation 150

quality assessment. Leveraging the intrinsic 151

capabilities of LLMs, it enables fine-grained 152

evaluations and has shown high consistency with 153

human evaluators Dong et al. (2023); Zheng et al. 154

(2023); Gu et al. (2024). Kocmi and Federmann, 155

2023a introduced the GEMBA technique, using 156

GPT-4 (Achiam et al., 2023) for DA score 157

prediction, demonstrating that LLMs can match 158

the performance of state-of-the-art multilingual 159

models. Building on this, Fernandes et al., 160

2023 proposed fine-tuning LLMs for DA score 161

prediction and error categorization, enabling more 162

detailed evaluation. While these studies focus on 163

general translation, this work examines multiple 164

dimensions of translation in the context of Chinese 165

classical poetry, offering a new perspective on 166

evaluation in this field. 167

3 Classical Chinese Poetry Dataset 168

Construction 169

In this section, we discuss the design and 170

construction of the PoetMT benchmark, including 171

the rules and steps for building this benchmark. 172
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千山鸟飞绝，

From hill to hill no bird in flight;

万径人踪灭。

From path to path no man in sight.

孤舟蓑笠翁，

A straw-cloak'd man in a boat,

独钓寒江雪。

Fishing on river clad in snow.

Figure 1: An example block in the fluency and elegance
in discourse-level poetry translation. The red parts
indicate rhymes in both English and Chinese.

3.1 Discourse-Level Poetry Translation173

We collect a batch of classical Chinese poetry174

data and corresponding human English translations175

from online resources2. We manually screen 608176

classical Chinese poems 3 and their corresponding177

translations from Tang Poems, Song Poems, and178

Yuan Opera 4.. An example of a single data is179

shown in Figure 1. Chinese Tang poetry from180

the Tang Dynasty (AD 618–907) is renowned for181

its strict forms and precise rhyming, highlighting182

mastery of structure and technique. Chinese Song183

poetry from the Song Dynasty (AD 960–1279)184

emphasizes individual emotion with a refined,185

restrained style that popularized diverse lyrical186

forms. Chinese Yuan opera from the Yuan187

Dynasty (AD 1271–1368) adopts a freer form,188

using colloquial language and dramatic elements189

to capture everyday life.190

The statistics of the PoetMT benchmark are191

shown in Table 1. We present the number of192

classical Chinese poems, the number of unique193

tokens, the average number of tokens per sentence,194

and the total number of tokens in different poetry195

types. The source sentences in this benchmark196

have a moderate length, and the selected target197

translation sentences are well-aligned with the198

source in terms of length, indirectly reflecting the199

high quality of the reference sentences.200

3.2 Classical Chinese Poetry Knowledge Base201

Classical Chinese poetry holds rich historical and202

cultural nuances, but due to the limited resources203

for Classical Chinese, modern Chinese knowledge204

can greatly mitigate this issue. The PoetMT205

2We select professional translations by Xu Yuanchong,
a renowned scholar of Chinese ancient poetry (Wikipedia:
https://en.wikipedia.org/wiki/Xu_Yuanchong), ensur-
ing high-quality results from experienced translators.

3In Appendix A, we discuss the details of the copyright of
Chinese classical poetry.

4In the data we manually screened, we collect a total of 19
tang poems with 2 translation results. We have released these
19 poems as a subset in our open-source project

benchmark includes a Classical Chinese Poetry 206

Knowledge Base collected from open-source 207

projects and internet resources. This Knowledge 208

Base consists of 30,000 entries, including 30,000 209

Classical Chinese poems along with knowledge 210

such as their corresponding historical background, 211

dynasty name, modern Chinese translation, author 212

introduction, modern Chinese analysis, and poetry 213

type. The case is displayed in Appendix D.6. 214

3.3 Adequacy in Sentence-Level Translation 215

Due to the inclusion of historical background 216

and common knowledge in classical Chinese 217

poetry, achieving adequacy in translation poses 218

a significant challenge. Therefore, to conduct a 219

more detailed evaluation of adequacy, we have 220

constructed a sentence-level test set. 221

S: 江上往来人，但爱鲈鱼美。

��: You go up and down stream; You love 

to eat the bream.

��: People come and go on the river; 

But love makes the sea bass beautiful.

Figure 2: An example block in sentence-level poetry
translation adequacy.

Following related works (He et al., 2020; Yao 222

et al., 2024), we select sentences containing 223

historical knowledge and commonsense from the 224

collected 608 data of classical Chinese poetry. 225

For historical knowledge and commonsense, the 226

criteria are primarily based on the knowledge 227

base we built. More specifically, the knowledge 228

base corresponding to the poem includes historical 229

knowledge, and if the words in the poem express 230

clear commonsense, the poem is selected. We 231

avoid selecting semantically similar words to 232

ensure diversity in the test set. Additionally, we 233

prefer to select words that have different English 234

translations depending on the context. The final 235

test set comprises 758 sentences, each representing 236

as a triplet (s, tc, te), where s is the source with 237

ambiguous words, tc is the correct translation, and 238

te is the incorrect one (Figure 2). 239

4 LLM-based Evaluation Method 240

4.1 Evaluation Criteria 241

The translation of classical poetry requires not 242

only artistic expression but also an understanding 243

of the cultural background, yet the premise of 244

correctness does not imply a singular or unique 245

expression. Following this line of thought, we 246

evaluate classical poetry translations based on 247

3
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Poem Type Number of Poems Unique Tokens Average Tokens Per Sentence Total Token Numbers
Tang 197 1980/3839 11.7/13.4 11727/13115
Song 189 2214/4899 10.9/14.1 16984/18212
Yuan 222 2006/3650 12.8/13.2 12145/1197
Total 608 3059/9223 11.7/13.6 40856/42524

Table 1: Statistics on the benchmark. Numbers a/b denote the corresponding number in source/target sentences.

流水落花春去也，

Water with fallen flowers flows away，

天上人间

The spring and the paradise of yesterday.

寻寻觅觅，

I look for what I miss；

I know not what it is.；

冷冷清清，

 I feel so sad，so drear，

凄凄惨惨戚戚

So lonely，without cheer. 

两情若是久长时，

又岂在朝朝暮暮。

If love between both sides can last for aye， 

 

 Why do need they stay together night and day？  

(c) Beauty of Meaning

(a) Beauty of Sound

(b) Beauty of Form

Figure 3: Examples of evaluation metrics: (a) final word
rhyme, (b) matching word count and couplet structure,
(c) accurate translation of implied time passage.

adequacy, fluency, and elegance.248

4.1.1 Adequate Criteria249

Accuracy (Acc)↑: Focus on the precision of each250

element in the translation, accurately translating251

historical, cultural, and factual aspects, including252

words and phrases, to maintain the correct semantic253

and logical relationships of the poem.254

4.1.2 Fluent Criteria255

Beauty of Sound (BS)↑: The beauty of sound in256

Chinese classical poetry is primarily reflected in257

its rhyme. This standard examines whether the258

translation achieves harmonious sound, adherence259

to strict metrical rules, and a rhythm that is both260

smooth and dynamic. As shown in Figure 3(a).261

Beauty of Form (BF)↑: Chinese classical262

poetry emphasizes symmetrical structures, with263

common forms including the "Five-character eight-264

line regulated verse (wulü)", "Seven-character265

eight-line regulated verse (qilü)", and "Extended266

forms (pailü)" among others. Each form showcases267

the structural characteristics of Chinese poetry.268

This standard evaluates whether the translation269

maintains consistency with the source poem’s270

structure, including the alignment of line numbers271

and balanced phrasing. As shown in Figure 3(b).272

4.1.3 Elegant Criteria273

Beauty of Meaning (BM)↑: Chinese classical274

poetry uses concise and precise language to create275

vivid imagery and a rich atmosphere for readers.276

The criteria evaluate the depth and richness of 277

the translation, focusing on the effectiveness of 278

conveying themes, emotions, and messages. As 279

shown in Figure 3(c). 280

4.2 LLM-based Classical Poetry Metric 281

We propose a method for evaluating classical 282

Chinese poetry translation using LLMs, inspired 283

by QE research (Li et al., 2023; Kocmi and 284

Federmann, 2023b). Our approach employs a 1-5 285

scoring prompt to assess translation quality across 286

Beauty of Sound (LLM-BS), Beauty of Form 287

(LLM-BF), and Beauty of Meaning (LLM-BM). 288

A score of 1 indicates poor quality, 3 represents 289

a basic but flawed translation, and 5 denotes 290

excellence. The LLM generates scores, and we 291

compute the LLM-Avg for overall evaluation. 292

Prompt details are in Appendix C.6–C.8. 293

5 Proposed Method: RAT 294

The RAT method enhances translation by lever- 295

aging contextual information from the Classical 296

Chinese Poetry Knowledge Base. Unlike 297

traditional retrieval-based methods (Hoang et al., 298

2023), our approach uses retrieved content 299

directly for translation with LLMs, employing 300

natural language rather than representations. The 301

workflow first retrieves poetry-related knowledge 302

via text-matching, then integrates multi-view 303

knowledge for translation. 304

5.1 The First Workflow 305

In the first workflow of RAT, there are two modules: 306

Retriever and Selector. 307

Retriever. We propose a retrieval augmentation 308

method to obtain knowledge relevant to translating 309

classical Chinese poetry. Based on the Classical 310

Chinese Poetry Knowledge Base, we use string- 311

matching methods (Glück and Yokoyama, 2022) 312

to retrieve uniquely relevant knowledge from 313

multiple perspectives5. These perspectives include 314

historical background, dynasty name, modern 315

5The Classical Chinese Poetry Knowledge Base contains
all 608 classical poems presented in the paper, ensuring a one-
to-one correspondence between the poems and the knowledge.
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题目：《江雪》
作者：柳宗元
朝代：唐代

千山鸟飞绝，
万径人踪灭。
孤舟蓑笠翁，
独钓寒江雪。

Titile:River Snow
Author:Liu Zongyuan

Dynasty: Tang Dynasty

From hill to hill no bird in flight;
From path to path no man in sight.

A straw-cloak’d man in a boat;
Fishing on river clad in snow.

Historical 
Background

Dynasty Name

Modern 
Chinese 

Translation

 Author 
Introduction

Modern 
Chinese 
Analysis

Poetry Type

Retriever

Translator

Translator

Translator

Translator

Translator

Translator ExtractorSelector
Knowledge Base

Voter

Voter

Voter

Voter

Voter

Voter

The First Workflow The Second Workflow

Input Output

Figure 4: The proposed RAT framework. The "Historical Background," "Author Introduction," and "Modern
Chinese Analysis" parts are at the discourse level, so the Selector needs to make selections based on the content.

Chinese translation, author introduction, modern316

Chinese analysis, and type.317

Selector. The goal of the selector is to filter out318

irrelevant content from the results of the retriever319

to improve the quality of translated sentences. We320

first present examples of knowledge in Table 15,321

which shows that each piece of knowledge is at322

the document level and thus contains redundant323

noise. As an agent of the LLM, the selector324

first understands the historical background, author325

introduction, and modern Chinese analysis based326

on the source poem, and then outputs content that327

is more relevant to the input poem, further reducing328

noise. Specific prompts are displayed in Appendix329

C.1, which clarifies the input and output.330

5.2 The Second Workflow331

In the second workflow of RAT, there are three332

modules: Translator, Voter, and Extractor.333

Translator. The goal of the Translator is334

to translate classical Chinese poetry based on335

different types of retrieved knowledge. Six types336

of related knowledge are retrieved for classical337

Chinese poetry, resulting in six different translation338

outputs. Specific prompts are displayed in339

Appendix C.2.340

Voter. The Voter integrates translations from341

different retrieval results to enhance quality.342

Acting as an LLM agent, it selects the highest-343

quality translations for each sentence based on the344

source input and concatenates them into the final345

result. Specific prompts are in Appendix C.3.346

Extractor. The Extractor refines the Voter’s347

output by filtering noise based on the source input,348

producing the final translation. Specific prompts349

are in Appendix C.4. 350

6 Experiment Setup 351

6.1 Comparing Systems 352

RAT is compared with various translation methods, 353

including Zero-shot (Wei et al., 2022), 5-shot 354

(Hendy et al., 2023), Rerank (Moslem et al., 355

2023a), Refine (Chen et al., 2023), MAD (Liang 356

et al., 2023), EAPMT (Wang et al., 2024), and 357

Dual-Reflect (Chen et al., 2024a). To test 358

generalizability, we use closed-source models 359

ChatGPT (Ouyang et al., 2022) and GPT-4 360

(Achiam et al., 2023) 6, and open-source models 361

Llama3-8B (Dubey et al., 2024) 7, and Vicuna- 362

7B (Chiang et al., 2023) 8. For Chinese classical 363

poetry translation, we also used the Chinese LLM 364

Qwen-72B (Bai et al., 2023) 9. Details on methods 365

are in Appendix C.5. 366

6.2 Evaluation Metrics 367

LLM-based Automatic Evaluation. We propose 368

an automatic evaluation method for translation 369

based on LLMs as described in Section 4. The 370

model used is GPT-4 (Achiam et al., 2023)10. 371

Traditional Automatic Evaluation. We follow 372

LLM-based translation standards (He et al., 2023; 373

Huang et al., 2024), using COMET (Rei et al., 374

2022) and BLEURT (Sellam et al., 2020) as 375

automatic metrics, and BLEU (Post, 2018) for 376

traditional evaluation. 377

6via gpt-3.5-turbo and gpt-4-0613 APIs
7https://huggingface.co/meta-llama/Meta-Llama-3-8B
8https://huggingface.co/lmsys/vicuna-7b-v1.5
9https://huggingface.co/Qwen/Qwen-72B

10This work uses GPT-4 via the gpt-4-0613 API.
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7 Experimental Results378

7.1 Can LLM evaluate Classical Poetry ?379

We first translate randomly selected 100 discourse-380

level translation results from the PoetMT bench-381

mark by the RAT method. Then, we calculate382

the translation scores using traditional automatic383

evaluation and LLM-based automatic evaluation384

methods. Furthermore, we score the translation385

results according to the criteria outlined in Figures386

7, 8, and 9 through human evaluation (details in387

Appendix B.1). Finally, we compare the different388

evaluation results of the automatic methods389

with the human-evaluated results to calculate390

the Pearson correlation coefficient (Pearson,391

1920), Spearman correlation coefficient (Spearman,392

1961), and Kendall correlation coefficient (Kendall,393

1948) to determine the level of consistency.394
Metric Pearson’s r ↑ Spearman’s ρ ↑ Kendall’s τ ↑

Traditional Automatic Evaluation

BLEU -0.23 -0.18 -0.12
BLEU-1 0.05 0.08 0.05
BLEURT 0.14 0.16 0.11
COMET 0.13 0.18 0.11

Qwen-72B-based Automatic Evaluation

LLM-BM 0.63 0.59 0.61
LLM-BF 0.53 0.55 0.50
LLM-BS 0.54 0.53 0.55
LLM-AVG 0.57 0.53 0.54

GPT-4-based Automatic Evaluation

LLM-BM 0.85 0.81 0.85
LLM-BF 0.71 0.75 0.70
LLM-BS 0.73 0.73 0.76
LLM-AVG 0.77 0.73 0.75

Table 2: correlation metrics between human and BLEU,
BLEU-1, COMET, BLEURT, LLM-BM, LLM-BF,
LLM-BS or LLM-AVG evaluation on our PoetMT.

Table 2 shows that large language models395

effectively evaluate classical Chinese poetry trans-396

lation, while BLEU, COMET, and BLEURT lack397

correlation with human judgment, underscoring398

our method’s advantages (the multiple reference399

experiment in Appendix D.3). To assess potential400

bias from using ChatGPT in both RAT and401

evaluation (Panickssery et al., 2024), we test402

Qwen-72B, a Chinese-corpus-based model. Qwen-403

72B aligned better with human evaluation than404

traditional metrics but remained inferior to GPT-4,405

supporting the validity of our evaluation setup.406

7.2 Main Results407

We compare various different LLM-based methods408

on the PoetMT benchmark with RAT. The results409

are shown in Table 3.410

The task of translating Classical Chinese411

Poetry is challenging. Experiments show that412

translating classical Chinese poetry is highly 413

challenging. Traditional metrics like COMET, 414

BLEURT, and BLEU yield low scores, with BLEU 415

particularly unsuited for poetry. GPT-4-based 416

evaluation also highlights significant gaps in BS, 417

BM, and BF aspects. 418

The effectiveness of RAT method. The 419

proposed RAT method outperforms all baselines 420

across metrics, proving its effectiveness. 421

Performance Variations Among Different 422

Types of LLMs. Among all comparative methods, 423

closed-source models perform better on this 424

task than open-source models, possibly implying 425

that closed-source models benefit from richer 426

pre-training data, thus enabling higher-quality 427

translations. This also suggests that the PoetMT 428

task is more challenging. 429

The effectiveness of retrieved knowledge. 430

The RAT method, leveraging retrieval-based 431

knowledge, provides more accurate information 432

than LLMs’ self-generated approaches (e.g., 433

EAPMT), leading to better translation quality and 434

enhancing the PoetMT task. 435

7.3 Evaluation of Adequacy 436

To evaluate the translation performance of LLMs 437

in terms of Adequacy, we employ a constructed 438

dataset of 758 Classical Chinese Sentence- 439

Level Translations to evaluate various translation 440

methods. This experiment follows the method 441

of Liang et al., 2023 and Chen et al., 2024b, 442

evaluating translation results from three main 443

dimensions: manual evaluation of translation 444

adequacy (see Appendix B.2 for details), the 445

LLM-BM score based on GPT-4, and the BM 446

score given by human (details in Appendix B.1). 447

Results (Table 4 and 13) show that RAT achieves 448

the best adequacy scores. This suggests that 449

retrieving accurate information improves adequacy. 450

RAT achieves the highest LLM-BM score, best 451

capturing the themes, emotions, and messages of 452

the original poems. 453

7.4 Data Validation Experiments 454

To explore whether PoetMT poems are included in 455

the training data of closed-source LLMs like GPT- 456

4 and ChatGPT (§7.2), we conduct an experiment 457

using 150 poems (50 each from Tang poetry, Song 458

lyrics, and Yuan opera). Following concerns raised 459

by (Shi et al., 2024), we prompt GPT-4/ChatGPT 460

with the title and author to generate poems, then 461

evaluate the similarity to human reference using 462

6



Methods
Discourse-Level Poetry Translation

COMET ↑ BLEURT ↑ LLM-BM ↑ LLM-BS ↑ LLM-BF ↑ LLM-Avg ↑ BLEU-1 ↑ BLEU-2 ↑ BLEU-3 ↑ BLEU-4 ↑
GPT-4 60.3 43.0 4.0 3.7 3.6 3.8 22.1 7.8 3.3 1.7
ChatGPT 61.1 42.4 3.3 3.2 2.9 3.1 23.4 8.7 3.1 1.8

+5shot 61.0 42.5 3.5 3.3 3.3 3.4 22.0 7.7 3.2 1.6
+Rerank 61.0 42.5 3.7 3.7 3.9 3.8 22.5 8.0 3.4 1.7
+MAD 59.9 42.3 3.7 3.6 3.8 3.7 23.2 8.8 3.7 1.8
+Dual-Reflect 58.2 40.9 3.8 3.8 3.9 3.8 20.5 7.5 3.2 1.6
+EAPMT 61.1 42.9 3.8 3.7 3.8 3.7 21.6 7.5 3.1 1.5
+RAT 62.7 43.9 4.1 3.9 3.9 4.0 23.9 9.8 3.9 2.2

Vicuna-7B 52.2 26.4 2.4 2.4 1.8 2.2 16.5 4.7 3.4 1.0
+5shot 52.4 26.1 2.5 2.6 2.3 2.4 17.1 4.3 3.6 1.3
+Rerank 52.8 26.3 3.0 2.6 3.3 2.8 17.5 5.0 3.7 1.6
+RAT 60.1 26.9 3.0 2.5 3.3 2.9 17.6 5.3 3.9 1.9

Llama3-8B 54.3 37.4 2.7 2.6 2.4 2.5 17.4 6.1 3.5 1.3
+5shot 54.5 37.6 2.9 2.8 2.6 2.7 17.4 6.2 3.4 1.3
+Rerank 54.8 38.1 3.0 3.3 3.5 3.2 17.9 6.6 3.6 1.5
+RAT 55.6 38.4 3.4 3.3 3.6 3.4 18.2 7.0 3.9 1.8

Qwen-72B 60.9 43.5 3.4 3.4 3.3 3.3 22.1 7.1 3.0 2.0
+5shot 60.4 43.8 3.6 3.7 3.4 3.5 21.5 7.2 2.9 1.5
+Rerank 59.8 43.2 3.0 3.3 3.5 3.2 20.6 6.7 2.7 1.3
+RAT 61.7 43.5 3.7 3.6 3.6 3.6 22.9 8.0 2.9 2.0

Table 3: The main results from the PoetMT benchmark are presented. The bold indicates the highest scores. The
bolded results indicate the highest statistically significant scores (p-value < 0.05 in the paired t-test against all
compared methods).

Methods LLM-BM ↑ Human-BM ↑ ACC ↑

GPT-4 3.9 3.6 69.1

ChatGPT
+Zero-Shot 3.2 3.2 60.5
+Rerank 3.2 3.3 64.4
+Dual-Reflect 3.7 3.6 66.4
+MAD 3.7 3.8 67.3
+RAT 3.9 3.9 69.9

Vicuna-7B
+Zero-Shot 2.1 0.8 26.9
+Rerank 2.3 1.2 31.7
+Dual-Reflect 2.0 1.0 33.0
+MAD 2.2 1.3 67.3
+RAT 2.5 2.1 43.4

Table 4: LLM-BM and human-annotated results for
Adequacy in Sentence-Level PoetMT. Llama3-8B and
Qwen-72B results are in Appendix D.4.

Type of Poetry Tang Song Yuan

Language Chinese English Chinese English Chinese English

ChatGPT 6.6 0.4 4.4 0.6 1.7 0.4
GPT4 8.1 0.8 7.3 0.9 4.2 0.6

Table 5: BLEU Scores from data validation experiments

SacreBLEU. As shown in Table 5, the results463

indicate low BLEU scores for both Chinese and464

English, suggesting limited task-specific data in465

the LLM training corpus.466

7.5 Impact of Different Knowledge on467

Translation Performance468

The RAT method utilizes the Classical Chinese469

Poetry Knowledge Base for translation. To identify470

the most helpful knowledge type, we modify471

RAT to use only one knowledge type at a time,472

removing the Voter module (Figure 4). Results473

(Figure 5) confirm that retrieval-based methods474

enhance performance, highlighting the importance475

of knowledge in poetry translation. Among476

them, modern Chinese translation knowledge477

contributes the most, suggesting its potential as478

histo
rica

l background

dynasty name

modern Chinese tra
nslation

author introductio
n

modern Chinese analysis

poetry type

Knowledge Type

0.0
0.5
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Figure 5: Experiment on the Impact of Different
Knowledge of Classical Chinese Poetry on Translation.
The dashed line indicates not using knowledge, but
directly translating the result through ChatGPT.

an intermediary to mitigate PoetMT task. 479

7.6 Ablation Study on Modern Chinese 480

Translations in RAT Framework 481

In Section 7.5, Modern Chinese translations in the 482

RAT framework significantly impact output quality. 483

To assess whether this improvement stems solely 484

from these translations, we conduct an ablation 485

experiment and case study. 486
COMET ↑ BLEURT ↑ LLM-BM ↑ LLM-BS ↑ LLM-BF ↑ LLM-Avg ↑

ChatGPT-RAT 61.1 42.4 3.3 3.2 2.9 3.1
↪→ only MC 57.2 38.1 3.1 2.6 2.7 2.8

Vicuna-RAT 60.1 26.9 3.0 2.5 3.3 2.9
↪→ only MC 53.1 26.9 2.7 2.4 2.5 2.5

Table 6: Ablation study comparing RAT with and
without Modern Chinese (MC) translations in the
Knowledge Base.

Table 6 shows that while Modern Chinese aids 487

translation, the multi-knowledge RAT method 488

performs better. Case studies in Table 7 (with more 489

in Appendix D.5) further highlight its limitations, 490

as Modern Chinese-based translations resemble 491

general-domain text and lack BF, BM, and BS. 492
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Source: 红豆生南国，春来发几枝？愿君多采撷，此物最相思
RAT: Red beans grow in the south, sprouting many branches in spring. Pick
them often, as they hold deep feelings of longing.
RAT-only Modern Chinese: Red beans grow in the sunny south, sprouting
countless new branches every spring. I hope those who are missed will pick
more of them, as they best express longing and love.
Reference: Red beans grow in the southern land, In spring, how many branches
sprout? I wish you would gather them often, For they most evoke longing
thoughts.

Table 7: Comparison of RAT, RAT-only Modern
Chinese, and Reference Translations.

7.7 Ablation Study on Components of RAT493

Framework494

Since the RAT method we proposed requires495

retrieval, translation, selection of the best result,496

and extraction of translated text, we perform497

ablation experiments on each component to explore498

the effectiveness of each step in the current setup.499

Methods COMET ↑ BLEURT ↑ BS ↑ BM ↑ BF ↑

RAT 62.7 43.9 4.1 3.9 3.9
↪→ w/o selector 61.0 42.5 3.6 3.3 3.4
↪→ w/o voter 61.4 43.2 3.9 3.5 3.7
↪→ w/o extractor 62.5 43.7 4.0 3.8 3.9

Table 8: Ablation results for RAT components.

The experimental results, as shown in Table 8,500

indicate that the current settings of the RAT method501

are reasonable and yield the best translation results.502

Additionally, it’s found that the w/o selector503

setup, which omits the knowledge selection504

step, significantly impacts the final translation505

performance due to the excessively long context.506

7.8 Translation Challenges Across Different507

Types of Classical Chinese Poetry508

To examine translation difficulty across Classical509

Chinese poetry (Tang, Song, Yuan) from 608510

poems, we apply the RAT method and evaluate511

results using LLM-BF, LLM-BM, LLM-BS, and512

LLM-AVG (Figure 6). Findings reveal consistent513

trends: Tang poetry is easier to translate due to its514

stricter structure and brevity. Lower LLM-BF and515

LLM-BS scores highlight challenges in preserving516

poetic structure and rhythm, while higher LLM-517

BM scores suggest that retrieval-based methods518

enhance translation elegance.519

7.9 Human-centered Error Analysis520

To evaluate the RAT method’s effectiveness and521

limitations, we manually assess 50 randomly522

selected poems from the 608 test samples. Using523

both direct translation and the RAT method based524

on ChatGPT, translations receive an average rating525

on a 1-5 scale for semantic adequacy, fluency,526

and elegance (see Figures 7, 8, 9). Table 9527

shows that while RAT outperform the baseline,528

it still had a low proportion of Excellent (5-4)529

3.8 3.9 4.0 4.1 4.2 4.3

Tang

Song

Yuan

LLM-BF

3.8 3.9 4.0 4.1 4.2 4.3

Tang

Song

Yuan

LLM-BM

3.8 3.9 4.0 4.1 4.2 4.3

Tang

Song

Yuan

LLM-BS

3.8 3.9 4.0 4.1 4.2 4.3

Tang

Song

Yuan

AVG

tang song yuan

Figure 6: Experiment on the Impact of Different Types
of Classical Chinese Poetry on Translation

translations and a high proportion of Failed (2-1) 530

ones, underscoring PoetMT’s challenges and the 531

need for further improvement. 532
Categories Number of Sentences Rate

RAT

Excellent 5 10%
Decent 23 46%
Failed 22 44%

ChatGPT

Excellent 1 2%
Decent 12 24%
Failed 37 74%

Table 9: Manual evaluation results of 50 RAT and
without RAT translations, categorized by performance.

Based on the results in Table 9, we manually 533

categorize the failed outcomes from RAT and 534

provide case examples for clearer illustration in 535

Table 10. 536
Categories Rate Examples: Source/Error Result/Reference

Errors in handling
polysemous words

2/22
Source: 万壑树参天
Error: The trees in your valley scrape the sky
Right: In myriad gorges, trees touch the sky

Lack of cultural context 7/22

Source: 秦时明月汉时关
Error: The moon still shines on mountain passes as
of yore
Right: Under the Qin moon, by the Han frontier

Confusion in long
sentence structures

6/22

Source: 子弟每是个茅草岗沙土窝初生的兔羔儿
乍向围场上走
Error: The young gallants are new-born bucks in
chase of bunny
Right: Young ones are like rabbits, new to the hunt,
Born in a thatch of grass, on sandy ground

Incorrect translation of
low-frequency vocabulary

7/22
Source: 缚虎手
Error: Binding a tiger with bare hands
Right: Barehanded tiger fighting

Table 10: Translation Error Types with Examples.

8 Conclusion 537

Our research highlights the challenges LLMs face 538

in translating classical Chinese poetry, particularly 539

in cultural knowledge, fluency, and elegance. 540

We introduce a GPT-4-based evaluation metric, 541

demonstrating current models’ limitations, and 542

propose the RAT method to improve translation 543

quality. This study is the first to evaluate LLM 544

limitations in classical poetry translation, aiming 545

to inspire future discussions in the MT community. 546
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Limitations547

The inherent challenges of translating classical548

poetry, such as the preservation of rhyme, tone, and549

aesthetic qualities, remain complex and subjective.550

Although the proposed GPT-4-based automatic551

evaluation metric has demonstrated consistency552

with human evaluation, these subjective dimen-553

sions still pose a significant challenge.554
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A Copyright and Open-Source Licensing869

of Chinese Classical Poetry Resources870

Regarding the copyright licensing of online871

resources, under current Chinese law, the copyright872

protection period is 50 years after the creator’s873

death. Therefore, Tang poetry, Song lyrics, and874

Yuan drama have all exceeded the protection period875

and are in the public domain. Specifically, Tang876

poetry originates from the Tang Dynasty (618-907877

AD), Song lyrics from the Song Dynasty (960-878

1279 AD), and Yuan drama from the Yuan Dynasty879

(1271-1368 AD), so collecting these works does880

not involve any copyright issues. In addition,881

several open-source projects related to Chinese882

classical poetry on GitHub have adopted the MIT883

license, which further demonstrates the feasibility884

of using an open-source license. Our work will885

open source the test data under the MIT license to886

ensure the legality and openness of the resources.887

B Human Evaluations888

B.1 Human Evaluation for BM/BF/BS score889

Human evaluation is the core part of this study,890

providing a benchmark for automatic evaluation891

metrics. Each translation hypothesis is scored892

by 5 annotators using the "beauty of sound (BS),893

beauty of form (BF), and beauty of meaning (BM)"894

framework (see Figures 7/8/9). To ensure a high895

standard of evaluation, all annotators have a solid896

background in translation studies and at least one897

year of experience in poetry translation. Before the898

evaluation begins, they participate in calibration899

sessions where they review the scoring criteria and900

discuss examples to align their understanding of901

each dimension. This process helps to minimize902

subjective biases and ensures consistency across903

evaluations. After individual evaluations, the final904

annotation for each hypothesis is determined based905

on majority agreement. In instances where a906

clear majority is not reached, the median score is907

adopted to reduce the impact of any outlier ratings.908

B.2 Human Evaluation for ACC909

In this section, we conduct a human evaluation910

to measure translation quality. We evaluated911

the adequacy of the translation. Four native912

English speakers were invited to participate. In913

the sentence-level adequacy task, the four experts914

scored each sentence for adequacy against the915

reference, awarding 1 point for fully adequate and916

0 points for inadequate.917

C Detail Prompt 918

C.1 Detailed prompt for Selector 919

Part-1: Selector: Please identify the knowledge
related to the content to translating this classical
Chinese poem {text} from the {rag context} knowledge
base.

Input Text:

Source Poem, Sentence Length and Retrieved
knowledge

Output Text:

Refined knowledge.

C.2 Detailed prompt for Translator 920

Part-2: Translator: Please translate this classial
a Chinese poem {translate type} into a English
poem {translate type}: Explanation:{rag context}
Poem:{text}

Input Text:

Source Poem, Retrieved knowledge and Potery
Type

Output Text:

Translated English Poem

C.3 Detailed prompt for Voter 921

Part-3: Iterative Refinement: Using the classical
Chinese poem {src_text} as a source, compare six
translation candidates to determine the highest quality
result. Avoid including unrelated content. Here are
the candidates: First, {s1}; second, {s2}; third, {s3};
fourth, {s4}; fifth, {s5}; sixth, {s6}.

Input Text:

Source Sentence, Translated Resluts based on
six knowledge

Output Text:

Translated Result

C.4 Detailed prompt for Extractor 922

Part-4:Understanding-Based Translation: Extract
only translation-relevant content from {target text}
based on {text}. Input Text:

The final translation result.

Output Text:

Target Sentence t

C.5 Comparative Methods 923

The following content will provide detailed 924

descriptions of these comparative methods: 925

12



• Baseline, standard zero-shot translation is926

performed in ChatGPT (Ouyang et al., 2022)927

and GPT-4 (Achiam et al., 2023). The928

temperature parameter set to 0, which is the929

default value for our experiments.930

• 5-Shot (Hendy et al., 2023), involves prepend-931

ing five high-quality labelled examples from932

the training data to the test input.933

• Rerank (Moslem et al., 2023a) was con-934

ducted with the identical prompt as the935

baseline, employing a temperature of 0.3936

(Moslem et al., 2023b). Three random937

samples were generated and combined with938

the baseline to yield four candidates. The939

optimal candidate was chosen through GPT4.940

• Refine (Chen et al., 2023) first requests a941

translation from ChatGPT, then provides the942

source text and translation results, and obtains943

a refined translation through multiple rounds944

of modifications by mimicking the human945

correction process.946

• MAD (Liang et al., 2023) enhance the capa-947

bilities of LLMs by encouraging divergent948

thinking. In this method, multiple agents949

engage in a debate, while an agent oversees950

the process to derive a final solution.951

• EAPMT (Wang et al., 2024) leverages952

the explanation of monolingual poetry as953

guidance information to achieve high-quality954

translations from Chinese poetry to English955

poetry.956

• Dual-Reflect(Chen et al., 2024a) provide957

supervisory signals for large models to reflect958

on translation results through dual learning,959

thereby iteratively improving translation960

performance (the maximum number of961

iterations is set to 5).962

• RAT is the proposed method in this work.963

C.6 Detailed prompt for Beauty of Sound964

For evaluation of the beauty of form, the detailed965

prompt is displayed in Figure 8966

C.7 Detailed prompt for Beauty of Form967

For evaluation of the beauty of form, the detailed968

prompt is displayed in Figure 8969

/* Task prompt */
Evaluate the beauty of sound in the given Chinese
translation of classical poetry. Focus on whether the
translation achieves harmonious sound, adherence to
strict metrical rules, and a rhythm
1 point: Poor translation, lacks harmony and adherence
to metrical rules, and fails to capture the beauty of
sound.
2 point: Below average, some rhyme and meter present
but with noticeable imperfections and awkwardness.
3 point: Basic translation, captures some aspects of
sound beauty but with several imperfections in rhyme,
meter, or rhythm.
4 point: Good translation, mostly harmonious with
minor imperfections in sound quality or adherence to
metrical rules.
5 point: Excellent translation, achieves harmonious
sound, precise wording, strict adherence to metrical
rules, and a smooth, dynamic rhythm.
/* Input Data */:

Original Chinese poem: {source}
English translation: {translation}
Evaluation (score only):

/*Output Text */:

{score}

Figure 7: Evaluation of the beauty of sound in Chinese
translation of classical poetry

/* Task prompt */
Evaluate the translation of the given Chinese classical
poem into English. Focus on whether the translation
maintains consistency with the source poem’s structure,
including the alignment of line numbers and balanced
phrasing.
1 point: Poor translation, disregards the poem’s
structure, and fails to convey its aesthetic qualities.
2 point: Some attempt to maintain structure but lack
alignment and aesthetic consistency.
3 point: Basic structural elements are maintained
but with noticeable imperfections in alignment and
phrasing.
4 point: Good translation, with most structural
elements preserved and minor issues in phrasing and
alignment.
5 point: Excellent translation, accurately preserving
the structure, alignment, and aesthetic qualities of the
original poem.
/* Input Data */:

Original Chinese poem: {source}
English translation: {translation}
Evaluation (score only):

/*Output Text */:

{score}

Figure 8: Evaluation of the beauty of form in Chinese
translation of classical poetry

C.8 Detailed prompt for Beauty of Meaning 970

For evaluation of the beauty of meaning, the 971

detailed prompt is displayed in Figure 9 972
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/* Task prompt */
Evaluate the translation of Chinese classical poetry
for the beauty of meaning, focusing on whether the
translation effectively conveys the themes, emotions,
and messages of the original. This includes the use of
concise and precise language to create vivid imagery
and a rich atmosphere.
1 point: Poor translation, fails to convey the depth and
richness of the original poetry.
2 point: Basic translation with significant shortcomings
in capturing themes, emotions, and messages.
3 point: Satisfactory translation, conveys basic themes
and emotions but lacks refinement or depth.
4 point: Good translation, effectively captures
most themes, emotions, and messages with minor
imperfections.
5 point: Excellent translation, accurately conveys the
depth, richness, and atmosphere of the original poetry
with full thematic and emotional resonance.
/* Input Data */:

Original Chinese poem: {source}
English translation: {translation}
Evaluation (score only):

/*Output Text */:

{score}

Figure 9: Evaluation of the beauty of meaning in
Chinese translation of classical poetry

D Supplementary Experiment973

D.1 LLM-based Metric Consistency974

This experiment evaluated whether the proposed975

LLM-based metrics (LLM-BS, LLM-BF, LLM-976

BM and LLM-AVG) accurately reflect Beauty of977

Sound, Beauty of Form, Beauty of Meaning, and978

overall translation quality. We conducted pairwise979

correlation tests between human and LLM-based980

evaluations using Pearson, Spearman, and Kendall981

correlation coefficients. The results are shown in982

Figure 10.983

The experimental results indicate that, among984

all correlation coefficients, the consistency results985

based on the same annotations are significantly986

higher than the other results. This demonstrates987

the rationality of the evaluation settings for LLM-988

BS, LLM-B, LLM-BM, and LLM-AVG in the989

experiment.990

D.2 Impact of Smaller LLM Ensembles on991

RAT Performance992

Further, although we discussed in Table 3, 4,993

and 13 that smaller LLMs do not yield better994

results for this task, we would like to further995

explore whether combining smaller LLMs with996

different characteristics can eliminate the bias997

introduced by a single smaller LLM. Here, we998

Spearman ScoreKendall Scoer

Pearson Scoer
BF BM BS AVG

BF BM BS AVG BF BM BS AVG

BF

BM

BS

AVG

BF

BM

BS

AVG

BF

BM

BS

AVG

Figure 10: LLM-based Metric Consistency Experi-
ment. In the heatmap, the horizontal axis represents
the human evaluation results, and the vertical axis
represents the LLM evaluation results.

replace the Selector in RAT with the Chinese-based 999

Qwen-72B, and the Voter with Vicuna-7B. The 1000

experimental results are as follows:
Method COMET BLEURT BS BM BF

RAT-ChatGPT 62.7 43.9 4.1 3.9 3.9
RAT-QWen-Vicuna 60.4 42.1 3.7 3.0 2.6

Table 11: Performance comparison between RAT-
ChatPT and RAT-Qwen-Vicuna.

1001
Experimental results in Table 11 demonstrate 1002

that, despite using a model ensemble approach, the 1003

performance of methods based on smaller LLMs 1004

remains inferior to the current settings based on 1005

ChatGPT. This further attests to the effectiveness 1006

of our proposed method design. 1007

D.3 Impact of Multiple References on BLEU 1008

Evaluation 1009

In the MT community, BLEU can evaluate results 1010

with multiple references. Therefore, to explore 1011

the impact of multiple references on translation 1012

evaluation, we conducted experiments on 19 1013

Tang poems with two translation outputs. The 1014

translations were first generated using RAT and 1015

then manually evaluated following the settings 1016

in Section 7.1. Subsequently, the results were 1017

scored using BLEU, COMET, BLEURT, and LLM- 1018

BM/BF/BS. Finally, we determined the level of 1019

consistency through Pearson correlation coefficient 1020

(Pearson, 1920), Spearman correlation coefficient 1021

(Spearman, 1961), and Kendall correlation coeffi- 1022

cient (Kendall, 1948). 1023

As shown in Table 12, although multiple 1024

references were considered in BLEU evaluation, 1025

the experimental results remain consistent with 1026

those in Section N. The findings suggest that the 1027
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Metric Pearson’s r ↑ Spearman’s ρ ↑ Kendall’s τ ↑

Traditional Automatic Evaluation

BLEU -0.27 -0.25 -0.15
BLEURT 0.06 0.10 0.08
COMET 0.07 0.12 0.07

GPT-4-based Automatic Evaluation

LLM-BM 0.79 0.79 0.80
LLM-BF 0.68 0.67 0.65
LLM-BS 0.70 0.69 0.72
LLM-AVG 0.72 0.69 0.71

Table 12: Correlation metrics between human
evaluation and BLEU, COMET, BLEURT, LLM-BM,
LLM-BF, LLM-BS, or LLM-AVG evaluation on our
PoetMT dataset.

evaluation method of BLEU with multiple refer-1028

ences does not lead to a significant improvement.1029

D.4 Additional Evaluation of Adequacy of1030

Open-source LLMs1031

Methods LLM-BM Human-BM ACC

Llama3-8B
+Zero-Shot 2.1 1.1 32.5
+Rerank 2.1 1.2 32.4
+Dual-Reflect 2.5 1.7 34.4
+MAD 2.6 1.9 37.3
+RAT 2.9 2.4 59.9

Qwen-72B
+Zero-Shot 3.1 2.2 43.9
+Rerank 3.3 2.3 42.7
+Dual-Reflect 3.0 2.0 46.3
+MAD 3.1 2.4 47.5
+RAT 3.3 2.8 55.4

Table 13: The LLM-BM and human-annotated results
of the Adequacy in Sentence-Level PoetMT benchmark
Translation.

D.5 Additional Examples of Modern1032

Chinese-Based Translation Limitations1033

To provide a more comprehensive understanding1034

of the limitations inherent in Modern Chinese-1035

based translation, Table 14 presents two additional1036

examples. These examples further illustrate1037

scenarios where the RAT method demonstrates1038

superior performance due to its multi-knowledge1039

integration, highlighting the gaps left by relying1040

solely on Modern Chinese interpretations.1041

1042

D.6 Knowledge Base Case1043

A case regarding the Classical Chinese Poetry1044

Knowledge Base is shown in Table 15, demon-1045

strating relevant knowledge of classical Chinese1046

poetry.1047

15



Source: 水纹珍簟思悠悠，千里佳期一夕休。从此无心爱良夜，任他明月下西楼。

RAT: Ripples stir the jade mat as thoughts drift endlessly afar, A thousand miles of vows dissolve beneath the evening star. No
longer shall fine nights find a place within my heart, Let the moonlight wane and vanish, where its path departs.

RAT-only Modern Chinese: Lying on the precious bamboo mat, my thoughts drift away with the flowing water. Suddenly, the
winds and clouds have changed, and the cherished promise spanning a thousand miles has been shattered in an instant. From now
on, I no longer have the heart to appreciate the beautiful moments, whether the moon rises above the eastern tower or sets beneath
the western tower.

Reference: Ripples on the jade mat, thoughts drift far and wide, A thousand miles of promise, in one night, all denied. From now
on, I’ll have no heart for such fine nights, Let the bright moon set where it will, beyond my sight.

Source: 林暗草惊风，将军夜引弓。平明寻白羽，没在石棱中。

RAT: Through shadowed woods and rustling grass, The general’s bow is drawn at last. By dawn he seeks the arrow’s flight, Its
white fletch lodged in stone, out of sight.

RAT-only Modern Chinese: In the dim woods, the grass suddenly rustles in the wind, prompting the general to quickly draw his
bow and shoot in the cover of night. At dawn, he searches for the white-fletched arrow fired the previous evening, finding its tip
deeply embedded in a massive stone.

Reference: Amid the dark woods and startled grasses, The general draws his bow at night. At dawn he seeks the white fletching,
Embedded in the stone’s edge, out of sight.

Table 14: Comparison of RAT, RAT-only Modern Chinese, and Reference Translations.
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Classical Chinese Poem: 慈母手中线，游子身上衣。临行密密缝，意恐迟迟归。谁言寸草心，报得三春晖。 (From the
threads a mother’s hand weaves, A gown for parting son is made.Sown stitch by stitch before he leaves, For fear his return be
delayed. Such kindness as young grass receives from the warm sun can’t be repaid.)
Historical Background: 《游子吟》写在溧阳。孟郊早年漂泊无依，一生贫困潦倒，直到五十岁时才得到了一个溧阳县
尉的卑微之职，结束了长年的漂泊流离生活，便将母亲接来住。诗人仕途失意，饱尝了世态炎凉，此时愈觉亲情之可
贵，于是写出这首发于肺腑，感人至深的颂母之诗。 ("Song of the Parting Son" was written in Liyang. In his early years,
Meng Jiao lived a wandering and destitute life, experiencing poverty throughout his existence. it’s not until he was fifty that he
obtained a modest position as a county official in Liyang, which finally ended his years of wandering. He then brought his mother
to live with him. Having faced the disappointments of his career and the coldness of society, he grew increasingly aware of the
preciousness of familial bonds. Thus, he composed this deeply heartfelt poem in honour of his mother.)
Dynasty Name: 唐代 (Tang Dynasty)
Morden Chinese Translation: 慈母用手中的针线，为远行的儿子赶制身上的衣衫。临行前一针针密密地缝缀，怕的是
儿子回来得晚衣服破损。有谁敢说，子女像小草那样微弱的孝心，能够报答得了像春晖普泽的慈母恩情呢？ (A loving
mother uses her needle and thread to make clothes for her son, who is about to embark on a journey. She stitches each seam tightly,
fearing that her son may return late and the clothes will be worn out. Who can dare say that a child’s feeble filial piety, like a small
blade of grass, can repay the boundless kindness of a mother, akin to the nurturing warmth of spring sunlight?)
Author Introduction: 孟郊，(751-814)，唐代诗人。字东野。汉族，湖州武康（今浙江德清）人，祖籍平昌（今山东临
邑东北），先世居洛阳（今属河南）。唐代著名诗人。现存诗歌500多首，以短篇的五言古诗最多，代表作有《游子
吟》。有“诗囚”之称，又与贾岛齐名，人称“郊寒岛瘦”。元和九年，在阌乡(今河南灵宝)因病去世。张籍私谥为
贞曜先生。 (Meng Jiao (751-814) was a poet of the Tang Dynasty. His courtesy name was Dongye. He was of Han ethnicity
and hailed from Wukang, Huzhou (present-day Deqing, Zhejiang), with ancestral roots in Pingchang (northeast of present-day
Linyi, Shandong). His family originally resided in Luoyang (now in Henan). A renowned poet of the Tang era, he has over 500
surviving poems, most of which are short five-character ancient verses. His notable works include "Song of the Parting Son." He
was known as the "Poet Prisoner" and was contemporaneous with Jia Dao, with the phrase "Jiao Han, Dao Shou" used to describe
them together. He passed away in the ninth year of the Yuanhe era, in Wanquan (present-day Lingbao, Henan), due to illness. Zhang
Ji posthumously honoured him with the title of "Mr Zhenyao.")
Modern Chinese Analysis: 开头两句用“线”与“衣”两件极常见的东西将“慈母”与“游子”紧紧联系在一起，写
出母子相依为命的骨肉感情。三、四句通过慈母为游子赶制出门衣服的动作和心理的刻画，深化这种骨肉之情。母亲
千针万线“密密缝”是因为怕儿子“迟迟”难归。前面四句采用白描手法，不作任何修饰，但慈母的形象真切感人。
最后两句是作者直抒胸臆，对母爱作尽情的讴歌。这两句采用传统的比兴手法：儿女像区区小草，母爱如春天阳光。
(The opening two lines connect "the loving mother" and "the wandering son" through the commonplace items of "thread" and
"clothes," highlighting the deep bond of flesh and blood between them. In the third and fourth lines, the mother’s actions and
thoughts as she makes clothes for her son further deepen this familial affection. The mother’s meticulous stitching is driven by her
fear that her son will return late. The first four lines employ a straightforward style, without embellishment, yet the image of the
loving mother is vivid and touching. The final two lines express the author’s heartfelt emotions, celebrating maternal love. These
lines use traditional metaphorical techniques: children are like fragile blades of grass, while maternal love resembles the warm
sunlight of spring.)
Poetry Type: 唐诗三百首,乐府,赞颂,母爱 (Three Hundred Tang Poems, Yuefu, Panegyric, Maternal Love.)

Table 15: A case about Classical Chinese Poetry Knowledge Base.
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