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Abstract

Standard reinforcement learning (RL) agents never intelligently explore like a
human (i.e. taking into account complex domain priors and adapting quickly based
on previous exploration). Across episodes, RL agents struggle to perform even
simple exploration strategies, for example systematic search that avoids exploring
the same location multiple times. This poor exploration limits performance on
challenging domains. Meta-RL is a potential solution, as unlike standard RL,
meta-RL can learn to explore, and potentially learn highly complex strategies far
beyond those of standard RL, strategies such as experimenting in early episodes to
learn new skills, or conducting experiments to learn about the current environment.
Traditional meta-RL focuses on the problem of learning to optimally balance explo-
ration and exploitation to maximize the cumulative reward of the episode sequence
(e.g., aiming to maximize the total wins in a tournament — while also improving
as a player). We identify a new challenge with state-of-the-art cumulative-reward
meta-RL methods. When optimal behavior requires exploration that sacrifices
immediate reward to enable higher subsequent reward, existing state-of-the-art
cumulative-reward meta-RL methods become stuck on the local optimum of failing
to explore. Our method, First-Explore, overcomes this limitation by learning two
policies: one to solely explore, and one to solely exploit. When exploring requires
forgoing early-episode reward, First-Explore significantly outperforms existing
cumulative meta-RL methods. By identifying and solving the previously unrec-
ognized problem of forgoing reward in early episodes, First-Explore represents
a significant step towards developing meta-RL algorithms capable of human-like
exploration on a broader range of domains.

1 Introduction

Reinforcement learning (RL) [[1] can perform challenging tasks, such as plasma control [2], molecule
design [3l], game playing [4], and robotic control [5]. However, RL is sample inefficient (taking
thousands of episodes to learn tasks humans master in a few tries) [6], limiting its application. Meta-
RL [[7H12] circumvents this issue by enabling an agent to adapt to new environments based solely
on prior experience (i.e., remembering what occurred in previous episodes and using that to inform
subsequent behavior). By replacing slow weight-based RL updates with memory-based meta-RL
adaption, human-like sample efficiency [12]] can be achieved.

This paper focuses on cumulative-reward meta-RL, which aims to optimize performance across
a sequence of episodes, 71,...,T, (e.g2., games in a tournament). The objective is to maximize
the total reward accumulated over all episodes (e.g., the number of games won), expressed as
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>, G(7:), where the episode return G(7;) is the total reward of episode 7;. To maximize this sum,
the agent should optimally balance exploration and exploitation across the sequence, e.g., prioritizing
exploration in early episodes so as to better exploit in later ones.

Cumulative reward meta-RL has an unrecognized failure mode, where state-of-the-art (SOTA)
methods achieve low cumulative-reward regardless of how long they are trained. This dynamic
occurs in domains with the following properties: A. Maximizing the expected total reward requires
exploratory actions that forgo immediate reward, and B. The benefit of these exploratory actions only
occurs when they are reliably followed by good exploitation (i.e., if exploitation is too inconsistent,
then exploration results in lower total reward).

An example is a bandit domain where the first arm always provides a reward that is better than the
average arm, but not the highest possible. To maximize cumulative reward over many pulls, the
agent must explore the other arms, and then repeatedly exploit the best one. Property A holds, as
this optimal policy forgoes immediate reward by not sampling the first arm and its above-average
reward. Property B holds, as exploration (sampling arms other than the first) is only valuable when it
is followed by sufficiently consistent exploitation (reliably re-sampling the best arm).

The failure occurs as follows: 1. At the start of training, the agent, being randomly initialized, lacks
the ability to reliably exploit learned information. 2. As a result, the domain properties A and B
cause exploratory actions to lead to lower total reward than the other actions do. 3. This lower
reward trains the agent to actively avoid exploration. 4. This avoidance then locks the agent into poor
performance, as it cannot learn effective exploitation without exploration. This process occurs in
the bandit example. Initially, the agent cannot exploit (e.g., when it finds the best arm it does not
reliably resample it). The associated negative expectation of exploration then trains the agent to avoid
exploration by only sampling the first arm, with its above-average, but sub-optimal, arm reward.

Current SOTA meta-RL algorithms such as RL? [8, 9], VariBAD [7]], and HyperX [10] attempt
to train a single policy to maximize the cumulative reward of the whole episode sequence. This
optimization causes step 3 of the above-described failure process, and thus these methods suffer
from the issue of failing to properly learn (e.g., converging rapidly to a policy of not exploring),
which we demonstrate on multiple domains (Section[6). The issue is especially insidious because
distributions of simple environments (each trivially solved by standard-RL) can stymie these methods.
Surprisingly, domains such as bandits can be too hard for SOTA meta-RL.

We introduce a new approach, First-Explore (visualized in Figure[I]), which overcomes this problem
associated with directly optimizing for cumulative reward. Rather than training a single policy to
maximize cumulative reward, First-Explore learns two policies: an exploit policy, and an explore
policy. The exploit policy maximizes episode return, without attempting to explore. In contrast, the
explore policy explores to best inform the exploit policy, without attempting to maximize its own
episode return. Only after training are the two policies combined to achieve high cumulative reward.

Because the explore policy is trained solely to inform the exploit policy, poor current exploitation
no longer causes immediate rewards (property A) to actively discourage exploration. This change
eliminates step 3 of the failure process, and enables First-Explore to perform well in domains where
SOTA meta-RL methods fail. By identifying and solving this previously unrecognized issue, First-
Explore represents a substantial contribution to meta-RL, paving the way for human-like exploration
on a broader range of domains.

2 Background

RL Terminology: environments are formally defined as partially observable Markov decision
processes (POMDPs, [[I])). Each POMDP FE is specified by a tuple E = (S, A, p, po, R,Q,0,7),
where S is the state space, A the action space, p : S X A — S a probabilistic transition function
mapping from the current state and action to the next state, pg a distribution over starting states,
R : S x A — R astochastic reward function, 2 the space of environment observations, O : S — 2 a
stochastic function mapping from states to observations, and y the discount factor. The environment
starts (at ¢ = 0) in a start state sg according to pg, sop ~ po. Each subsequent time-step, the agent
receives the current state’s observations o; = O(s;), takes an action a;, and the transition function
p updates the environment state s;11 = p(si, a;). An episode 7 of length h is then a sequence of
time-steps starting from ¢ = 0 to ¢ = h. The sum of an episode’s y-discounted rewards is called its
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Figure 1: First-Explore aims to maximize the cumulative reward of a sequence of n episodes
on a target environment distribution. This optimization is achieved by first training two separate
policies, and then combining them affer training to maximize the total reward obtained. A. First, two
separate policies are trained on the distribution of environments: one to explore (produce informative
episodes), and one to exploit (maximize current episode return). During training, the explore policy
Texplore Provides all the context ¢; = 71, ..., 7; for both policies. This flow of context is visualized
by solid arrows —. The exploit policy 7.,,10i takes a context of episodes, and produces a single
episode of exploitation. The return of this exploit episode is then used to train both policies, with the
feedback to the explore policy visualized by the --». B. After the two policies
are trained, different combinations of them are evaluated to find the combination that maximizes total
reward. Each combination involves first exploring for k episodes, and then repeatedly exploiting for
the remaining n — k episodes. C. The best combination is then used at inference time: exploring for
a fixed number of episodes on new environments, and then exploiting for the remaining episodes.

return G(7) = Z?:o v'R(s¢, at). Standard RL generally aims to learn a stochastic policy 7 : @ — A
that maximizes the expected episode return E [G(7)].

Unlike standard RL, meta-RL trains an agent to: a) perform well in a distribution D of environments
(e.g., a collection of mazes) and b) dynamically tailor itself to new environments (e.g. memorize
a new maze over successive episodes). The agent completes meta-rollouts, each a sequence of
episodes 7y, . .., T, on a new environment £ ~ D, with each episode within a meta-rollout beginning
from a newly sampled start-state. The agent can remember information from earlier episodes in the
same meta-rollout (e.g., using a sequence model such as a transformer [13]]), allowing it to adapt its
behavior based on that information. By training (via weight updates) on large batches of meta-rollouts,
the agent then learns to leverage its memory mechanism, enabling sample-efficient memory-based
adaptation and high performance on new environments sampled from D.

Meta-RL methods can be split into two approaches that each solve a different problem, with specific
algorithms designed and used for each approach [IEIﬂ Cumulative-reward meta-RL trains to
maximize cumulative reward Y., G(7;). Examples include RL? [8] 9], VariBAD [7]] and Hy-
perX [10]. Final-episode-reward meta-RL aims to instead optimize solely for final episode reward
G (7). Examples include DREAM and MetaCURE [13]]. In this paper we compare and analyze
First-Explore in a cumulative-reward setting. However, for the sake of completeness, we discuss how
First-Explore relates to final-episode-reward meta-RL methods in Appendix [I}

3 Related Work

Current cumulative-reward meta-RL methods train a single policy to maximize the cumulative reward
of the whole episode sequence. However, optimizing directly for cumulative reward can prevent
effective learning even on simple domains (e.g., bandits), as Section [I] describes and Section [6]
demonstrates.

'[14] use different terminology, calling cumulative-reward meta-RL “zero-shot meta-RL”, and final-episode-
reward meta-RL “few-shot meta-RL.”



RL2 [8l9] is one of the first (cumulative-reward) meta-RL methods. It uses an RNN to provide across-
episode memory, and standard RL algorithms to train the agent. RL? has the advantage of simplicity.
By training standard RL algorithms with the capacity for across-episode memory, the agent may
learn to optimally balance exploration and exploitation across successive episodes. However, training
dynamics can hinder achieving optimal performance (e.g., due to the requirement of sacrificing
immediate reward (Section[I]and Section [6) or because the reward signal is too sparse [10]).

Subsequently, various cumulative-reward meta-RL works have been produced. VariBAD [7] out-
performs RL? in certain domains. VariBAD achieves this improvement via splitting training into
producing a posterior belief of the current task (task inference), and a task-posterior conditioned
policy. HyperX [10] improves exploration during policy training by adding an incentive to visit novel
states. This exploration incentive is gradually decreased throughout training, starting high and ending
at zero. The issue is that the cumulative-reward term can still actively discourage exploration, as
described in Section[I} Therefore, HyperX primarily tackles the issue of sparse exploration rewards,
rather than overcoming the challenge of domains that actively disincentivize exploration.

As Section [6] shows, when good early exploration requires forgoing immediate rewards, all these
methods can fail to learn good behavior (e.g., converging immediately to a policy of never exploring).
This failure arises not from reward sparsity (the problem HyperX tackles) or a lack of sophisticated
posterior-belief-conditioned optimization (VariBAD’s focus), but because the reward dynamics
actively train the agent to avoid exploration. As such, First-Explore can achieve substantial total
reward in domains in which RL2, VariBAD, and HyperX all perform poorly.

AdA [[12]] demonstrates that meta-RL scales to complex domains and that training meta-RL on a
curriculum of tailored learning challenges can produce agents capable of human-like adaption on
complex held-out tasks. However, AdA may struggle to forgo reward, as the authors note that their
agent always maximized current episode return (rather than the total reward of the episode sequence).
This behavior suggests AdA’s performance might depend on training and testing on environments that
do not require such sacrificial exploration. Unfortunately, investigating AdA’s dynamics is outside
the scope of this paper.

4 First-Explore

First-Explore is a general framework for meta-RL that can be implemented in various ways. The
framework trains two distinct policies, one policy to explore and one policy to exploit. Individually
neither policy can achieve high cumulative reward, but after weight-update training, the policies are
combined to produce an inference policy that does so. Figure[I]visualizes this process. By not directly
training a single policy to maximize the total reward of the whole episode sequence, First-Explore
avoids the failure mode of earlier approaches.

The explore policy 7e.piore performs successive episodes. During each episode, it has access to a
context containing all previous actions, observations, and rewards within the current exploration
sequence. In contrast, the exploit policy .xpo; is trained to take the context c from the explore policy
that has explored for a number of episodes between 1 and n, and to then run one further episode
of exploitation. During this episode, the exploit policy has access to the actions, observations, and
rewards from the current exploitation episode, as well as from the preceding exploration episodes
(Figure[).

The explore and exploit policies are incentivized differently. The exploit policy is incentivized to
produce high-return episodes (based on the provided context of previous explorations). The explore
policy is instead incentivized to produce episodes that each, when added to the current context, result
in subsequent high-return exploit-policy episodes. Training the exploit policy requires context from
the explore policy, and training the explore policy requires the returns of subsequent exploits. This is
efficiently achieved by interleaving the policies as depicted in Figure[T} A, where each rollout from
the explore policy is followed by a rollout from the exploit policy.

After the two policies are trained, First-Explore searches for a combination of them that maximizes
the expected cumulative reward on newly sampled environments. Each candidate combination, first
explores (Vvia Texplore) for a set number of episodes £, and then exploits (via Texploit) for the remaining
n — k episodes. These combination policies are evaluated on independent environments sampled
from the target distribution, with the combination that maximizes mean cumulative reward being



chosen (see Appendix [H|for an example). This process of selecting k& does not involve retraining the
policies, and thus it is comparatively computationally cheap. As such, k should not be thought of as a
hyperparameter, as unlike hyperparameters, the majority of the training compute expenditure is on
policy weight updates that are performed before k is chosen.

The resulting combination policy — first exploring for k episodes and then exploiting for n — k
episodes — is then used as the inference policy Tinference at test time, as shown in Equationm

ey

[ Texplore, if @ < K, where i is the episode number.
Tlinference = .
Texploity  Otherwise

5 Experimental Setup

First-Explore is implemented with a GPT-2-style causal transformer architecture [13]], chosen for
its strong temporal sequence modeling capabilities. To simplify the design, the explore and exploit
policies share parameters, differing only in their final linear-layer head.

A novel sequence-modeling approach improved training stability in initial experiments, and was thus
used for all First-Explore results. The method is described here and in the pseudocode provided in
Appendix [B] While this training method outperformed others in preliminary experiments, we believe
the First-Explore meta-RL framework will work with alternate training approaches, such as PPO
[L6], Q-learning [6] and other RL algorithms.

5.1 Training Method

The exploit policy mexpo; is trained to generate episodes that match or surpass the highest return
achieved in prior episodes within the meta-rollout sequence. The explore policy Teypior 1S trained to
produce episodes that are followed by the exploit policy achieving higher episode returns than those
seen so far. These training incentives implement the First-Explore framework: the exploit policy
maximizes immediate episode returns, while the explore policy generates episodes that increase
subsequent exploit-episode returns.

Training involves periodically updating the rollout policies (Texplore, Texploit) With successor versions.
These successor policies (¢explore, ¢exp1on) are trained to model the actions taken in the good rollout-
policy episodes, defined as 1. good exploit episodes meet or surpass previous exploit returns in the
meta-rollout sequence, and 2. good explore episodes are followed by the exploit policy achieving
higher episode returns than those seen so far. We term these good exploit episodes ‘maximal,” and
the good explore episodes ‘informativeE]’ . Since the first exploit episode in each meta-rollout has no
previous episodes for comparison, a baseline reward b initializes the list of prior returns. This value is
set as a domain-specific hyperparameter (but could easily be set automatically via heuristics).

At the start of training, both rollout policies are initialized with random weights. They are then copied
to produce the initial successor policies.

Training is structured into iterated epochs. Each epoch, the current exploit and explore policies
(Wexplore, Texploit) Produce batched meta-rollouts. In each batch, the exploit episodes Texploit ~ Texploit
that are maximal and the explore episodes Texplore ™~ Texplore that are informative are recorded. For
these criteria-satisfying episodes, a cross-entropy loss is calculated between the successor policies
(gbexplore, gbexploit) and the action distributions in the associated maximal or informative episodes. The
successor policy weights are then updated, using gradient descent on the loss. In this way the
successor policies learn to emulate the conditioned rollout policies (Equation[2)). Finally, every T'
epochs, the rollout policies Texplore; Texploit are updated to match the successor policies Gexpiore s Pexploits
ensuring continuous improvement. This hyperparameter 7" manages the trade-off between preserving
behavioral diversity and accelerating learning iteration.

Gexplore = Texplore | “informative episodes’
Gexploit ~ Texploit | ‘Maximal episodes’ )

2As in all RL, improvement is a noisy process, (e.g., an episode labeled ‘informative’ might not be genuinely
informative, due to random noise in the exploit reward). However, in expectation the labeling is correct.



During training, actions are sampled from their predicted probability distributions a ~ Texpioit OF
@ ~ Texplore- In contrast, during inference, actions are selected greedily.

6 Results

Table 1: Mean cumulative reward + standard deviation of First-Explore compared against control
algorithms in hard-to-explore domains, with random action (picking actions uniformly at random at
each timestep) added for additional reference. In each domain, First-Explore significantly outperforms
meta-RL controls. The bandit domain compares to two non-meta-RL baselines, marked .

Bandits with One Fixed Arm Dark Treasure Rooms Ray Maze
First-Explore 127.7 £ 2.0 | First-Explore 2.0£0.3  First-Explore 047 +0.01
RL? 56.1+£12.2 | RL? 0.2+0.1  RL? 0+0
UCB-17 116.8 +0.5 | VariBAD 0.2+0.1  VariBAD 0+0
TS* 123.3 +£2.5 \ HyperX —0.2£0.2 HyperX 0.07 £ 0.07

Random Action 5.2 4+0.2 \ Random Action —5.5+0.1 Random Action —0.23+0.1

When obtaining maximum cumulative reward requires forgoing early-episode reward, cumulative-
reward meta-RL algorithms fail to learn optimal behavior regardless of how long they are trained
(Appendix [F)), as they become stuck on a local optimum of not exploring well. Even simple
environments such as bandits flummox them. Three varied domains empirically demonstrate this
dynamic. On all three a) the meta-RL controls perform poorly, and b) First-Explore significantly
outperforms the controls. Further, two of the domains have modified versions that do not require
forgoing immediate rewards, and this change causes significant control policy improvemen
When forgoing immediate reward is required, First-Explore achieves 2x more total reward than the
meta-RL controls in the first domain, 10x in the second, and 6x in the last (Table E]) These significant
reward differentials reflect substantive behavioral differences, e.g., First-Explore exploring well (at
the cost of reward) and then exploiting vs. the meta-RL methods converging to a policy of minimal
exploration. First-Explore outperforming the other methods is also statistically significant, with
p-values less than 10~ for each comparison, as calculated by two-tailed Mann-Whitney U tests
(MWU).

Domain 1: Bandits with One Fixed Arm: The first domain is a multi-arm bandit problem designed
to require forgoing immediate reward, where pulling the first bandit arm is immediately rewarding
while also having no exploratory value. Pulling the first-arm yields a guaranteed reward of p1, unlike
the other arms, which — averaging across environments within the domain — yield expected reward 0.
We consider two cases: p1 = 0.5 (the deceptive case) and 11 = 0 (the non-deceptive case).

For both values, the greatest cumulative reward can be reliably achieved by first exploring to find
the highest reward arm (with reward greater than p1) and then exploiting by repeatedly sampling
it. However, p; = 0.5 creates the deceptive challenge described in Section[I} where before reliable
exploitation has been learnt, exploration (i.e., not sampling arm 1 and obtaining its guaranteed reward)
leads to a lower total reward. See Appendix [C.I]for further details on this domain.

Bandit Results (Figure[2): First-Explore is evaluated against 3 baselines, with oracle performance
(grey) and random action selection (black) plotted for additional reference.

Deceptive Case: The worst-performing control, RL2 8, @] (fuchsia) is stymied by the deceptive
domain dynamic. Four of five RL? training runs (overlapping bold fuchsia) learn to only sample the
guaranteed reward, achieving a constant 0.5 reward each pull (Figure[2}B1), and exactly 50 reward
after 100 pulls (Figure[2}A1). The remaining run does better but still poorly. The
best returns are achieved by methods that balance exploration (finding the most rewarding arm), and
exploitation (pulling the best arm found so far). First-Explore (green) and the non-meta-RL bandit

3Surprisingly, First-Explore outperforms the controls even on the non-deceptive domains, p < 10~° (MWU).
While promising grounds for future work, this paper only claims that First-Explore outperforms other methods
in domains that require forgoing immediate reward.
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Figure 2: Mean performance (averaged across sampled bandits) of algorithms for deceptive (left)
and non-deceptive (right) versions of the bandit domain. Each method trained 5 independent times,
and each such run is plotted individually, so as to faithfully represent the variance between runs (e.g.,
that multiple of the bandit-domain RL? training runs achieve exactly the same reward). Appendix
provides alternative plots with mean reward 4 standard deviation. The top figures plot the cumulative
reward against the number of arm pulls, while the bottom figures illustrate the reward dynamics by
plotting the individual pull rewards against the same. When the domain is deceptive, the cumulative-
reward meta-RL method, RL? (fuchsia), performs extremely poorly, despite the deceptive domain
giving strictly higher rewards than the non-deceptive version. In contrast, First-Explore (green)
impressively outperforms UCB (purple) and Thompson Sampling (orange) despite them being
specialized bandit algorithms, in both the deceptive and non-deceptive settings, with p < 1075,

controls, Thompson Sampling [[17] (orange) and UCB [8] (purple), both exhibit this behavior.
Interestingly, First-Explore achieves the balance differently from the bandit algorithms, with the
average pull rewards transitioning from close to zero, to close to optimal sharply around 10 pulls
(Figure[2}B1). Impressively, First-Explore achieves greater reward than even the specialized bandit
algorithms despite being applicable to more general domains (p < 1075, as calculated by MWU).
HyperX and VariBAD are not included as baselines because their performance was overly poor
even on non-deceptive versions of this domailﬂ Non-Deceptive Case: When the domain is not
deceptive (i.e., when exploration does not require forgoing immediate reward), RL? achieves high
total-reward (Figure 2} A2), and samples arms similarly to the bandit algorithms (Figure 2}B2). All
other algorithms perform well regardless of deception. This dynamic validates that the need to forgo
immediate reward is what stymies cumulative-reward meta-RL performance.

Ilustrating that SOTA cumulative-reward meta-RL can fail on such simple domains (i.e., where
standard-RL can easily solve each individual environment) is a key contribution of this paper.

Domain 2: Dark Treasure Rooms: The second domain is a grid world environment, where the agent
cannot see its surroundings. In each environment, there are multiple randomly positioned reward
locations. When each location is encountered, the agent consumes it for that episode, receiving a
reward ~ U|p, 2]. The agent receives only its current coordinate as an observation, and to explore the
agent must move blindly into unobserved grid locations that it has not visited before.

We consider two values of p: p = —4 (the deceptive case) and p = 0 (the non-deceptive case).
For both values, high total reward is achieved by first exploring (visiting unseen grid locations
to find positive reward locations) and then consistently exploiting (revisiting discovered positive

rewards locations each episode). However, when p = —4 this process is challenging, as only % of
the reward locations are positive, and the expected reward of a positive location is only 1. These

“Despite hyperparameter tuning, good performance on either distribution (deceptive and non-deceptive)
could not be achieved. Though bandits seem simple, the distribution of environment arm means is large and
continuous. This may cause problems for VariBAD and HyperX, which were designed for and evaluated on
small discrete task spaces, e.g. a goal being in one of 25 locations.



expectations create the challenge described in Section [I] where one must consistently exploit (by
revisiting discovered positive reward objects more than three times) for any initial exploration to be
worthwhile. See Appendix [C.2]for an explanation of these properties, along with further domain
details. In contrast, when p = 0, visiting unseen locations provides positive expected reward causing
immediate rewards to incentivize (rather than deter) initial exploration.
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Figure 3: Mean performance (averaged across sampled treasure rooms) of algorithms for deceptive
(left) and non-deceptive (right) versions of the Dark Treasure Room domain. Each method trained
5 independent times, and each such run is plotted individually. The top figures plot the cumulative
reward obtained against step and episode number, while the bottom figures provide a proxy for
exploration by plotting the number of times agents move against the same. When the domain is
deceptive, the cumulative-reward meta-RL methods, RL? (fuchsia), HyperX (brown), and VariBAD
(purple) achieve low total-reward, as the policies learnt to minimize exploration. In contrast, First-
Explore (green) performs well on both the deceptive and non-deceptive domains.

Dark Treasure Room Results (Figure [3): First-Explore is evaluated against three meta-RL controls,
with random action selection (grey) plotted for additional reference. Deceptive Case: The meta-RL
algorithms RL? (fuchsia) and VariBAD (pale lilac) all achieve close to zero reward (Figure Al),
and rarely move (Figure[3}B1). HyperX explores more but minimally, as reflected by the modest
negative first episode retu However, the method fails to then exploit, and thus under-performs the
other methods, despite this exploration.

By first exploring and then exploiting, First-Explore (green) achieves 10x more total reward in the
ten-episode setting than the meta-RL controls. Impressively, despite the high cost of exploration
(with a single episode of exploration taking more than three subsequent exploitations to yield positive
expected reward), First-Explore is sufficiently skilled that its policy of exploring twice and then
exploiting achieves more total-reward than a hand-coded policy of optimally exploring in the first
episode, and then optimally exploiting conditioned on this initial exploratiorﬁ (2.0 > 1.78). Non-
Deceptive Case: the meta-RL controls achieve reasonable total-reward (Figure E|-A2) and move
consistently (Figure 3} B2), demonstrating that it is the difficulty of forgoing immediate rewards that
challenges SOTA methods. However, First-Explore still outperforms them, with p < 10~5 (MWU).

Domain 3: Ray Maze: The final domain is significantly more complex than the previous ones,
and demonstrates that First-Explore can scale beyond bandit and grid-world problems. The domain
is composed of randomly generated mazes with 3 reward locations. The agent must parse a large
number of lidar observations (see Figure[d) to navigate around walls, identify reward locations, and
move onto them. Each episode, the first reward location visited gives a reward of either —1 or +1,
each reward location having an independent 30% chance of positive reward. The agent has three
discrete actions: rotate right, rotate left, and move forward. One complexity is that (unlike the

SThe amount of exploration in the first episode is equal to the number of unique locations visited which is
exactly proportional to the average negative first-episode return. As such, while HyperX moves a lot more than
VariBAD and RL?, it mostly moves into locations previously visited.

%See Appendix for a mathematical derivation.



grid-world domain), actions do not commute (e.g., rotating left and then moving forward is different
from moving forward and then rotating left). The agent can see the reward locations, but cannot tell
by looking whether they give positive or negative reward. Optimal behavior requires first exploring
(navigating to visit un-visited reward locations, and obtaining their negative expected reward), and
then reliably exploiting (re-visiting a reward location if it gave positive reward). The need to sacrifice
immediate reward (by visiting the negative reward locations) challenges the SOTA cumulative-reward
baselines.

————— First-Explore sesssnnas RL2 HyperX o \AriBAD Random Action
episode number
1 2 3 4

©
U

-

—

cumulative reward
|
o o
(6,1} o

Figure 5: Mean performance averaged across 1000 Ray Mazes for five runs of each treatment. First-
Explore strongly outperforms the SOTA meta-RL baselines on this complex environment, achieving
a mean 0.47 reward, only slightly worse than the expected total-reward of behaving optimally, 0.64.

Ray Maze Results (Figure[5): On this more complex
domain, First-Explore similarly achieves significantly
more reward than the meta-RL controls, with all con-
trols failing to perform well. Two of the three meta-RL
controls, RL? (fuchsia) and VariBAD (purple), learn
to never move (and instead spin in-place). This behav-
ior avoids encountering any reward location, and thus
results in exactly O total reward in every evaluation of
all five independent training runs. For the final meta-RL
control, four of five HyperX (brown) runs move little
(achieving near zero reward), with the remaining run
achieving only modest cumulative reward.

15 Rays 201 Rays

Figure 4: Left: Raw agent observations
from a sampled ray maze converted to an
image. The agent receives the wall dis-

First-Explore (green) significantly outperforms the tances and the wall types. Portraying this

controls, achieving 0.47 mean reward (Table m) by ex-
ploring to find a reward location, remembering it and
reliably exploiting by navigating to that location if it
gave positive reward. Figure [5 reflects this process,
illustrating that First-Explore’s cumulative reward goes
down substantially before then going up. For com-

numerical data as an image, goal locations
are , and the two wall orientations are
distinguished (east-west teal, and north-
south navy). To aid the eye, the floor has
been coloured in dark purple, and the
Although the goal is visible, it

parison, the optimum possible behavior of exploring
and exploiting perfectly achieves at most 0.64 average
rewarc&l

could be a treasure (positive reward) or trap
(negative reward). Right: The image pro-
duced with direct ray casting (large num-
ber of processed lidar measurements) rather

7 Limitations and Future Work than the 15 the agent receives.

As presented, First-Explore does not actively explore to enable future exploration, because the explore
policy Texplore ONly trains to increase the expected reward of the subsequent exploit policy episode.
Unfortunately, a sequence of optimal myopic explorations is not necessarily an optimal exploration
sequence (Appendix [G). A potential solution is to reward exploration episodes based on a weighted
sum of rewards from all subsequent exploitation episodes, analogous to summing discounted future
rewards in standard RL.

Another limitation is that First-Explore could be unsafe in certain environments. The risk is that
First-Explore’s explore policy does not avoid negative rewards, and so penalizing unsafe action has
minimal effect on the policy. For example, a chef robot attempting a new recipe in a physical home

"See Appendix for an upper bound on optimal performance.



might explore mistakes that endanger humans or damage the kitchen (despite negative rewards telling
it not to). This concern only applies to a subset of environments, as many environments are safe,
e.g., simulated ones. That said, addressing this concern is a valuable direction of future work. One
potential solution is to add a safety penalty to the explore policy, i.e., train the explore policy to
maximize subsequent exploit episode-returns while also avoiding safety risks. This proposed version
of First-Explore could actually produce in-context adaption that is safer than standard RL training, as
the meta-RL policies would have learnt a strong prior of avoiding potentially dangerous actions.

This paper makes no claims regarding First-Explore’s meta-training efficiency, and future work may
substantially improve meta-training time. Instead, this paper a) identifies a challenge that SOTA
meta-RL algorithms fail on regardless of training time (the need to forgo immediate rewards), and b)
provides a framework, First-Explore, that can solve these challenging domains.

A final problem is the challenge of long sequence modelling, with certain environments requiring a
huge context and high compute (e.g., can one have a large enough context, and enough compute to
allow First-Explore to generalize and act as a replacement for standard RL?). AdA [12]] suggests such
a project might be possible. Progress on efficient long-context sequence modelling [18, [19], research
on RL transformer applications [20, [21]], and Moore’s Law all make this possibility more feasible.

Additionally, given that First-Explore learns a dedicated explore policy and a dedicated exploit
policy, and both have been shown to work well (e.g., Figure [2), the method may be applicable to
final-episode-reward meta-RL settings (Appendix [I). Further, First-Explore always switches from
exploration to exploitation after a fixed number of episodes. Future work could replace this fixed
number with a learnt classifier that determines when to switch from exploration to exploitation, e.g.,
repeatedly exploring until sufficient information is obtained. However, despite these applications
being highly exciting directions of future work, a proper investigation of either would require its own
paper, including many different specialized controls and environments pertinent to the setting.

8 Discussion

Given that First-Explore uses RL algorithms to train the meta-RL policy, how might it solve hard-
exploration problems that standard RL cannot, e.g. design a rocket for the first time? We believe that
given a suitably advanced curriculum, and sufficient compute, First-Explore could learn powerful
exploration heuristics (i.e., develop intrinsic motivations such as an analogue of curiosity) and that
these heuristics would enable sample-efficient performance on hard sparse-reward problems. On a
curriculum, initially First-Explore would explore randomly, and learn to exploit based on that random
exploration. Once it has learnt rudimentary exploitation, the agent can learn rudimentary exploration.
Then it would learn better exploitation and exploration, and so on, each time relying on there being
‘goldilocks zone’ tasks [22] that are not too hard and not too easy.

Further, while curricula can aid all of meta-RL, e.g., RL? and AdA, First-Explore can have a
significant training advantage on certain problems (e.g., in the ten-episode Dark Treasure-Room,
First-Explore achieves positive cumulative reward while the standard cumulative-reward meta-RL
methods catastrophically fail). This advantage could potentially allow far greater compute efficiency,
and allow training on otherwise infeasible curricula.

9 Conclusion

We have theorized and demonstrated that SOTA cumulative-reward meta-RL fail to train when
exploration requires forgoing immediate reward. Even simple problems such as bandits (Figure [T
can stymie these methods. To overcome this challenge, we introduce a novel meta-RL framework,
First-Explore, that learns two separate interleaved policies: one to first explore, another to then
exploit. By combining the policies at inference time, First-Explore is able to explore effectively and
achieve high cumulative reward on problems that hamstring SOTA methods.

Meta-RL shows the promise of finally fixing the main problem in RL — that it is extremely sample
inefficient — even producing human-level sample efficiency [12]. However, the promise of this
approach is limited, as we have shown, on a large set of important problems. We can only take
advantage of this approach if we can harness the benefits of meta-RL even on such problems, and
First-Explore enables us to do so, thus offering an important and exciting opportunity for the field.
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A Replicability

To ensure full replicability, we are releasing the code used to train First-Explore and the controls,
along with environments. We are also releasing the weights of a trained model for each domain. Each
model contains both the explore and exploit policies as separate heads on the shared trunk. The code
is available at https://github.com/btnorman/First-Explore

B Training Pseudocode

def rollout(env, 7, ¥, Cr, Cy):
### """perform a single episode
# inputs: the environment (env),
# the agent policy m, the successor policy 1,
# and the current policies' contexts cr, Cy
### returns the episode return, temp_loss, and updated contexts”"""
temp_loss, r = 0, O
# n.b. temp_loss is only used 1if the episode meets a condition
# see (*) in the conditional_action_loss function
s = env.reset() # state s
for i in range(env.episode_length):
# calculate action probabilities pr, py for both policies
# and update context
Prs Cx = TW.action_probabilities(s, c)
Dy, Cy = 1.action_probabilities(s, cy)
a = sample_action(p,)
temp_loss += cross_entropy(a, pr * py) # hadamard product
# * pp ensures action diversity by weighting against likely actions
s = env.step(s, a)
r += s.reward
return r, temp_loss, Cp, Cy

def conditional_action_loss(p, 6, D, b):
### """calculates First-Exzplore loss for both exploring and exploiting
# on domain D using the agent and successor parameters p, 0
### and baseline reward b"""
env = sample_env (D)
m_explore, m_exploit = load_policies(6)
1_explore, t_exploit = load_policies(yp)
Crs Cy = set(), set() # the agent and successor contexts
loss, best_r = 0, b
for i in range(D.episode_num) :

r_explore, 1_explore, ¢, ¢y = rollout(env, m_explore, 1)_explore, cp, Cy)
r_exploit, 1_exploit, _, _ = rollout(env, m_exploit, t_exploit, c., cy)

# “exploit context not kept

# (*) accumulate loss if:

if r_exploit >= best_r: # exploit episode 1s 'informative'
loss += 1l_exploit

if r_exploit > best_r: # explore episode is 'mazimal’
loss += 1l_explore
best_r = r_exploit

return loss

Algorithm 1: Example First-Explore Cross-Entropy Loss.
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def train(epoch_num, T, D, b):
"thegample First-Explore training (ignoring batchsize)
runs the meta-rollouts, accumulating a loss
this loss 1s then auto-differentiated”"”
T_counter = 0
¢ = 60 = init_params()
for i in range(epoch_num) :
# 0 is the agent behavior parameters
# ¢ is the successor parameter (learning an improved agent policy)
Ap = g&(conditional_action_loss(@, ¢, D, b))
p -= step_size * Ay
# Update 0 every T epochs
T_counter += 1
if T_counter ==
0=
T_counter = 0
return 6

Algorithm 2: Example of Training First-Explore using the Cross-Entropy loss and Auto-
Differentiation.
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C Detailed Domains:

C.1 Bandits with One Fixed Arm

Domain Description: Each bandit has ten arms, and in the environment the agent acts by selecting an
arm to pull @ € [1 — 10]. The first arm always yields the reward 11, while the other arms yield their
environment specific arm mean vaec[2—10] ~ N (0, 1) plus a normally distributed noise term N (0, %),
added to make the environments more challenging. The arm mean is fixed once the environment is
sampled, but the noise term is resampled each arm pull. The objective is to maximize the expected
reward obtained on a newly sampled bandit over 100 pulls.

Additional Treatments: Two specialized bandit algorithms were evaluated on this domain. The
bandit algorithms: UCB-1 estimates an upper confidence bound and selects the arm that maximizes

it, see Appendix [J] for details. Thompson Sampling (TS) [17] samples arm means from the posterior
distribution, and chooses the arm with the best sampled mean.

See Figure[6]for a version of Figure 2] that plots mean =+ standard deviation instead of each individual
run.

wem wem wm First-Explore == mmam RL? = = = ® » Oracle Best Arm
= = = UCB e Thompson Sampling = = = = m Random Action-Selection
Al 11 = 0.5 (the deceptive case) A2 1 =0 (the non-deceptive case)
150 1

-
o
S

cumulative pull reward

average pull reward

# of pulls

# of pulls

Figure 6: Alternative Bandits-with-One-Fixed-Arm Plots with Mean =+ Standard Deviation.
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C.2 Dark Treasure-Rooms

Problem Description: Dark Treasure-Rooms (inspired by the Darkroom in [20]]) are 9 x 9 grids
full of treasures and traps. The agent starts in the middle of the grid, navigates (up, left, down, or
right) to find treasure, and cannot see its surroundings. The agent can take five actions: four for
cardinal movement, and one to not move. Only its current (z,y) coordinates are observed. Each
environment has 8 objects (treasures or traps), and when the agent encounters a treasure or trap it
consumes/activates it, and receives an associated reward (positive or negative). The treasure and trap
values v; are uniformly distributed in the range p to 2, v; ~ U|p, 2], with p being the maximum trap
penalty. The locations of the objects are sampled uniformly, with overlapping objects having their
rewards/penalties summed. Each episode has 9 steps, and the objective is to maximize the expected
cumulative episode returns on a newly sampled Dark Treasure-Room over multiple episodes.

See Figure 7] for a version of Figure [3]that plots mean =+ standard deviation instead of each individual
training run.

== mmm = First-Explore == s ms RL2 = HyperX mmmm ® m \ariBAD — sssssss== Random Action-Selection

10 episodes of Treasure Room for p = — 4 (the deceptive case) 6 episodes of Treasure Room for p =0 (the non-deceptive case)
episode number episode number
N S N . (S S B A S B S S
° ° -
° 5] i © 100 o
g5 g o T
ge .| - 38
52 e 8¢
=1 1 k=
om0 . o g——— ]
S5 83
e - e
8E 1 S 8

o
-
o
]
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404

201

total times moved
total times moved

0 e - St il S S B D A 04
19 18 27 36 45 54 63 72 8 90 1 9 18 27 36 45 54
step # step #

Figure 7: Alternative Dark-Treasure-Rooms Plots with Mean =+ Standard Deviation.

C.2.1 The p Domain Dynamics

How difficult the Dark-Treasure room domain is strongly depends on the value of p. The dynamics
are as follows:

* The fraction of positive rewards equals 52-.
P

* The average value of a positive reward is always E(U[0, 2]) = 1 (assuming p < 0).

* The average value of a negative reward is E(U[p,0]) = £

5

* The expected reward of visiting random reward location (treasure or trap) is E(U|p, 2]) =
24p
5

Using these, we can calculate the expected reward of visiting a random reward location and then
returning to it n times if and only if the location gave a positive reward. This expectation is equal to
the expected reward of the first visit plus n times the chance of the visited reward location giving
positive reward multiplied by the expected positive reward (Equation 3).

2 _pt2 2

E(Ulp,2]) + 15

We can then calculate the number of revisits required for exploration (visiting a random reward
location for the first time) to be worthwhile (i.e., lead to positive expected reward). Equation [4]
illustrates this calculation, for values of p < —2. This number of revisits corresponds to how reliable
the exploitation policy must be for exploration to yield higher cumulative reward. For example, when
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Figure 8: Behavior of First-Explore and the meta-RL controls on the 10 Horizon Dark Treasure
Room for various values of p.

p = —4 on the ten horizon setting, the agent needs to exploit correctly more than % of the time, as
(after exploring) it has at most nine episodes to exploit, and must exploit correctly more than three
times. If exploitation reliability is lower than this value, then exploration will be actively discouraged.

2+p 2
4
5 + Ny g >0 “)
4—p>+4n >0 (5)
2
p-—4
n>— (6)
When p = —4,n > % = 3. Thus, p = —4 corresponds to exploration (visiting a new reward

location) requiring more than three potential revisits to be worthwhile (have positive exploration). As
(Section|[T)) describes, this dynamic challenges cumulative-reward meta-RL methods, as exploration
thus requires reliable exploitation to be worthwhile.

This value of p = —4 was chosen as it a) requires a reasonably high number of revisits, and b) is an
integer number that corresponds exactly to exploration being worthwhile only when the exploitation
policy on average performs more than an integer number of revisits.

In contrast, as Section[6]describes, when p = 0, exploration is directly incentivized (and no revisits
are required for exploration to increase the expected total reward).

For completeness, we also calculate the dynamics that occur when p = —21/2 and when p = —2+/3,
which corresponds to requiring more than 1 and more than 2 revisits respectivelyﬂ (Figure |8 and
Table2). Even when the domain is made significantly less challenging (i.e., for more positive values
of p), First-Explore signficantly outperforms the controls.

8As found by solving Equation p = —2+/x corresponds to exploration (visiting a random treasure location)
requiring more than x — 1 revisits to yield increased total reward.
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Table 2: Mean cumulative reward + standard deviation on 10 Episode Dark Treasure Rooms, for
different values of p. p = —24/x corresponds to exploration (visiting a random treasure location)
requiring more than x — 1 revisits. Even when the domain is made significantly less challenging (i.e.,
for more-positive values of p), First-Explore signficantly outperforms the controls.

First-Explore 44+03 3.1+03 20+0.3

RL? 0.4+0.1 0.2£0.1 0.2£0.1
VariBAD 0.7+0.3 0.3£0.1 0.2£0.1
HyperX 0.8+ 0.5 —-01+£01 -02=£0.2

C.2.2 One Optimal Exploit episode, and then Subsequent Optimal Myopic Exploitation

In this domain, perfect exploration in the first episode corresponds to visiting 9 unique coordinates,
as each coordinate has an equal chance of being a reward location (a treasure or a trap). This process
discovers 9 * 88—1 = % reward locations on average, as there are 8 reward locations spread over §1
coordinates, and the agent visits 9 of the coordinates.

Assuming the agent then optimally myopically exploits (i.e., only maximizing current-episode reward
and not attempting to explore more), the total reward is at most % times the expression in Equation
(the expected number of reward locations multiplied by the expected value of perfectly exploiting
each individually).

Equation [/| calculates this expectation for p = —4 and n = 9 (the values of the deceptive Dark
Treasure Room domain in Section[6). Note, n is the number of subsequent exploitations, after visiting
a new reward location, and so the n = 9 calculation corresponds to the ten episode setting.

2 2
E(explore optimally then optimally myopically exploit) < g (p ;r n2 ) 7)
- P
8 1
< —(=1+9- 8
< 5(-1+92) ®)
<177~ 1.78 )

This calculation is an upper bound, as it assumes the agent can effectively teleport to discovered
positive reward locations. In reality, the agent may not be able to revisit some discovered positive-
reward locations without moving into discovered negative-reward locations.

19



C.3 Ray Maze

Problem Description: Ray Maze challenges the algorithms with a more complex domain. The
agent must navigate a randomly generated maze of impassible walls (the maze layout is different for
each sampled Ray Maze) to find one of three goal locations. Each goal location is either a trap or a
reward, with a 0.3 probability of the goal being a treasure, and a 0.7 probability of it being a trap.
Treasures give reward 1, while traps give penalty —1. In this domain, the agent can only receive one
goal reward per episode, as triggering the first prevents others activating. To perceive the maze, the
agent receives 15 lidar observations (see Figure ). Each lidar observation reports the distance to the
nearest wall along an angle (relative to the agent’s orientation). It further tells the agent whether the
lidar ray hit a goal location, as well as the wall orientation (east-west or north-south). However, the
lidar measurements do not show whether a goal is a trap or a treasure. The agent has 3 actions, turn
left, go forward, and turn right, with rotation turning the agent’s field of view.

Ray Maze is a challenging domain for several reasons. It has a high-dimensional observation space
(15 separate lidar measurements), complex action dynamics (with actions not commuting, e.g. turn
left then move forward is different from move forward then turn left) and a randomly generated maze
that interacts with both movement and observation. Furthermore, similarly to earlier environments,
the agent must learn from experience, and risk the traps in early episodes, so as to exploit and
consistently find treasure in later ones. Because of how frequent traps are, the agent can only obtain
positive cumulative reward by a) searching for treasures in early episodes (at the cost of expected
reward, as the average value of a goal is negative) and b) reliably exploiting in later episodes (navigate
to identified treasures, while avoiding potential traps).

See Figure 9] for a version of Figure [5that plots mean =+ standard deviation instead of each individual
training run.

————— First-Explore sesssnses RL2 — HyperX m— « =+« VariBAD e RaNdom Actions
o episode number
g 1 2 3 4
o o5 e
q) -
200 ——————
E I
£ 20 40 60 80
v step #

Figure 9: Alternative Ray-Maze Plot with Mean + Standard Deviation.

C.3.1 Optimal Total-Reward

Despite being a complicated environment, Ray Maze has simple reward dynamics.
 Each goal location has an independent 0.3 chance of yielding +1 reward, otherwise it gives
-1 reward.
* All goal locations are independent, and the agent can only receive one goal reward each

episode

Thus, perfect exploration within an episode involves always visiting a goal location (potentially
finding a location that gives positive reward), and perfect exploitation involves always visiting a
positive reward location if one is known, while avoiding all negative and unknown goal locations.

Assuming the agent always revisits positive goal locations, the expected reward of visiting an new
goal location with n episodes remaining is —0.4 + 0.3n (the expected value of the first visit, plus the
expected value of revisiting positive rewards n times).

* In the first episode the expected value of visiting a new goal location is —0.44-0.3 x 3 = 0.5.

* In the second episode, the expected value is —0.4 + 0.3 x 2 = 0.2.

* In the third episode, the expected value is —0.4 4+ 0.3 x 1 = —0.1, and so not worthwhile.
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Thus the optimal policy is to visit a goal location in the first episode (and then repeatedly revisit it if
there was a positive reward), and then if the first goal location was negative (70% chance), visit a
goal location in the second episode.

This policy achieves 0.5 4 0.7 * 0.2 = 0.64 expected total reward. This value is an upper bound, as it
is possible that the agent cannot always find a goal location.
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D Tabulated Results:

Table 3: Bandits with One Fixed Arm Results. The bandit domain compares to two non-meta-RL
baselines, marked 7.

w1 = 0.5 (the deceptive setting) 1 = 0 (the non-deceptive setting)

mean + std dev median
1284+ 0.7 128.6

mean =+ std dev  median
First-Explore 127.7 +2.0 128.4

RL2 56.1 £12.2 50 1179+ 3.9 117.0
UCB-17 116.8 £ 0.5 116.7 116.1 £ 0.6 115.8
TST 123.3 £ 2.5 122.5 122.7+£24 121.9

Table 4: Dark Treasure-Room Results

p = —4 (the deceptive setting) p = 0 (the non-deceptive setting)

mean + std dev  median | mean =+ std dev  median
First-Explore 2.0 +0.3 1.8 | 11.1+0.2 11.0
RL? 0.24+0.1 0.2 \ 7.2+£0.7 74
VariBAD 0.2+0.1 0.2 | 9.6+0.4 9.8
HyperX —-0.24+0.2 —-0.2 | 75+£1.2 8.0

Table 5: Ray Maze Results
mean £ std dev  median

First-Explore 0.5 &+ 0.01 047
RL2 0+0 0
VariBAD 0+0 0
HyperX 0.07 £0.07 0.06
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E Compute Usage

Each training run commanded a single GPU, specifically a Nvidia T4, and up to 8 cpu cores. Table 6]
gives the approximate walltime of each run.

Table 6: Compute Usage Per Training Run. Many of the meta-RL controls converged early, and did
not improve with longer periods of training time (see Appendix [F). Domains where this occurred are
marked f. To save compute, these runs were not trained as long as First-Explore.

Run Runtime

Meta-RL Deceptive Bandits First-Explore 20 hours

Meta-RL Deceptive Bandits RL? 40 hours (extended, see below)
Dark Treasure-Room First-Explore 50 hours

Dark Treasure-Room HyperX & VariBAD & RL? 10 hours¥

Ray Maze First-Explore 75 hours

Ray Maze HyperX, VariBAD, and RL? 10 hourst

Notably, in the Dark Treasure-Room for p = —4, VariBAD and RL? rapidly converges to a policy of
staying still, and while HyperX seems to slowly improve rewards, the reward increase is an artifact
caused by the HyperX having an exploration incentive that is gradually attenuated to zero. This
attenuation creates a slow convergence from negative reward (due to moving into traps and not
exploiting) to a higher near zero reward (obtained by mostly staying still). Because the attenuation is
designed to occur throughout the entire run, scaling the run length merely scales how long HyperX
takes to converge to close to zero reward.

Due to a desire to not waste compute on converged policies, once this behavior was verified, the
control runs on this setting were limited to 10 hours. In contrast, First-Explore was run for longer, as it
continued to improve with additional training. This is a fair comparison, as due to the controls having
converged, increasing the control run training time would not yield better policies, as Figure
demonstrates. To this end, as RL2 on the bandit environment still showed improvement after 10
hours, those runs were also extended.

Total compute used for the experiments would then be around 1100 hours (5 runs for each treatment).
However, there was also hyperparameter search, e.g., for the RL? bandit parameters. As such, total
compute may be over 2000 GPU hours. Furthermore, there were many preliminary experiments
to iterate on the First-Explore architecture as well as to research and identify cumulative-meta-RL
deception.

F Poor Performance Regardless of Train Time:

The issue is not that the methods are slow to converge, and that with more training they could perform
well. As Section [I]describes, these controls achieve low cumulative reward regardless of how long
the methods are trained. Figure[I0]demonstrates this phenomenon on the deceptive treasure room.

Figure Top: RL?2, VariBAD, and HyperX average cumulative reward plotted against training
time. RL* (yellow) and VariBAD (gray) converge to zero reward almost immediately. This transition
corresponds to the policies learning to stay still. HyperX (teal) reward increases (toward zero)
throughout meta-training. However, this increase in reward comes not from HyperX learning an
increasingly sophisticated policy, but instead is the result of the HyperX algorithm’s meta-training
exploration bonus being linearly reduced from the start to the end of meta-training. Thus, once that
bonus is near zero, HyperX also learns to stay still.

Figure 10} Bottom: HyperX with different training lengths (specified by number of episode steps).
When HyperX is run for ten times as long (orange) or ten times less long (blue) than the default
training time (light blue) the same behavior is observed (of slow convergence to (slightly below) zero
reward). This behavior demonstrates the improvement in reward comes from the HyperX algorithm
reducing the exploration incentive during the meta-training. It also implies that changing the length
of training runs (including running for much longer) would not change the final performance results.
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Figure 10: Regardless of training time, the meta-RL controls perform poorly.
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G Myopic Exploration

Optimal of myopically
of Explorations Optimal Explorations

gx Lx
Figure 11: Well-planned sequential exploration can sometimes significantly outperform a sequence of
optimal myopic explorations. For example, consider exploring a plain over four days, where each day
one must explore by walking from the plain’s center. Sequence of Optimal Myopic Explorations
one ‘optimal’ way of exploring is to perform a spiral from the center (e.g., the red spiral on the right).
This strategy achieves the optimal amount of exploration on day 1 as one never retraces one’s steps.
However, if one does a spiral on day 1 then on day 2, one must retread old ground - wasting time
otherwise spent exploring new locations. Each day bee-lining to unseen areas and then spiralling
from there is also optimal for that day, however it increases the amount of retreading tomorrow.
Optimal Sequence of Explorations: another optimal way of exploring on day 1 is to explore a
quadrant, visualized in red on the left. Again, as one does not backtrack, this strategy is optimal on
day 1. However, unlike the spiral strategy, this strategy is also part of an optimal sequence of four

explorations, as one can explore a new quadrant each of the four days, without ever retreading the
same ground.

H K-Selection Phase

Automatic K selection Phase for u; =0
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Figure 12: Demonstration of First-Explore’s k-selection phase, for the bandit distribution, with
w1 = 0. Five separate First-Explore runs are plotted. The training runs select different values of k
(due to the relative strengths of each runs explore and exploit policy), with the associated selected k
corresponding to the peak of each curve (marked by a cross).
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I Final-Episode-Reward Meta-RL

Methods such as MetaCURE [15], EPI [23] and CCM [24] learn an exploration policy that aims
to extract maximum environment information (independent of whether such information informs
good exploitation). These approaches discard grounding exploration in (maximizing) future reward.
Not grounding exploration in future exploitation reward means that the policy may learn (via weight
updates) to spend meta-rollouts acquiring irrelevant information (e.g., the exact penalty of bad
actions). This distraction potentially prevents optimal exploration from ever being learnt.

E-RL? [23] modifies RL? to ignore the first-k episode rewards. This modification enables pure
exploration (that is not dissuaded by negative rewards). However, E-RL? introduces an across-
episode value assignment problem: identifying which exploration episodes enabled good subsequent
exploitation. This problem potentially limits training sample efficiency. Further, the exploratory
episodes number £ is set as a hyperparameter and constant across all tasks (both at training and at
inference), preventing efficient combination with a curriculum that contains different difficulty tasks
(as hard tasks may need significantly more exploration episodes than easy ones). Finally, hard coding
k limits the flexibility and usefulness of E-RL? because one cannot explore until a satisfactory policy
quality is reached, preventing meta-RL in-context adaptation from off-the-shelf replacing standard
RL.

DREAM [11] also separately optimizes exploration and exploitation policies (and grounds exploration
in exploitation), but has four complex, manually designed, interacting components and a reliance
on knowing unique problem IDs during meta-training. This complexity enables increased sample-
efficiency by avoiding the chicken and egg problem of simultaneously learning explore and exploit
policies. Unlike E-RL?, because a part of DREAM’s machinery must learn to produce the right
information per problem based on the (unique, random) problem ID only, it is unable to generalize
or handle never-seen-before challenges during meta-training, raising questions about its scalability
and generality. For example, DREAM may potentially be difficult to apply to problems where each
training environment is unique (e.g., for environments with continuous variables, or samples from
otherwise vast search spaces). It may also struggle when each environment is a hard-exploration
challenge, as it may be difficult for the model to explore enough to learn which information is
required to solve the problem. We believe curricula are necessary to solve such environments.
However, because DREAM cannot generalize during meta-training (as described above), it cannot
take advantage of a curriculum to build an exploration skill set to tackle harder and harder exploration
challenges.

Applying First-Explore to a final-episode-reward meta-RL setting is a promising direction of future
work, as First-Explore i) learns grounded exploration ii) can explore until sufficient information is
obtained ( rather than having a fixed number of explorations), and iii) does not rely on privileged
information (problem IDS), allowing generalization during meta-training.

J Evaluation Details

Evaluation (sampling the multiple evaluation environments and performing iterated rollouts) was
with a single GPU. For the Bandit Results, each of the First-Explore evaluations sampled 128 x 100
bandit environments, indepedent from those trained on. For the 5 RL2 bandit evaluations batch size
was reduced to 2, 000 (due to taking longer to evaluate). Since there is no meta-RL training variance
for UCBI and TS, five independent evaluations were done, each with an independently sampled
10, 000 bandits.

UCB: UCB was implemented according to the description in [8]], with ¢ = 1. Namely, each pull,
UCB picks the arm that maximizes ucb;(t) = fi;(t —1) + 4/ T2 (lff i) , where fi;(t — 1) is the estimated
mean reward of the ith arm, T;(¢ — 1) is the number of times the ith arm has been pulled

For the Dark Treasure-Room and the Ray Maze domains, all policies were evaluated on a batch of
1,000 environments sampled independently from those trained on.
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K Training Details

K.1 Controls:

The official VariBAD [[7]] (VariBAD and RL?) and HyperX [10] (HyperX) codebase ran the meta-
RL controls. Dark Treasure-Room trained with the default hyperparameters of the coded bases
gridworld environments. These were found to perform well, with variations tried not yielding
improvement. To provide a strong control on the Bandits with One Fixed Arm problem, the
controls were advantaged by having individual hyperparameter gridsearches for each p; value (unlike
First-Explore). See the SI attached configuration file for the exact hyperparameters. Both of these
codebases are licensed under a MIT license.

K.2 First-Explore:

The architecture for both domains is a GPT-2 transformer architecture [[13] specifically the Jax
framework [26] implementation provided by Hugging Face [27]], with the code being modified so
that token embeddings could be passed rather than token IDs. The different hyperparameters for the
two domains are given in Table[7} The code being provided with a Modified MIT License (allowing
free use with attribution).

For all domains each token embedding is the sum of a linear embedding of an action, a linear
embedding of the observations that followed that action, a linear embedding of the reward that
followed that action, a positional encoding of the current timestep, and a positional encoding of the
episode number. See the provided code for details. For the dark treasure-room environments a reset
token was added between episodes that contained the initial observations of the environment, and a
unique action embedding corresponding to a non-action. The bandit domain had no such reset token.

Table 7: Model Hyperparameters

Hyperparameter Bandit Dark

Hidden Size 128 128
Number of Heads 4 4
Number of Layers 3 4

For training we use AdamW [28] with a piece-wise linear warm up schedule that interpolates
linearly from an initial rate of 0 to the full learning rate in the first 10% training steps, and then
interpolates linearly back to zero in the remaining 90% of training steps. Table[§]gives the optimization
hyperparameters.

Table 8: Optimization Hyperparameters

Hyperparameter  Value

Batch Size 128
Optimizer Adam
Weight Decay le-4
Learning Rate 3e-4

Hyperparameters were chosen based on a relatively modest amount of preliminary experimentation.
Finally, for efficiency, all episode rollouts and training was done on GPU using the Jax framework
[26].

For evaluation, we then sample by taking the argmax over actions, and do not add the e-noise.
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Table 9: Training Rollout Hyperparameters

Hyperparameter Bandit Darkroom Ray Maze
Exploit Sampling Temperature 1 1 1

Explore Sampling Temperature 1 1 1

Policy Update Frequency every training update  every 10,000 every 5,000
e chance of random action selection  0.05 0 0

Baseline Reward 0 0 0

Training Updates 200,000 1,000,000 1,000,000

L Dark Treasure-Room Visualizations

Figure 13: A visualization of the dark treasure-room. The agent’s position is visualized by the blue
square, positive rewards are in green, and negative rewards are in red, with the magnitude of reward
being visualized by the colour intensity. When the agent enters a reward location it consumes the
reward, and for that timestep is visualized as having the additive mixture of the two colours.

Here are example iterated First-Explore rollouts of the two trained policies, Texpiore> Texploit> Visualized
for a single sampled darkroom.
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Figure 14: The first (First-Explore) explore episode. Top left visualizes the last step of a First-Explore
explore episode, with the locations that are not in the cumulative context being coloured white, as
the agent is blind to them (having no observations or memory of those locations). This figure plots
the end of the first exploration, and shows a reward has been found. Bottom left visualizes the
coverage of the cumulative context by plotting the total number of unique locations visited by the
exploration against the cumulative episode step count. In this explore, the agent never doubled back
on itself, which is good as it is optimal to have as many unique locations visited as possible. Top right
visualizes a step in a First-Explore exploit episode, with the locations that are in context visualized.
The agent can effectively ‘see’ those locations in its memory. Bottom right plots the exploit reward
against the exploit episode timestep. As this figure plots before the start of the exploit episode, the
agent has yet to move and encounter rewards, but will have done so in the subsequent visualizations.
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Figure 15: The first (First-Explore) exploit episode. This figure uses the same visualization design as
Figure Left top and bottom are the same as in Figure Figure and of the explore context, not
the current exploit episode. Right top, the agent (the light blue square) has found the reward in the
first two steps. Consuming the reward is visualized by the agent colour and the reward colour being
combined. Right bottom, the associated episode reward is shown.
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Figure 16: The fifth (First-Explore) explore episode. At the end of the Sth explore episode the agent
has discovered a new positive reward at the top of the room, and can now ‘see’ it in memory. The
new information presents an opportunity for the exploit policy to obtain both rewards, but it only
has exactly enough time-steps in an episode to navigate to do so, and thus cannot make a mistake
navigating.
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Figure 17: The first reward of the fifth (First-Explore) exploit episode. Two steps into the episode the
agent (in consuming, light blue) has consumed the nearby reward.
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Figure 18: The end of the fifth (First-Explore) exploit episode. After consuming the nearby reward
the agent has reached the newly discovered reward at the top of the room and consumed it. This
success required making no mistakes and navigating first to the nearby reward then to the top one
on the first try. This inference is possible because the quickest the agent can reach both rewards is
exactly the length of the episode (9 steps). The navigation in this episode is an example of intelligent
exploitation, as after the information reveal (the reward at the top) of a single episode the agent
appropriately changes its policy based on the context and using the learnt environment prior (e.g.,
how to navigate), produces a highly structured behavior (navigating with no mistakes).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: the claims in the abstract and introduction establish the claims of the paper
and these claims are demonstrated empirically in section [f]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: there is a limitation section (section[7)) which identifies multiple limitations,
and suggests potential areas of future work to address these.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: the paper makes several important conceptual contributions, such as identifying
that cumulative meta-RL algorithms can be deceived by simple environment distributions
(that standard-RL algorithms would easily solve) (section[I]and section[6). This problem
is clearly identified and argued. However, these contributions are in the identification of
this phenomenon, the empirical demonstration of it, and creating a novel algorithm (First-
Explore) that can explore effectively despite these deceptive environments. As such, there
are no mathematical proofs.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: code is provided for the full architecture, as well as for training and analysis.
This code includes the main algorithm presented in the paper (First-Explore), as well code
to replicate the controls that First-Explore was compared against. Furthermore, one of the
main contributions is high level architecture which is clearly described in section 4]

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: the submitted code contains sufficient instruction to (along with the paper)
faithfully reproduce the main experimental result.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: the experimental setting is detailed in section [§]
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
[Yes]

Justification: The statistical significance of several key comparisons are evaluated using
a two-tailed Mann-Whitney test. Furthermore, all result plots include 5 training runs for
each experimental treatment, which are each individually plotted. This approach (combined
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with stating the statistical significance) was preferred over providing error bars, as for low
numbers of runs such as 5 bootstrapped confidence intervals can be statistically misleading.
The results also benefit from having a high effect size (e.g.,[3).

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: all experiments have their wall-clock runtime recorded in Table 3, along with
utilized computer resources, and an estimate of total compute hours spent.

Guidelines:

* The answer NA means that the paper does not include experiments.
 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: this paper conforms in every respect with the NeurIPS Code of Ethics. There
are no Data-related concerns as is all data is purely synthetic (and generated by algorithms
interacting with RL-environments). No human subjects were involved. The research
presented has no capacity to cause harm. Furthermore, we flag the safety concerns of
potentially training agent an agent outside of simulation.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
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10.

11.

12.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: there are no direct societal implications of First-Explore, however we discuss
First-Explore being an exciting opportunity for the field of meta-RL (and so RL more
generally). We believe the field as a whole has great potential to create powerful algorithm
that if used responsibly could greatly benefit all of humanity.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: none of the models or data involved in this paper have a high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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14.

Answer: [Yes]

Justification: First-Explore uses a [27] Hugging Face implementation of a [13] GPT-2
transformer (under a modified MIT license). Further, this paper uses two existing code bases
(licensed under a MIT license) to implement VariBAD, RL? and HyperX. This asset usage
is also detailed in appendix [K]

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: while code is provided to reproduce the experimental results, no assets are
being released.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper involves no crowdsourcing or human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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