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Abstract

Synthetic video generation is progressing very rapidly. The latest models can
produce very realistic high-resolution videos that are virtually indistinguishable
from real ones. Although several video forensic detectors have been recently
proposed, they often exhibit poor generalization, which limits their applicability
in a real-world scenario. Our key insight to overcome this issue is to guide the
detector towards seeing what really matters. In fact, a well-designed forensic
classifier should focus on identifying intrinsic low-level artifacts introduced by
a generative architecture rather than relying on high-level semantic flaws that
characterize a specific model. In this work, first, we study different generative
architectures, searching and identifying discriminative features that are unbiased,
robust to impairments, and shared across models. Then, we introduce a novel
forensic-oriented data augmentation strategy based on the wavelet decomposition
and replace specific frequency-related bands to drive the model to exploit more
relevant forensic cues. Our novel training paradigm improves the generalizability
of Al-generated video detectors, without the need for complex algorithms and
large datasets that include multiple synthetic generators. To evaluate our approach,
we train the detector using data from a single generative model and test it against
videos produced by a wide range of other models. Despite its simplicity, our
method achieves a significant accuracy improvement over state-of-the-art detectors
and obtains excellent results even on very recent generative models, such as NOVA
and FLUX.

1 Introduction

In recent years, the field of Al-based video generation has witnessed rapid advancements. Several
flexible tools exist, based on diffusion models, that generate high-quality videos from general
conditional inputs like text and images [41, 77, 95]. These powerful tools enable professionals
to use Al for innovative and creative applications, such as design, marketing, and entertainment.
However, the misuse of such technologies also raises ethical and social concerns related to the spread
of disinformation, the violation of intellectual property rights and more generally the erosion of
trust in digital media [28, 5, 46]. Therefore, there is an urgent need to develop effective methods for
distinguishing real from Al-generated videos.

Previous work in video forensics focused mostly on facial forgery detection [66, 83, 85, 33] and
proposed solutions that are specifically tailored to faces, for example, by analyzing head pose or
facial landmarks and appearance [54, 15], inconsistencies in skin texture or lip motion [49, 94, 34],
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Figure 1: Synthetic video generators leave distinct traces, that are observed in the frequency spectrum. We
leverage this observation to enhance their generalizability. To this end, we propose a novel training-time data
augmentation strategy based on wavelet-bands that forces the model to learn the frequency components that
best distinguish real from synthetic content. Fakes are also generated through video autoencoding to avoid
semantic bias and to trick the model into exploiting low-level forensic traces left by the modern video generation
architectures. Our training paradigm improves the generalizability of the detector without the need for complex
algorithms and large datasets that include multiple generators.

unnatural heart rate variations or motion [17, 24] or identity-based biometrics [1, 61]. However,
these approaches are inherently limited to facial content and struggle to generalize to more complex
and semantically rich synthetic videos generated by modern diffusion models. Only a few works
have been designed so far for fully generated video detection [12, 48, 52, 3, 43]. Such methods
focus primarily on designing novel and often complex architectures, neglecting the critical role of
the data. In fact, in forensic applications, the choice of training and test data is essential to ensure
that detectors learn generation-related cues, rather than spurious correlations encoded in the data
[74, 50, 10]. Even though the presence of dataset biases is a well-known risk in machine learning, it
still forms a significant and underestimated problem in forensics research. In [9], it was shown that
a popular benchmark dataset included real and manipulated images compressed at different JPEG
quality levels, causing classifiers to learn compression artifacts instead of tampering cues, leading to
poor generalization. This same issue was recently observed for the detection of Al-generated images
[31], while other works have pointed out the presence of other possible biases for the same task, such
as content or resolution bias [10, 65, 32].

In this work, our aim is to design a synthetic video detector that is truly based on generation-specific
artifacts, i.e. traces related to the generation process. This is because methods that rely exclusively
on data-driven learning or semantic errors in generation tend to overfit to the training data or to the
artifacts introduced by specific generators, e.g., certain semantic visual cues, such as the lack of
perspective or temporal consistency in the generated videos, which lead to poor generalization. We
overcome this limitation by identifying and integrating priors into the synthetic video detectors that
leverage forensic traces that are consistently present across diverse generative models.

To this end, we address the following questions: i) What are good discriminative and robust forensic
traces present in Al-generated videos? ii) What is a good strategy to exploit them? As a first step, we
identify the hidden forensic traces that are shared by modern video Al-generators and arise from the
generative architectures themselves. Prior art has shown that the up-sampling operations inherent
in the synthesis network give rise to quasi-periodic patterns that are clearly visible as peaks in the
high-frequency portion of the Fourier spectrum [93, 69]. As a consequence, several works exploited
high-frequency traces for Al-generated image detection [30, 47, 10]. Unfortunately, high-frequency
components are severely degraded by compression, especially by the strong compression usually
adopted for videos, with the effect of washing out the most prominent forensic traces (see Fig.3).
However, Diffusion-based generated content differs significantly from natural content not only at
high but also at medium frequencies [18]. This latter finding is especially important in this context
since we show that video compression impacts less the video’s diagonal mid-high frequencies, which
therefore turn out to be both discriminative and robust, a good basis to build effective detectors.

To exploit these traces we chose not to work on new detection architectures but, inspired by the recent
image-forensics literature [32], to focus on the crucial training phase, in order to emphasize the most



meaningful artifacts and thus guide the detector in learning the right features. To this end, we build a
dataset of paired real-fake videos with the same caption and carry out two forms of augmentation
(see Figure. 1): 1) we add controlled fake videos by injecting the architecture-related artifacts on
real videos through a video autoencoder. This has already been shown to be effective in avoiding
possible semantic biases [65, 32]; 2) we push the model to exploit middle frequencies by a tailored
augmentation strategy that works on selected bands of a multiscale wavelet decomposition of the
video. This has the advantage of avoiding looking at specific compression cues that affect both real
and generated videos.

Overall, we make the following contributions:

» we find that inconsistencies in the middle-high (diagonal) frequency content of synthetic
video are discriminative, robust, and common across several different video generators, even
more recent models;

* we propose a novel augmentation strategy that works on the wavelet bands to guide the
model towards exploiting such cues;

» we show that by including this simple strategy we can outperform current SOTA methods
in terms of generalization. Across 15 different generators, our approach yields an average
improvement of around 12% in terms of accuracy.

2 Related Work

Text-driven video generation. Synthetic video generation has advanced rapidly in recent years,
driven largely by powerful tools like diffusion-based models. Early methods like Text2Video-Zero
[41], Modelscope [77], and Hotshot-XL [55] adapted image generators for video synthesis, but
struggled with challenges such as temporal coherence and motion consistency. Models—including
Mochi-1 [73], Allegro [95], Opensora-Plan [45], and CogVideoX [86]—introduce dedicated ar-
chitectures leveraging 3D causal autoencoders and 3D transformers, enabling better modeling of
spatio-temporal relationships. These models also achieve stronger semantic alignment with input
text and produce videos with higher quality and improved temporal consistency [36]. Recently,
autoregressive models, such as Loong [81] and NOVA [25], have shown impressive performance
for video generation. Although they are based on a completely different generation paradigm, we
show that they still exhibit anomalies similar to diffusion models that can be exploited by the forensic
classifier.

Detection of AI-generated videos. Initial approaches for detecting fully generated videos focused
on human motion cues [6], while others adapted image-based forensic detectors using few-shot
learning [75]. More recent methods exploit both spatial and temporal artifacts. Bai et al.[3] propose a
two-branch CNN to capture spatial anomalies and optical flow inconsistencies, while Chang et al.[11]
use three 3D CNNGs that target appearance, motion, and geometry. Liu et al. [48] take a different path,
feeding RGB frames and reconstruction errors into a CNN+LSTM model, based on the idea that
diffusion models can better reconstruct synthetic images than real ones, a principle previously applied
to images [82]. Other methods leverage vision-language foundation models like CLIP [52], X-CLIP
[12], and LLaVa [71] to capture both spatial and temporal inconsistencies. A more recent approach
[43] also introduces a loss function to encourage attention over diverse spatial regions, improving
detection beyond facial areas. Differently from such works that focus on the architectural design and
train on datasets with standard augmentation, we propose a new training paradigm to capture more
robust low-level features, which ensure better generalization across different generative models.

Frequency artifacts. Al-generated images often exhibit distinctive Fourier-domain signatures that
reveal their synthetic origin. This was shown already for GAN generated images in [93, 69], where the
detector was developed to exploit the spectral peaks introduced by the upsampling operations common
to such architectures. Building on frequency-domain analysis, prior work [30, 27] trains models
on Fourier spectra extracted from real and synthetic images, while [26] shows that GAN-generated
images deviate from natural spectral distributions and proposes a simple detector based on the energy
spectrum. In [39], a spectral-based adversarial training is proposed to encourage the GAN generator
to better reproduce natural spectral distributions, while [35] shows that this training is not sufficient
to make GAN-generated images undetectable. Also Diffusion models poorly reconstruct mid-band
frequencies compared to real images [18]. This is exploited in [16] that leverages frequency-guided
reconstruction to identify the information that the model struggles to reconstruct. Other works force
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Figure 2: From left to right: a real video from the dataset proposed in [14] and synthetic videos generated using
the same associated prompt “A scuba diver in the ocean surrounded by fishes" with Pyramid Flow, Mochi-1,
Allegro and NOVA. For each of them we show its spatial power spectrum Sy, (u, v) (bottom-right), and its
temporal-spatial power spectra St (w, v) and Sy (u, w) (top-right and bottom-left).

the network to focus on high-frequencies related features [62, 72] or to exploit relationships of spatial
and frequency domains [80]. However, none of these works accounts for the impact of compression
in their method design.

Augmentation strategies. Data augmentation is essential in computer vision, improving both
generalization and robustness by increasing data diversity. It also plays a fundamental role in the
detection of synthetic content. Wang et al. [79] showed that augmentation is key to generalizing across
unseen generative models, with operations like blurring and JPEG compression being especially
effective. Despite its impact, augmentation has received limited attention in the forensic literature.
Most existing strategies are borrowed from computer vision and rely on high-level transformations
such as brightness and contrast adjustments [7, 19], or cut-out and mix-up techniques [78]. Additional
high-level strategies have been proposed for facial manipulations in videos [44, 23]. A different
path is pursued in [84] where overfitting to method-specific cues is addressed by proposing a latent
space augmentation by simulating variations within and across forgery features. Instead, in [40] it is
introduced a Mixup augmentation, which dynamically diversifies frequency characteristics of training
samples to mitigate spurious shortcuts and improve generalization. However, we believe that in
order to enhance video forensic traces, it is important to design an augmentation strategy that drives
the model to focus on the most relevant cues, as it is done for other low-level vision applications
[13,87,70].

3 Proposed Method

3.1 Video forensic artifacts

A key step in developing effective detectors for synthetic videos is to identify the most discriminative
features. Generators can introduce visual and semantic artifacts, such as geometric distortions, layout
inconsistencies, color mismatches, or temporal incoherence. However, these visible errors tend to
reduce as generative technologies continue to evolve and it is likely that they may soon disappear
altogether. To ensure long-term robustness, our approach focuses on low-level artifacts intrinsic to
the generative architecture. In this section we analyze such subtle traces.

Fingerprints in the Fourier domain. Early research on synthetic images has shown that, much
like real cameras, which imprint each photo with a unique device/camera specific signature [51, 21],
synthetic architectures also leave a distinct fingerprint in every generated image [53, 89]. Researchers
used these artificial fingerprints to develop methods capable of identifying synthetic images and
even trace them back to the specific architecture used for their generation [2]. For synthetic images,
these artifacts are clearly visible in the frequency domain [69, 18] and the same holds for frames
extracted from synthetic videos [75]. In Fig.2, we show the average power spectra of the residual
videos obtained by removing the high-level semantic content of the original videos through a denoiser.
More specifically, we compute the residual of the i-th video as

Ti(ma nvp) = xi(m7 n7p) - D(xz(m, nvp)7 O')a (1)

where x;(m, n, p) is the p-th frame of the video with size M x N x P, m and n are spatial coordinates
and D denotes the CNN-based denoiser proposed in [92], which is applied to each frame individually
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Figure 3: Top: Spatial and temporal-spatial power spectra of OpenSora-Plan videos before and after compression,
compared to those computed from a real (compressed) video. Bottom: close up of the power spectra presented
on the top. Fourier-domain peaks due to video synthesis (forensic artifacts) are highlighted by circles. Peaks
originated by compression are highlighted by red boxes. We can notice that after compression most of the peaks
are reduced and compression traces (peaks concentrated along the horizontal and vertical directions) are visible
in synthetic videos similar to real ones.

with the noise parameter o set to 1. Then, we evaluate the 3D Fourier transform:

M,N,P
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and compute the spatial power spectrum by averaging the spectra of all frames of I = 150 videos:

I
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The spatial power spectrum accounts for the fraction of the total image power concentrated at a given
(vertical, horizontal) frequency pair (47, + ). On the other hand, by averaging the power spectra of
all videos along the rows we obtain the temporal- spat1a1 power spectrum,

I
1 2
Stz(w,v) = TE:M R;(u,v,w)|?, 4)

which accounts for the fraction of the total image power concentrated at a given (temporal, horizontal)
frequency pair (%5 P + ). Similarly, we can compute the temporal spatial power spectrum S (w, v)
concentrated at a given (vertical, temporal) frequency pair. The spatial power spectra of Fig.2 exhibit
typical spectral peaks (visible as bright spots) caused by the upsampling process in the generative
architecture. Interestingly, similar peaks are also visible along the temporal direction. Notice,
however, that these peaks are not present in the real video (Fig.2, first column).

HM

Impact of video compression. In realistic scenarios requiring efficient storage and transmission,
synthetically generated videos are usually compressed using standard codecs. These codecs exploit
redundancies along both spatial and temporal dimensions, but to achieve higher compression, they
also tend to smooth the original signal, thus removing most of the high-frequency components, and
valuable forensic artifacts along with them. Indeed, seeing Fig.3, we can note that, after compression,
most peaks vanish from the spatial spectra (left) and all of them from the temporal spectra (right). In
addition, we can observe that compression, due to its block-wise processing, also introduces some
strong peaks of its own, both in synthetic and real videos. This suggests that looking at vertical and
horizontal directions could easily trick a detector into wrong decisions. Instead we can observe that
the peak along the diagonal direction is still present, and can provide a more meaningful and robust
cue. Notably all synthetic generators exhibit such diagonal peaks, even autoregressive models (Fig.2),
which survive even after compression (see appendix). This observation motivates our focus on these
artifacts, that are both shared across different generators and are robust to compression.



3.2 Training strategy

The analysis described above has highlighted the need to focus on artifacts in the mid-high frequency
range along the diagonal directions. To this end, it is worth noting that for Diffusion-based generated
images diagonal frequencies were found to be more difficult to synthesize than vertical and horizontal
ones in [ 18], which further supports our conjecture. To implement our training strategy, we include
two forms of augmentation: the addition of simulated fake videos in the training dataset by fingerprints
injection and the inclusion of an augmentation strategy during training based on the wavelet transform.

Artificial injection of forensic cues. To encourage the detector to look at low-level artifacts, we add
fake videos in the training dataset that are visually indistinguishable from real ones, but embed the
traces related to the generation architecture. To achieve this, real videos are reconstructed with the
same autoencoder used during generation. This idea is not new, and is actually gaining ground lately.
Several works have simulated forensic artifacts to train the detectors both for GAN-based images
[93, 37] and for diffusion models [65, 32]. Building fakes in this way also removes the semantic
content bias and encourages the detector to identify intrinsic artifacts and patterns related to the
generation process versus relying on differences in the semantic content. We adopt the Variational
Autoencoder (VAE) used by Pyramid Flow [38]. This is a 3D convolutional neural network trained on
the WebVid-10M dataset [4] with a latent space that compresses videos both spatially and temporally
using a downsampling ratio of 8 x 8 x 8. Its structure is similar to MAGVIT-v2 [88], incorporating
causal convolution in time and pixel shuffle operations for decoder upsampling.

Augmentation by wavelet-band replacement.
We propose a new form of augmentation that i Wavelet Replacement

base the decision on the mid-high frequency di-
agonal components. The use of wavelet decom-
position helps to easily conduct such replace- Figure 4: For each real video, four corresponding fake
ment, since this transform splits the signal into ~ versions are generated: one with all fake subbands and
multiple frequency bands preserving spatial re- others with s?lectlve replacemeqts, such. as thq base-
lationships within each band (see Fig.1). The band or specific subbaqu substlt.uted Wlth their real
. . . g counterparts. Notably, diagonal mid-to-high frequency

augmentation process is summarized in Fig.4 T

. - . . subbands are never replaced: this is to teach the detector
and described in the following. First, we com- to do without the traces brought by one or the other low-
pute the Wavelet Transform. Then the baseband, frequency subbands and hence focus on such traces.
the vertical and horizontal frequency bands of
the fake frame are substituted with those of the
real counterpart. Finally, the inverse Wavelet Transform is applied. We adopt the Fully Separable
Wavelet Transform (FSWT), which offers an anisotropic representation that more effectively localizes
frequencies relative to horizontal and vertical discontinuities compared to standard wavelets [76, 59],
which is a property particularly useful to our task. We leverage the Haar wavelet transform [60]
with three decomposition levels, resulting in the image being split into 16 frequency bands. The
two-dimensional FSWT can be implemented by applying the multilevel decomposition separately
along the rows and columns of each frame of the video. At each decomposition level ¢, the wavelet
transform recursively splits the lowest-frequency band along each dimension into two sub-bands.
This is achieved using two convolutions with a stride of 2:

]

%
is based on the wavelet decomposition. During 37 Wia
training, for fake videos we replace the low- ~ 2 -l 7
frequency bands (plus those along the horizon- ? . v
tal and vertical directions) with those of the real Z/WW eg.
counterpart. In this way, the detector is forced to -3 g - f f g

J:ZL :xiLA ®s hr, xfl :mi{l ®s hy, (@)

where ®, denotes the stride convolution operation, hz, and hy are the kernels of two convolutions.
At each level 4, the low frequency band, x7, represents a low-resolution approximation of the input
initialized with the original data at the first iteration. The high frequency band, 2, captures detail
information initially present in the higher resolution data. In a similar way, the inverse wavelet
decomposition is based on transposed convolutions:

eF =2l @ hy +2F @7 hy, (6)

where @7 denotes the transposed convolution operation with a stride of 2. Wavelet decomposition
also offers computational advantages, as its structure is well-suited for efficient implementation on



GPUs and also has a complexity of O(n) less than the O(n - log(n)) of the Fourier transform. The
two kernels for the Haar wavelet are: hy, = %[1 1] hyg= %[71 1].
4 Results

4.1 Experimental setup

Architecture. As already discussed previously, we do not propose a new architecture and leverage the
power of large pretrained models, that have already shown their potential for the detection of synthetic
media [56, 20, 52, 71, 12]. In particular, we consider a DINOv2 model with registers [57, 22] trained
end-to-end and frame-by-frame. The final decision is made by averaging the logit scores of 64 frames.
Additional details about the model we used and our implementation are described in Section D.

Training data. To test for the generalization ability of our method, we train the model using one
single synthetic generator. This is a common practice in forensics, reflecting the realistic scenario
where generative architectures are unknown at test time. We leverage the Pyramid Flow model since
it can generate synthetic videos with no clear visible errors and it was possible to regenerate artificial
synthetic data through reconstruction (see Section 3.2). Real videos come from the Panda70M dataset
[14]. Overall, training / validation datasets include 4,200 / 900 videos. Pairs of real and generated
videos are carefully constructed using identical prompts to reduce content bias. To avoid format bias,
all generated videos are compressed using the same codec as the real videos, i.e. H.264, as suggested
in [31]. More information on the training data are included in the appendix.

Test data. We benchmark our model on the publicly available GenVideo dataset [12] which, includes
videos generated by several models for a total of around 20k real and fake videos. We decided not
to use the Diffusion Video Forensics (DVF) dataset [71], since real videos are compressed using
MPEG-4 Part2, while fake videos are mostly compressed using H.264. This difference in format
introduces a bias that can be exploited if the detector is not properly trained, leading to an incorrect
performance evaluation [31]. To test on more recent models we created a dataset of 2,400 videos
including the following generators Allegro [95], CogVideo X1.5 [86], Mochi-1 [73], OpenSora-Plan
[45], Sora [8], NOVA [25] and FLUX [29] (more details in the appendix). It is worth noting that
NOVA does not model a joint distribution as diffusion models do; instead, it adopts a non-quantized
autoregressive formulation. For this reason, it represents an excellent test of a detector’s ability to
generalize to different generation strategies. Also for the test data, real and generated video pairs
share identical prompts and all synthetic videos are compressed with H.264 (same codec as for real
videos) to avoid any format bias.

Metrics. Following previous works, we evaluate performance using the Area Under the Curve (AUC),
which does not need to set a decision threshold, and balanced accuracy, which accounts for both
false alarms and missed detections. For balanced accuracy, the decision threshold is set at 0.5. We
also report the probability of detection at a 5% false alarm rate (Pd@5%), the balanced Negative
Log-Likelihood (NLL) [63], and binary Expected Calibration Error (ECE) [58]. The former provides
insight into the false alarm behavior, which is critical in forensic applications. The latter two measures
are calibration metrics and indicate how much the model’s predicted probability scores differ from
the true probabilities and quantifies the generalization ability of the model.

4.2 Comparison with the State-of-The-Art

We compare our proposed method against several SOTA approaches. Among these, DMID [19],
UnivFD [56], RINE [42], FreqNet [72], and FIRE [16] were originally developed for the detection
of synthetic images. Others, AIGVDet [3], DeMamba [12], and MM-Det [71], were specifically
designed for detecting Al-generated videos. To ensure a fair comparison, we include only methods
with publicly available code and/or pre-trained models. All models are trained on the datasets used
in their respective original publications: ProGAN for UnivFD and FreqNet, Latent Diffusion for
DMID and RINE, ADM for FIRE, Stable Video Diffusion for MM-Det, Moonvalley for AIGVDet,
and videos from ten generators (ZeroScope, [2VGen-XL, Stable Diffusion, Stable Video Diffusion,
VideoCrafter, Pika, DynamiCrafter, SEINE, Latte, OpenSora) for DeMamba.

Analysis with methods trained on their original datasets. Balanced accuracy results across all
tested generators are reported in Table 1, while AUC and Pd@35 scores are presented more concisely
in Fig.5. We begin our analysis with the average results, shown in the last column of Tab.1. The
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Figure 5: Comparison with SOTA methods on 16 generative models across different evaluation metrics.

proposed method achieves an average balanced accuracy of 94.3%, outperforming DeMamba, the
second-best method, by ten percentage points. As expected, methods originally developed for image
detection are not competitive in this setting, like UnivFD and FreqNet. However, also the video-
oriented AIGVDet lags nearly 20 percentage points behind our proposed method. The performance
of MM-Det, falling below random guessing, may seem especially surprising. However, this outcome
is primarily due to the biased DVF (Diffusion Video Forensics) dataset used for its original training,
which leads to a misleading assessment. Turning to results on the individual generators, a clear divide
can be observed between the older ones, included in the GenVideo dataset, and the more recent ones
added here. Several detectors exhibit a very good performance on GenVideo (DeMamba is the top
detector on those data), which drops substantially on the newer generators, highlighting a limited
generalization capability. In contrast, the proposed method performs consistently well across all
generators, with isolated dips on CogVideo X1.5 and on Hot Shot.

Analysis with methods re-trained on Pyramid Flow. To demonstrate that the observed performance
gap is not due to the inclusion of the recent Pyramid Flow model in training, we retrained all methods
using videos generated by Pyramid Flow. The resulting accuracy metrics are reported in Table 2
(other evaluation metrics are included in the appendix). Under this new training condition, we observe
significant changes in performance; however, even with re-training, our method is still better than
SoTA methods by a large margin. Results become generally more consistent across both older and
newer generators, and in some cases, most notably for MM-Det, substantially better than before. The
most striking outcome, however, is that image-oriented methods outperform video-oriented ones and
by a notable margin. This is an unexpected result and highlights that the video-based detectors are
not able to fully exploit the advantage of operating in 3D. We can observe that other frequency-based
approaches, such as FreqNet and FIRE, struggle to achieve good results even if trained on our same
dataset. This highlights the importance to properly take into account the influence of the video codec
in the proposed strategy. Finally, we also note that a few abrupt drops in performance (e.g., AIGVDet
falling from 99.6% to 50.0% on Moon Valley, and DeMamba from 97.4% to 62.0% on Hot Shot)
have a significant impact on the averages. These anomalies may be attributed to biases introduced
during training, however this also requires further investigation.

Table 1: Comparison in terms of balanced accuracy with SOTA methods trained on their original datasets.

Recent Generators (2024-25 years) GenVideo (2022-23 years)
Method Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG
X1.5 Plan Shot Scope  Stu. valley

DMID 587 573 687 518 588 658 635 99.0 734 541 942 629 707 626 641 67.0
UnivFD 493 523 497 510 598 483 490 580 519 535 572 633 556 527 542 537

RINE 633 6277 792 665 532 493 493 983 89.1 660 967 766 840 918 857 741
FregNet 66.8 450 688 522 405 542 435 479 372 277 477 380 465 462 509 475
FIRE 515 498 51.7 515 515 513 513 494 491 476 486 466 488 473 489 497

AIGVDet 648 620 553 677 735 822 812 956 900 79.1 585 595 872 517 99.6 739
DeMamba 562 908 857 772 700 565 568 984 983 974 976 80.1 984 979 983 84.0
MM-Det  49.5 1.3 498 482 482 478 493 499 493 0.1 50.1 446 50.0 50.1 484 424

Ours 915 850 970 935 932 985 980 983 988 814 955 971 97.0 921 984 943




Table 2: Comparison in terms of balanced accuracy with SOTA methods re-trained using Pyramid Flow (*).

Recent Generators (2024-25 years) GenVideo (2022-23 years)
Method Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG
X1.5 Plan Shot Scope  Stu. valley

DMID* 773 720 912 758 820 892 89.7 937 946 751 883 769 810 736 97.0 838
UnivFD* 763 638 745 715 752 887 803 904 928 666 849 806 857 794 950 804

RINE* 90.7 643 898 773 833 81.8 808 945 952 766 896 872 893 804 972 852
FreqNet* 843 655 863 775 69.0 645 565 521 585 424 647 428 565 63.0 650 633
FIRE* 753 658 633 728 748 640 737 832 8.0 738 756 750 814 760 931 757

AIGVDet* 7577 608 508 733 707 685 675 877 855 540 504 541 785 500 500 652
DeMamba* 833 613 918 792 687 730 760 875 922 620 79.6 686 838 726 924 781
MM-Det* 568 49.8 715 705 705 767 728 845 872 405 858 633 765 808 87.0 716

Ours 915 850 97.0 935 932 985 980 983 988 814 955 971 970 921 984 943
Table 3: Influence of the augmentation. Table 4: Influence of the backbone.
AUC 1/bAcc 1 AUC 1/bAcc
; augment. Allegro  CogVideo Mochi-1  OpenSora- AVG Network Allegro  CogVideo  Mochi-1  OpenSora- AVG
é: X1.5 Plan X1.5 Plan
94.7/682 91.3/60.2 94.9/75.5 98.0/80.0 94.7/71.0 DINOv2e2e 98.6/91.5 97.2/85.0 99.1/93.5 99.8/97.0 98.7/91.8
v - 97.3/87.8 95.0/78.2 98.9/90.8 99.4/95.8 97.6/88.2 DINOvV2LP 86.6/79.2 77.5/70.8 88.6/81.7 91.6/83.5 86.1/78.8
v MixUp 96.7/84.7 94.8/79.0 98.6/87.8 99.3/943 97.3/86.5 Clip e2e 99.1/86.5 97.2/67.3 98.6/79.3 99.9/92.7 98.7/81.5
v CutMix 97.8/87.7 958/80.3 98.9/92.3 99.3/943 97.9/88.7 Clip LP 91.8/70.8 89.3/67.5 87.8/69.8 94.1/76.5 90.7/71.2
v WaveRep 98.6/91.5 97.2/85.0 99.1/93.5 99.8/97.0 98.7/91.8 Hiera video  98.9/79.7 93.5/65.8 94.7/653 99.4/81.8 96.6/73.2
NLL | /ECE | NLL | /ECE |
1.95/.309 2.73/.389 1.58/.244 1.03/.196 1.82/.284 DINOv2e2e 0.28/.076 0.53/.140 0.19/.056 0.07/.023 0.27/.074
v - 0.50/.118 0.88/.198 0.28/.084 0.15/.038 0.45/.109 DINOvV2LP  0.50/.110 0.58/.059 0.46/.109 0.43/.126 0.49/.101
v MixUp 035/.106 0.71/.197 0.24/.094 0.12/.037 0.35/.109 Clip e2e 0.52/.141 1.54/.312 0.92/.209 0.21/.073 0.80/.184
v CutMix 0.38/.120 0.63/.185 0.22/.073 0.15/.051 0.35/.107 Clip LP 0.547.207 0.60/.227 0.60/.215 0.45/.173 0.55/.205
v' WaveRep 0.28/.076 0.53/.140 0.19/.056 0.07/.023 0.27/.074 Hiera video  0.66/.204 1.66/.339 1.54/.338 0.49/.179 1.09/.265

4.3 Ablation study

Here we present our ablation study, where we analyze our method with different augmentations,
backbones and training data.

Influence of augmentation. Table 3 shows the impact of different augmentation strategies, using
always the same backbone, DINOv2 [57, 22] trained in an end-to-end manner. In the first row,
only a standard form of augmentation is used in training, including compression, blurring and
resizing, operations typically carried out in forensics applications. Then, starting with the second
row, reconstructed fake videos paired with real ones are included (marked by a check in the +Rec.
column), and new forms of augmentation are added: MixUp [91], CutMix [90], and finally our
wavelet-band replacement (WaveRep). On average, across all generators, it appears that the inclusion
of artificial fake videos in training (second row) ensures a significant gain in performance under all
metrics, AUC and bAcc in the top part of the table, and NLL and ECE in the bottom. Then, the
computer vision-oriented forms of augmentation, MixUp and CutMix, provide very limited additional
improvements, if any. On the contrary, the proposed WaveRep provides a further performance boost,
driving AUC to almost 99% and bAcc past 90%.

Influence of the backbone. Next, we fix the training setup, including artificial fake videos and
adding the WaveRep augmentation on top of the basic configuration, and analyze performance across
different backbone architectures, with results reported in Table 4. The best results for each column
(considering a margin of 1%) are highlighted in bold. Focusing on the average performance metrics,
we observe that the end-to-end training (e2e) always performs significantly better than linear probing
(LP) versions of both DINOv2 and Clip [64]. In the former the entire network is fine-tuned, while only
a linear layer on the final features is learned for the latter. We hypothesize that the semantics-oriented
pretraining of these models is not well suited to our forensic application, highlighting the need for a
deeper adaptation. Excluding the LP variants, DINOv2 stands out as the clearly preferable option
across all metrics. In general, the variability in AUC across the variants is more limited, likely
because scores are already very close to 100%, but DINOv2 maintains a consistent advantage also
compared to a spatial-temporal backbone based on Hiera [67], that works on clips of 16 frames, and
the final decision is obtained by averaging the logits across all clips.



Table 5: Performance by varying the number of generators during training in terms of AUC and balanced
Accuracy. For each row, the results for the generators used in training are crossed-out. The average values do not
include crossed-out results. We compare DINOv2 network with and without our approach.

Recent Generators (2024-25 years)

# aug. Pyramid CogV. Allegro  OpenSora- Mochi-1 Nova Sora Flux AVG
Flow X1.5 Plan

1 100-/99.7 91.3/60.2 94.7/68.2 98.0/80.0 94.9/75.5 99.0/87.7 95.7/69.5 96.8/72.0 95.8/73.3
1 v 100:/993 97.2/85.0 98.6/91.5 99.8/97.0 99.1/93.5 99.3/93.2 99.9/98.5 99.9/98.0 99.1/93.8

99.9/98.5 99.8/98.3 94.9/80.5 98.7/94.7 96.5/86.5 99.4/96.5 94.4/77.5 96.8/882 96.8/87.3
v 100-/993 100-/992 99.1/943 99.8/96.5 99.6/93.5 99.9/98.7 99.9/97.8 99.9/98.8 99.7/96.6

100./983 99.8/97.7 99.9/98.0 100./983 98.0/89.5 99.9/98.2 98.1/89.8 99.4/952 98.8/932
v 100-/992 100./987 100./992 100./992 99.8/97.3 100./99.0 100./99.0 100./99.2 99.9/98.6

B S I SR S

Influence of number of generators in training. In this section, we evaluate the influence of the
number of generators included during training. More specifically, beyond Pyramid Flow, we also
add CogVideo X1.5 (two generators) and another setting with four models by adding Allegro and
OpenSora Plan. Note that for all these models we considered fake videos reconstructed with the
same autoencoder used during generation. Results of our method with and without the wavelet-based
augmentation on recent generative models are presented in Table 5, where we crossed-out the results
for the generators included during training. We can observe a consistent improvement with the
increase of the number of generators. Our proposed augmentation also guarantees a significant
improvement especially when few models are considered, though even with four generators there
is an increase of around 5% in terms of balanced accuracy. Finally, we want to highlight that our
approach ranked first on the SAFE Synthetic Video Detection Challenge 2025 [68]. This challenge
simulates a realistic scenario where no information about the test models are known in advance and
videos vary in resolution, bitrate, frame rate, and length. This confirms the advantage of our training
data and augmentation strategy to ensure good generalization ability.

5 Discussion

Conclusions. In this paper, we propose a novel augmentation strategy for the detection of Al-
generated videos. We begin by identifying key forensic cues that are robust to compression artifacts
and consistently present across different generative models. Our approach is motivated by the obser-
vation that vertical and horizontal frequency components are particularly susceptible to degradation
due to block-based compression algorithms commonly employed in video codecs. Through extensive
experiments, we demonstrate that this simple augmentation improves detection performance even
if only one single generator is included during training. Our findings highlight the importance of
working on the training paradigm and of injecting carefully curated domain specific knowledge,
which can yield a greater benefit than the design of more complex detection architectures. We
hope this work encourages further exploration of principled training strategies and the discovery of
universally present discriminative forensic traces within the forensic community.

Limitations. The method proposed in this work incorporates a forensic-oriented augmentation
strategy that encourages the detector to focus on the most relevant spatial traces. However, it is
not explicitly designed to capture temporal artifacts. Even if our approach outperforms existing
methods that leverage temporal information, we believe it is essential to systematically investigate
and characterize the most discriminative forensic cues present in the temporal domain. A deeper
understanding of such artifacts could lead to detectors that more effectively exploit spatial and
temporal traces. Furthermore, our method was trained using fake videos generated by the Pyramid
Flow model, selected for its ability to produce high-quality synthetic content with minimal perceptible
visual artifacts. This design choice allowed us to focus on subtle, low-level traces rather than easily
detectable flaws. However, as new generative models emerge, potentially relying on entirely different
synthesis paradigms, the current approach may struggle to generalize. Although the core principles
may still be applicable, the method itself may require adaptation or retraining.

10



Acknowledgments and Disclosure of Funding

This work has received funding from the European Union under the Horizon Europe vera.ai project,
Grant Agreement number 101070093, and was partially supported by SERICS (PE00000014) under
the MUR National Recovery and Resilience Plan, funded by the European Union - NextGenerationEU.
We thank David Luebke for early discussions on the project.

References

(1]

2

—

3

—

[4

—_

(5]

[6

—_

[7

—

[8

—_—

[9

—

(10]

(11]

[12]

(13]

[14]

[15]

[16]

(17]

Shruti Agarwal, Hany Farid, Yuming Gu, Mingming He, Koki Nagano, and Hao Li. Protecting World
Leaders Against Deep Fakes. In CVPR Workshops, 2019. 2

Vishal Asnani, Xi Yin, Tal Hassner, and Xiaoming Liu. Reverse Engineering of Generative Models:
Inferring Model Hyperparameters from Generated Images. IEEE TPAMI, 45(12):15477-15493, 2023. 4

Jianfa Bai, Man Lin, Gang Cao, and Zijie Lou. Al-Generated Video Detection via Spatial-Temporal
Anomaly Learning. In PRCV, 2024. 2, 3,7

Max Bain, Arsha Nagrani, Giil Varol, and Andrew Zisserman. Frozen in Time: A Joint Video and Image
Encoder for End-to-End Retrieval. In ICCV, pages 1728-1738, 2021. 6

Clark Barrett, Brad Boyd, Elie Burzstein, Nicholas Carlini, Brad Chen, Jihye Choi, Amrita Roy Chowdhury,
Mihai Christodorescu, Anupam Datta, and Soheil Feizi et al. Identifying and Mitigating the Security Risks
of Generative AI. Now Foundations and Trends, 2024. 1

Matyas Bohacek and Hany Farid. Human Action CLIPS: Detecting Al-generated Human Motion. arXiv
preprint arXiv:2412.00526v1, 2024. 3

Luca Bondi, Edoardo Daniele Cannas, Paolo Bestagini, and Stefano Tubaro. Training strategies and data
augmentations in CNN-based deepfake video detection. In WIFS, 2020. 4

Tim Brooks, Bill Peebles, Connor Holmes, Will DePue, Yufei Guo, Li Jing, David
Schnurr, Joe Taylor, Troy Luhman, Eric Luhman, Clarence Ng, Ricky Wang, and Aditya
Ramesh.  Video generation models as world simulators. https://openai.com/research/
video-generation-models-as-world-simulators, 2024. 7, 16

Giuseppe Cattaneo and Gianluca Roscigno. A Possible Pitfall in the Experimental Analysis of Tampering
Detection Algorithms. In International Conference on Network-Based Information Systems, 2014. 2

George Cazenavette, Avneesh Sud, Thomas Leung, and Ben Usman. Fakelnversion: Learning to Detect
Images from Unseen Text-to-Image Models by Inverting Stable Diffusion. In CVPR, pages 10759-10769,
June 2024. 2

Chirui Chang, Zhengzhe Liu, Xiaoyang Lyu, and Xiaojuan Qi. What Matters in Detecting AI-Generated
Videos like Sora? arXiv preprint arXiv:2406.19568, 2024. 3

Haoxing Chen, Yan Hong, Zizheng Huang, Zhuoer Xu, Zhangxuan Gu, Yaohui Li, Jun Lan, Huijia
Zhu, Jianfu Zhang, Weiqgiang Wang, et al. DeMamba: Al-Generated Video Detection on Million-Scale
GenVideo Benchmark. arXiv preprint arXiv:2405.19707,2024. 2, 3,7

Hongyang Chen and Kaisheng Ma. CutFreq: Cut-and-Swap Frequency Components for Low-Level Vision
Augmentation. In AAAI, volume 38, pages 1072-1080, 2024. 4

Tsai-Shien Chen, Aliaksandr Siarohin, Willi Menapace, Ekaterina Deyneka, Hsiang-wei Chao, Byung Eun
Jeon, Yuwei Fang, Hsin-Ying Lee, Jian Ren, Ming-Hsuan Yang, et al. Panda-70M: Captioning 70M Videos
with Multiple Cross-Modality Teachers. In CVPR, 2024. 4,7, 16

Jongwook Choi, Taechoon Kim, Yonghyun Jeong, Seungryul Baek, and Jongwon Choi. Exploiting Style
Latent Flows for Generalizing Deepfake Video Detection. In CVPR, pages 1133-1143, 2024. 1

Beilin Chu, Xuan Xu, Xin Wang, Yufei Zhang, Weike You, and Linna Zhou. FIRE: Robust Detection of
Diffusion-Generated Images via Frequency-Guided Reconstruction Error. In CVPR, pages 12830-12839,
2025. 3,7

Umur Aybars Ciftci, Ilke Demir, and Lijun Yin. FakeCatcher: Detection of Synthetic Portrait Videos using
Biological Signals. IEEE TPAMI, 2020. 2

11


https://openai.com/research/video-generation-models-as-world-simulators
https://openai.com/research/video-generation-models-as-world-simulators

(18]

(19]

[20]

(21]

(22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

(38]

Riccardo Corvi, Davide Cozzolino, Giovanni Poggi, Koki Nagano, and Luisa Verdoliva. Intriguing
properties of synthetic images: from generative adversarial networks to diffusion models. In CVPR
Workshops, pages 973-982, 2023. 2, 3,4, 6

Riccardo Corvi, Davide Cozzolino, Giada Zingarini, Giovanni Poggi, Koki Nagano, and Luisa Verdoliva.
On the detection of synthetic images generated by diffusion models. In ICASSP, pages 1-5, 2023. 4,7

Davide Cozzolino, Giovanni Poggi, Riccardo Corvi, Matthias NieB3ner, and Luisa Verdoliva. Raising the
Bar of Al-generated Image Detection with CLIP. In CVPR Workshops, pages 4356-4366, 2024. 7

Davide Cozzolino and Luisa Verdoliva. Noiseprint: A CNN-based camera model fingerprint. [EEE TIFS,
15(1):14-27, 2020. 4

Timothée Darcet, Maxime Oquab, Julien Mairal, and Piotr Bojanowski. Vision Transformers Need
Registers. In ICLR, 2024. 7,9, 20

Sowmen Das, Selim Seferbekov, Arup Datta, Md. Saiful Islam, and Md. Ruhul Amin. Towards Solving the
DeepFake Problem : An Analysis on Improving DeepFake Detection using Dynamic Face Augmentation.
In ICCV Workshops, 2021. 4

Ilke Demir and Umur Aybars Cift¢ci. How Do Deepfakes Move? Motion Magnification for Deepfake
Source Detection. In WACV, pages 4780-4790, 2024. 2

Haoge Deng, Ting Pan, Haiwen Diao, Zhengxiong Luo, Yufeng Cui, Huchuan Lu, Shiguang Shan,
Yonggang Qi, and Xinlong Wang. Autoregressive Video Generation without Vector Quantization. /CLR,
2025. 3,7, 16

Ricard Durall, Margret Keuper, and Janis Keuper. Watch Your Up-Convolution: CNN Based Generative
Deep Neural Networks Are Failing to Reproduce Spectral Distributions. In CVPR, pages 7890-7899, 2020.
3

Tarik Dzanic, Karan Shah, and Freddie Witherden. Fourier spectrum discrepancies in deep network
generated images. NeurIPS, 33:3022-3032, 2020. 3

Ziv Epstein, Aaron Hertzmann, Laura Herman, Robert Mahari, Morgan R. Frank, Matthew Groh, Hope
Schroeder, Amy Smith, Memo Akten, and Jessica Fjeld et al. Art and the science of generative Al: A
deeper dive. Science, 380, 2023. 1

Flux-Al. Flux. https://flux-ai.io/flux-video-ai, 2024. 7, 16

Joel Frank, Thorsten Eisenhofer, Lea Schonherr, Asja Fischer, Dorothea Kolossa, and Thorsten Holz.
Leveraging Frequency Analysis for Deep Fake Image Recognition. In ICML, 2020. 2, 3

Patrick Grommelt, Louis Weiss, Franz-Josef Pfreundt, and Janis Keuper. Fake or JPEG? Revealing
Common Biases in Generated Image Detection Datasets. ECCV Workshops, 2024. 2,7

Fabrizio Guillaro, Giada Zingarini, Ben Usman, Avneesh Sud, Davide Cozzolino, and Luisa Verdoliva. A
Bias-Free Training Paradigm for More General Al-generated Image Detection. In CVPR, 2025. 2, 3, 6

Zonghui Guo, Yingjie Liu, Jie Zhang, Haiyong Zheng, and Shiguang Shan. Face Forgery Video Detection
via Temporal Forgery Cue Unraveling. In CVPR, pages 7396-7405, 2025. 1

Alexandros Haliassos, Konstantinos Vougioukas, Stavros Petridis, and Maja Pantic. Lips Don’t Lie: A
Generalisable and Robust Approach to Face Forgery Detection. In CVPR, 2021. |

Yang He, Ning Yu, Margret Keuper, and Mario Fritz. Beyond the Spectrum: Detecting Deepfakes via
Re-Synthesis. In International Joint Conference on Artificial Intelligence (IJCAI), pages 2534-2541, 2021.
3

Ziqi Huang, Yinan He, Jiashuo Yu, Fan Zhang, Chenyang Si, Yuming Jiang, Yuanhan Zhang, Tianxing Wu,
Qingyang Jin, Nattapol Chanpaisit, et al. Vbench: Comprehensive benchmark suite for video generative
models. In CVPR, 2024. 3

Yonghyun Jeong, Doyeon Kim, Youngmin Ro, Pyounggeon Kim, and Jongwon Choi. FingerprintNet:
Synthesized Fingerprints for Generated Image Detection. In ECCV, pages 76-94, 2022. 6

Yang Jin, Zhicheng Sun, Ningyuan Li, Kun Xu, Kun Xu, Hao Jiang, Nan Zhuang, Quzhe Huang, Yang
Song, Yadong Mu, and Zhouchen Lin. Pyramidal Flow Matching for Efficient Video Generative Modeling.
In ICLR, 2025. 6, 16, 17

12


https://flux-ai.io/flux-video-ai

(39]

[40]

[41]

(42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]
[51]

(52]

(53]

[54]

[55]

[56]

(571

(58]

(591

Steffen Jung and Margret Keuper. Spectral Distribution Aware Image Generation. In AAAI, volume 35,
pages 1734-1742,2021. 3

Hossein Kashiani, Niloufar Alipour Talemi, and Fatemeh Afghah. FreqDebias: Towards Generalizable
Deepfake Detection via Consistency-Driven Frequency Debiasing. In CVPR, pages 8775-8785, 2025. 4

Levon Khachatryan, Andranik Movsisyan, Vahram Tadevosyan, Roberto Henschel, Zhangyang Wang,
Shant Navasardyan, and Humphrey Shi. Text2video-zero: Text-to-image diffusion models are zero-shot
video generators. In ICCV, 2023. 1, 3

Christos Koutlis and Symeon Papadopoulos. Leveraging Representations from Intermediate Encoder-
blocks for Synthetic Image Detection. In ECCV, 2024. 7

Rohit Kundu, Hao Xiong, Vishal Mohanty, Athula Balachandran, and Amit K Roy-Chowdhury. Towards
a Universal Synthetic Video Detector: From Face or Background Manipulations to Fully AI-Generated
Content. CVPR, 2025. 2,3

Lingzhi Li, Jianmin Bao, Ting Zhang, Hao Yang, Dong Chen, Fang Wen, and Baining Guo. Face x-ray for
more general face forgery detection. In CVPR, 2020. 4

Bin Lin, Yunyang Ge, Xinhua Cheng, Zongjian Li, Bin Zhu, Shaodong Wang, Xianyi He, Yang Ye,
Shenghai Yuan, Liuhan Chen, et al. Open-Sora Plan: Open-Source Large Video Generation Model. arXiv
preprint arXiv:2412.00131, 2024. 3,7, 16

Li Lin, Neeraj Gupta, Yue Zhang, Hainan Ren, Chun-Hao Liu, Feng Ding, Xin Wang, Xin Li, Luisa
Verdoliva, and Shu Hu. Detecting Multimedia Generated by Large Al Models: A Survey. arXiv preprint
arXiv:2204.06125,2024. 1

Bo Liu, Fan Yang, Xiuli Bi, Bin Xiao, Weisheng Li, and Xinbo Gao. Detecting generated images by real
images. In ECCV, pages 95-110, 2022. 2

Qingyuan Liu, Pengyuan Shi, Yun-Yun Tsai, Chengzhi Mao, and Junfeng Yang. Turns Out I’'m Not Real:
Towards Robust Detection of Al-Generated Videos. arXiv preprint arXiv:2406.09601, 2024. 2, 3

Zhengzhe Liu, Xiaojuan Qi, and Philip H. S. Torr. Global Texture Enhancement for Fake Face Detection
In the Wild. In CVPR, 2020. 1

Zhuang Liu and Kaiming He. A Decade’s Battle on Dataset Bias: Are We There Yet? ICLR, 2025. 2

Jan Luk4s, Jessica Fridrich, and Miroslav Goljan. Digital camera identification from sensor pattern noise.
IEEE TIFS, 1(2):205-214, 2006. 4

Long Ma, Jiajia Zhang, Hongping Deng, Ningyu Zhang, Qinglang Guo, Haiyang Yu, Yong Liao, and
Pengyuan Zhou. DeCoF: Generated Video Detection via Frame Consistency: The First Benchmark Dataset.
arXiv preprint arXiv:2402.02085v3, 2024. 2, 3,7

Francesco Marra, Diego Gragnaniello, Luisa Verdoliva, and Giovanni Poggi. Do GANs Leave Artificial
Fingerprints? In MIPR, pages 506511, 2019. 4

Daniel Mas Montserrat, Hanxiang Hao, Sri K. Yarlagadda, Sriram Baireddy, Ruiting Shao, Janos Horvath,
Emily Bartusiak, Justin Yang, David Guera, Fengqing Zhu, and Edward J. Delp. Deepfakes Detection with
Automatic Face Weighting. In CVPR Workshops, 2021. 1

John Mullan, Duncan Crawbuck, and Aakash Sastry. Hotshot-XL. https://github.com/hotshotco/
hotshot-x1, 2023. 3

Utkarsh Ojha, Yuheng Li, and Yong Jae Lee. Towards Universal Fake Image Detectors that Generalize
Across Generative Models. In CVPR, pages 24480-24489, 2023. 7

Maxime Oquab, Timothée Darcet, Théo Moutakanni, Huy Vo, Marc Szafraniec, Vasil Khalidov, Pierre
Fernandez, Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al. DINOv2: Learning Robust Visual
Features without Supervision. Transactions on Machine Learning Research Journal, 2024. 7,9, 20

Mahdi Pakdaman Naeini, Gregory Cooper, and Milos Hauskrecht. Obtaining Well Calibrated Probabilities
Using Bayesian Binning. AAAI, 29(1), February 2015. 7

Carolyn Pe Rosiene and Truong Q. Nguyen. Tensor-product wavelet vs. Mallat decomposition: a compara-
tive analysis. In JEEE ISCAS, volume 3, pages 431-434, 1999. 6

13


https://github.com/hotshotco/hotshot-xl
https://github.com/hotshotco/hotshot-xl

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

(70]

[71]

[72]

(73]
[74]
[75]

[76]

(771

(78]

(791

(80]

Piotr Porwik and Agnieszka Lisowska. The Haar-wavelet transform in digital image processing: its status
and achievements. Machine graphics and vision, 13(1/2):79-98, 2004. 6

Ekta Prashnani, Koki Nagano, Shalini De Mello, David Luebke, and Orazio Gallo. Avatar Fingerprinting
for Authorized Use of Synthetic Talking-Head Videos. In ECCV, pages 209-228, 2024. 2

Yuyang Qian, Guojun Yin, Lu Sheng, Zixuan Chen, and Jing Shao. Thinking in Frequency: Face Forgery
Detection by Mining Frequency-aware Clues. In ECCV, pages 86-103, 2020. 4

Joaquin Quifionero-Candela, Carl Edward Rasmussen, Fabian Sinz, Olivier Bousquet, and Bernhard
Scholkopf. Evaluating predictive uncertainty challenge. In Joaquin Quifionero-Candela, Ido Dagan,
Bernardo Magnini, and Florence d’ Alché Buc, editors, Machine Learning Challenges. Evaluating Predic-
tive Uncertainty, Visual Object Classification, and Recognising Tectual Entailment, pages 1-27. Springer
Berlin Heidelberg, 2006. 7

Alec Radford, JongWook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish
Sastry, Amanda Askell, Pamela Mishkin, and Jack Clark et al. Learning Transferable Visual Models From
Natural Language Supervision. In ICML, pages 8748-8763, 2021. 9

Anirudh Sundara Rajan, Utkarsh Ojha, Jedidiah Schloesser, and Yong Jae Lee. On the Effectiveness of
Dataset Alignment for Fake Image Detection. arXiv preprint arXiv:2410.11835,2024. 2,3, 6

Andreas Roessler, Davide Cozzolino, Luisa Verdoliva, Christian Riess, Justus Thies, and Matthias Niefner.
Faceforensics++: Learning to detect manipulated facial images. In CVPR, 2019. 1

Chaitanya Ryali, Yuan-Ting Hu, Daniel Bolya, Chen Wei, Haoqi Fan, Po-Yao Huang, Vaibhav Aggarwal,
Arkabandhu Chowdhury, Omid Poursaeed, Judy Hoffman, et al. Hiera: A Hierarchical Vision Transformer
without the Bells-and-Whistles. In ICML, pages 29441-29454, 2023. 9

SAFE. Synthetic Video Detection Challenge. https://safe-video-2025.dsri.org/, 2025. 10

Katja Schwarz, Yiyi Liao, and Andreas Geiger. On the Frequency Bias of Generative Models. In NeurIPS,
2021. 2,3, 4

Pranjay Shyam, Sandeep Singh Sengar, Kuk-Jin Yoon, and Kyung-Soo Kim. Evaluating copy-blend
augmentation for low level vision tasks. arXiv preprint arXiv:2103.05889, 2021. 4

Xiufeng Song, Xiao Guo, Jiache Zhang, Qirui Li, Lei Bai, Xiaoming Liu, Guangtao Zhai, and Xiaohong
Liu. On Learning Multi-Modal Forgery Representation for Diffusion Generated Video Detection. In
NeurIPS, 2024. 3,7

Chuangchuang Tan, Yao Zhao, Shikui Wei, Guanghua Gu, Ping Liu, and Yunchao Wei. Frequency-Aware
Deepfake Detection: Improving Generalizability through Frequency Space Domain Learning. In AAAI,
volume 38, pages 5052-5060, 2024. 4,7

Genmo Team. Mochi 1. https://github.com/genmoai/models, 2024. 3,7, 16

Antonio Torralba and Alexei A. Efros. Unbiased look at dataset bias. In CVPR, 2011. 2

Danial Samadi Vahdati, Tai D Nguyen, Aref Azizpour, and Matthew C Stamm. Beyond Deepfake Images:
Detecting Al-Generated Videos. In CVPR Workshops, pages 4397-4408, 2024. 3, 4

Vladan Velisavljevic, Baltasar Beferull-Lozano, Martin Vetterli, and Pier Luigi Dragotti. Directionlets:
anisotropic multidirectional representation with separable filtering. IEEE TIP, 15(7):1916-1933, 2006. 6

Jiuniu Wang, Hangjie Yuan, Dayou Chen, Yingya Zhang, Xiang Wang, and Shiwei Zhang. Modelscope
text-to-video technical report. arXiv preprint arXiv:2308.06571, 2023. 1, 3

Jun Wang, Benedetta Tondi, and Mauro Barni. On the Use of Mixup Augmentation for Synthetic Image
Attribution in the Wild. In WIF'S, 2024. 4

Sheng-Yu Wang, Oliver Wang, Richard Zhang, Andrew Owens, and Alexei A Efros. CNN-generated
images are surprisingly easy to spot... for now. In CVPR, pages 8695-8704, 2020. 4

Yuan Wang, Kun Yu, Chen Chen, Xiyuan Hu, and Silong Peng. Dynamic Graph Learning with Content-
guided Spatial-Frequency Relation Reasoning for Deepfake Detection. In CVPR, pages 7278-7287, 2023.
4

14


https://safe-video-2025.dsri.org/
https://github.com/genmoai/models

[81]

(82]

[83]

[84]

[85]

[86]

(871

(88]

[89]

(90]

[91]

(92]

(93]

[94]

[95]

Yuging Wang, Tianwei Xiong, Daquan Zhou, Zhijie Lin, Yang Zhao, Bingyi Kang, Jiashi Feng, and Xihui
Liu. Loong: Generating minute-level long videos with autoregressive language models. arXiv preprint
arXiv:2410.02757,2024. 3

Zhendong Wang, Jianmin Bao, Wengang Zhou, Weilun Wang, Hezhen Hu, Hong Chen, and Houqgiang Li.
DIRE for diffusion-generated image detection. In /ICCV, pages 22445-22455, 2023. 3

Zhendong Wang, Jianmin Bao, Wengang Zhou, Weilun Wang, and Houqiang Li. AltFreezing for More
General Video Face Forgery Detection. In CVPR, pages 4129-4138, 2023. 1

Zhiyuan Yan, Yuhao Luo, Siwei Lyu, Qingshan Liu, and Baoyuan Wu. Transcending Forgery Specificity
with Latent Space Augmentation for Generalizable Deepfake Detection. In CVPR, pages 8984-8994, 2024.
4

Zhiyuan Yan, Yandan Zhao, Shen Chen, Mingyi Guo, Xinghe Fu, Taiping Yao, Shouhong Ding, Yunsheng
Wu, and Li Yuan. Generalizing Deepfake Video Detection with Plug-and-Play: Video-Level Blending and
Spatiotemporal Adapter Tuning. In CVPR, pages 12615-12625, 2025. 1

Zhuoyi Yang, Jiayan Teng, Wendi Zheng, Ming Ding, Shiyu Huang, Jiazheng Xu, Yuanming Yang, Wenyi
Hong, Xiaohan Zhang, Guanyu Feng, et al. CogVideoX: Text-to-Video Diffusion Models with An Expert
Transformer. ICLR, 2025. 3,7, 16

Jaejun Yoo, Namhyuk Ahn, and Kyung-Ah Sohn. Rethinking Data Augmentation for Image Super-
resolution: A Comprehensive Analysis and a New Strategy. In CVPR, pages 8375-8384, 2020. 4

Lijun Yu, Jose Lezama, Nitesh Bharadwaj Gundavarapu, Luca Versari, Kihyuk Sohn, David Minnen, Yong
Cheng, Agrim Gupta, Xiuye Gu, et al. Language Model Beats Diffusion - Tokenizer is key to visual
generation. In ICLR, 2024. 6

Ning Yu, Larry Davis, and Mario Fritz. Attributing Fake Images to GANs: Learning and Analyzing GAN
Fingerprints. In ICCV, pages 7555-7565, 2019. 4

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and Youngjoon Yoo.
CutMix: Regularization strategy to train strong classifiers with localizable features. In ICCV, pages
6023-6032, 2019. 9

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin, and David Lopez-Paz. mixup: Beyond Empirical
Risk Minimization. In /CLR, 2018. 9

Kai Zhang, Wangmeng Zuo, Yunjin Chen, Deyu Meng, and Lei Zhang. Beyond a Gaussian Denoiser:
Residual Learning of Deep CNN for Image Denoising. IEEE TIP, 26(7):3142-3155, 2017. 4

Xu Zhang, Svebor Karaman, and Shih-Fu Chang. Detecting and Simulating Artifacts in GAN Fake Images.
In WIFS, 2019. 2, 3,6

Hanging Zhao, Wenbo Zhou, Dongdong Chen, Tianyi Wei, Weiming Zhang, and Nenghai Yu. Multi-
Attentional Deepfake Detection. In CVPR, pages 2185-2194, 2021. 1

Yuan Zhou, Qiuyue Wang, Yuxuan Cai, and Huan Yang. Allegro: Open the black box of commercial-level
video generation model. arXiv preprint arXiv:2410.15458,2024. 1,3,7, 16

15



Supplementary Material

Mochi-1

Real video Allegro CogVideo X1.5

o

Open-Sora Plan NOVA Sora FLUX
~= — | - gl W \

- 3 -
—a Z B S o i

"A group of scuba divers are swimming in a coral reef with colorful tropical fish."

Figure 6: Examples of video from our proposed test dataset generated with recent state of the art generators.

A Dataset

To conduct our experiments, we created a dataset of synthetic videos generated using recent state-of-
the-art models. For the real data, we relied on the Panda70M dataset [14], which provides access
to YouTube video URLs, precise timestamps for captioned clips, accompanying captions and a
relevance score indicating how well each clip aligns with its caption. We identify clips with favorable
characteristics, excluding those that are screen recordings, contain static content, or exhibit minimal
camera movement. To ensure a high-quality and diverse dataset, we selected only such type of clips,
limiting the choice to a single clip per YouTube video. When multiple clips were available, we chose
the one that was at least five seconds long and had the highest alignment score.

For our training, we selected 1, 700 real videos from the Panda70M dataset and used their captions
to generate synthetic samples with one single generator Pyramid Flow [38] (version with 768p
miniflux weights). We further augmented the synthetic set by applying the Pyramid Flow Variational
Autoencoder (VAE) to the original real videos, resulting in 1, 700 more synthetic videos. The full set
of 5, 100 videos was split into 4, 200 for training and 900 for validation. For evaluation, we selected
300 real videos and used their captions to generate synthetic counterparts using five recent video
generation models: Allegro [95], Mochi-1 [73], CogVideoX [86] (with CogVideoX1.5-5B weights),
NOVA [25], and Open-Sora Plan [45] (with 1.3B weights). To guarantee consistency with the real
videos, we compressed all generated videos using exactly the same codec of the real videos, i.e.
Advanced Video Coding (H.264). Specifically, we used the Main@L3.1 codec profile and a Constant
Rate Factor (CRF) randomly sampled between 16 and 30.

Additionally, the same captions were used to produce other synthetic videos via two online platforms:
Sora [8] and FLUX [29]. Overall, using 7 generators, we created 2, 100 synthetic videos with a
frame-rate that goes from 12 fps (NOVA) to 30 fps (Mochi-1, Sora) and a spatial resolution that
varies from 640 x 352 pixels (Open-Sora Plan) to 1360 x 768 pixels (CogVideoX). Some examples
can be seen in Fig.6, Fig.10 and Fig.11.

B Artifacts analysis

In this Section we present an additional analysis of the low-level artifacts for other synthetic generators.
In particular, in Fig.7, we show the close up of spatial and temporal-spatial power spectra before (top)
and after (bottom) compression for additional synthetic generators. In all cases, we observe strong
forensic artifacts (even for NOVA that relies on an autoregressive model) that are significantly reduced
after compression. However, artifacts remain visible, particularly along the diagonal directions. It
is also worth noting that temporal artifacts are less prominent, and the peaks along the vertical and
horizontal directions tend to overlap with those introduced by the compression algorithm.

To further support our conjecture that the mid-high frequencies along the diagonal directions are more
discriminative, we compare real and reconstructed videos in the frequency domain. Reconstructed
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Allegro

CogVideo X1.5

Figure 7: For each generator (Allegro, CogVideo X1.5, NOVA), we show the close up of its spatial power
spectrum Sy (u, v) (left), and the close up of its temporal-spatial power spectra Sy (u, w) (right), both before
compression (top) and after compression (bottom),

Figure 8: Average distance in the frequency domain as defined in eq.7, before compression (left) and after
compression (right). The distance is computed between the real and the reconstructed video generated by the
autoencoder of Pyramid Flow [38]. In this way we can show the artifacts of the model that are not influenced by
the semantic content. The distance is nearly zero at the low frequencies and along the vertical and horizontal
directions, much larger at mid-high frequencies along diagonal directions, even when videos are compressed.

videos are obtained with the same autoencoder used during generation (see Section 3.2), hence they
share the same content as real videos, but embed the traces related to the generation architecture.

Such traces can be highlighted by computing the following distance:
. 2
w ‘Xi(u,v,w) — X (u,v,w)

O N ATRRR:

where X (u,v,w) and X;(u, v, w) are the 3d-Fourier transforms of i-th real video and its recon-
struction, respectively, while N is the number of videos, that is equal to 100 in this experiment.
In this comparison, we take into account the fact that small differences in low-energy regions of
the spectrum are more significant than the same differences in high-energy regions. Therefore, we
normalize the sum of squared differences by the energy of the real data at each spatial frequency. We
show the average distance d(u, v) on the left side of Fig.8, while the right side displays the same
quantity evaluated after compressing the reconstructed videos using the same codec as for the real
ones. Before compression (Fig.8, left) the reconstructed video shows a significant deviation from the
real video at the mid-high frequencies, while horizontal and vertical frequencies appear to be less
useful for detection. After compression (Fig. 8, right), the distances are reduced, but the diagonal
mid-high frequency components are still discriminative.

0

To verify that the proposed detector leverages these mid-high frequencies to establish if a video is
fake or not, we conducted a suitable toy experiment: at test time we modified the real videos and
injected the mid-high frequencies of fully synthetic videos into them. We observe a performance
drop on this test set. In particular, the True Negative Rate (TNR), which is the probability that real
videos are correctly classified as real, goes from 98.7 to 0.2 (on average). This clearly shows that the
detector inverts its decision.
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Table 6: Performance by varying L (number of wavelet decomposition levels).

AUC 1/bAcc T NLL | /ECE |
L Allegro  CogVideo Mochi-1  OpenSora- AVG Allegro  CogVideo Mochi-1  OpenSora- AVG
X1.5 Plan X1.5 Plan
2 98.6/90.0 96.5/81.7 98.9/91.5 99.8/96.0 98.4/89.8 0.29/.094 0.60/.174 0.24/.079 0.08/.031 0.30/.095
3 98.6/91.5 97.2/85.0 99.1/93.5 99.8/97.0 98.7/91.8 0.28/.076 0.53/.140 0.19/.056 0.07/.023 0.27/.074
4 97.6/88.8 95.7/81.5 98.2/89.3 99.1/94.5 97.7/88.5 0.39/.102 0.67/.168 0.31/.091 0.18/.045 0.39/.101

Table 7: Comparison in terms of AUC with SoTA methods both trained on their original datasets and re-trained
using Pyramid Flow (*). Bold underlines the best performance for each column with a margin of 1%.

Recent Generators (2024-25 years) GenVideo (2022-23 years)
AUC 1 Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG
X1.5 Plane Shot Scope  Stu. valley
DMID 932 932 964 788 941 983 99.8 100. 99.7 989 999 992 99.6 99.7 999 96.7
UnivFD 477 60.1 428 533 739 324 406 880 748 775 853 950 863 764 79.6 67.6
RINE 833 827 922 8.0 11.0 07 1.0 999 995 954 995 990 993 996 994 763
FreqNet 75.1 431 805 528 373 569 398 574 308 232 557 425 542 487 581 504
FIRE 560 512 930 858 79.7 40.8 468 369 230 351 620 257 243 401 18.6 479

DMID* 99.5 987 999 966 994 993 998 988 998 933 976 969 979 972 996 983
UnivFD* 935 836 928 893 935 973 944 972 980 817 940 91.7 946 906 989 927

RINE* 99.7 923 991 968 986 975 971 986 989 907 975 970 975 938 99.7 97.0
FreqNet* 91.6 723 943 843 792 737 696 535 636 41.1 760 424 598 692 718 695
FIRE* 839 686 664 798 834 703 808 922 950 843 851 844 910 832 974 83.0

AIGVDet 80.7 760 854 785 88.0 894 8.1 98.0 959 970 964 735 940 80.6 999 882
DeMamba 787 97.1 956 86.6 828 658 60.5 100. 100. 99.6 99.7 947 100. 999 100. 90.7
MM-Det 539 0.0 477 443 411 448 538 465 431 00 497 319 49.6 510 379 397

AIGVDet* 923 912 424 914 948 887 914 999 100. 986 950 993 999 882 100. 0915
DeMamba* 979 885 992 938 90.8 942 953 947 972 700 923 782 929 857 963 O9lI.1
MM-Det* 892 00 972 965 973 966 970 933 954 0.0 943 69.6 845 8.1 950 797

Ours 98.6 972 998 991 993 999 999 998 100. 91.0 977 994 993 971 999 985

C Additional results

Ablation. In Table 6, We conducted a study to assess the impact of the number of decomposition
levels of the wavelet transform implemented in our augmentation strategy. Specifically, we evaluated
configurations with 2, 3, and 4 levels of decomposition. The results indicate that the choice of 3
decomposition levels yields the better performance across multiple metrics. The difference is more
marked if we look at the Accuracy than the AUC. Even NLL and especially ECE show an advantage
in this situation, which confirms that this choice helps to achieve more calibrated results.

SoTA comparison. In Table | and 2 of the main paper, we report the comparison with SOTA methods
only in terms of balanced Accuracy. Here, in Tables 7, 8, 9 and 10, we show the performance using
the other four metrics: AUC, Pde5, NLL and ECE. AUC is generally higher than the balanced
Accuracy for most of the methods, with variations even superior to 15%. This means that a fixed
threshold set to 0.5 is not the best choice and proper calibration is needed. However, our approach is
instead able to achieve good performance consistently over all the metrics, in particular it gains an
improvement on average of around 53% and 68% for NLL and ECE, respectively.

Compression robustness. We compressed the test

dataset l}SCd in our ablati(?n Study Wlth H.264 at dlffer— Table 11: Performance by Varylng compression

ent quality levels by varying the Constant Rate Factor quality (CRF) and the number of wavelet decom-

(CRF). Table 11 reports results across decomposi- position levels (L)).

tion levels, showing robustness to compression (AUC

always above 80%). Accuracy drops under severe
; svati CRF 20 (high quality) 97.8/83.8 97.3/84.5 96.6/83.2

comp resswn.(arolu nd 60% at CRF 32) motivating a CRF 24 96.8/77.1 96.0/78.3 95.2/78.2

threshold calibration procedure for low-quality com- CRF 28 93.9/67.9 92.5/69.1 91.1/68.5

pressed videos (calibrating with only 10 compressed =~ CRF 32 (low quality) 88.2/59.5 85.2/59.2 82.6/59.3

validation videos raises accuracy to 76%).

AUC 1 /bAcc 1 L=2 L=3 L=4
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Table 8: Comparison in terms of Pde5 with SoOTA methods both trained on their original datasets and re-trained
using Pyramid Flow (*). Bold underlines the best performance for each column with a margin of 1%.

Recent Generators (2024-25 years) GenVideo (2022-23 years)
Pde5 1 Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG

X1.5 Plane Shot Scope  Stu. valley
DMID 73.0 760 827 400 723 923 999 100. 99.0 960 999 966 99.0 99.1 100. 884
UnivFD 37 103 43 73 260 1.7 30 59.6 314 407 527 716 529 359 406 2938
RINE 443 393 737 460 83 0.7 07 999 987 774 985 977 980 981 99.0 654
FreqNet 16.7 48 222 5.6 0.9 7.5 3.0 148 3.6 44 128 81 127 9.6 124 93
FIRE 6.3 57 847 703 623 1.3 2.0 0.0 0.0 0.0 1.6 0.6 0.0 0.0 00 157

DMID* 973 943 99.0 870 973 980 987 959 99.7 810 909 889 903 859 992 93.6
UnivFD* 673 457 677 610 683 863 753 858 909 387 752 664 764 644 949 710

RINE* 983 673 957 843 933 89.0 870 947 954 641 876 849 864 730 986 867
FreqNet* 567 227 717 337 183 113 5.7 6.7 132 6.6 333 37 110 161 137 216
FIRE* 457 263 287 507 513 227 440 673 700 459 489 389 59.0 493 885 49.1

AIGVDet 347 290 493 407 513 717 677 941 873 91.1 883 441 80.7 571 998 658
DeMamba 21.3 887 81.0 623 500 220 227 100. 999 987 99.0 714 100. 994 100. 744
MM-Det 5.6 0.0 4.6 43 3.8 43 5.5 4.6 43 0.0 5.0 3.1 5.0 5.1 3.8 39

AIGVDet* 71.7 59.0 233 687 720 647 653 994 999 944 758 96.1 99.7 439 100. 756
DeMamba* 940 59.7 973 820 69.7 787 8.7 818 901 31.1 699 453 753 560 893 737
MM-Det* 523 00 857 837 847 857 827 722 762 00 741 251 391 526 767 594

Ours 93.0 843 990 947 953 100. 99.7 991 999 729 943 979 973 910 995 945

Table 9: Comparison in terms of NLL with SoTA methods both trained on their original datasets and re-trained
using Pyramid Flow (*). Bold underlines the best performance for each column with a margin of 1%.

Recent Generators (2024-25 years) GenVideo (2022-23 years)
NLL | Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG
X1.5 Plane Shot Scope  Stu. valley
DMID 218 214 153 397 210 1.10 073 004 092 209 020 1.82 1.17 1.10 1.08 148
UnivFD 276 216 3.02 250 145 362 313 176 267 244 196 121 193 256 234 237
RINE 059 060 045 059 662 172 156 0.4 030 050 016 036 032 026 034 293
FreqNet 106 156 102 136 168 137 168 30.5 330 355 306 336 307 307 295 234
FIRE 395 401 394 394 395 395 395 484 484 500 486 501 485 496 484 446

DMID* 041 051 0.19 057 035 026 022 020 0.14 069 032 050 041 054 014 036
UnivFD* 053 1.00 056 071 054 027 046 022 0.19 088 037 048 035 052 0.14 048

RINE* 024 261 042 127 068 095 111 024 0.19 146 038 045 038 097 007 076
FreqNet* 065 1.80 0.1 102 117 152 166 293 234 466 235 431 276 227 19 213
FIRE* 051 077 082 062 054 070 056 039 029 066 063 065 043 068 020 0.56

AIGVDet 095 116 0.84 107 067 070 069 031 046 048 052 135 046 1.12 032 074
DeMamba 198 033 048 1.12 141 257 278 005 005 0.08 0.07 064 005 0.06 005 0.78
MM-Det 384 883 384 386 385 386 384 483 483 983 483 488 483 483 484 504

AIGVDet* 0.60 0.72 357 0.64 056 077 0.69 044 030 272 438 108 056 755 035 1.66
DeMamba* 049 166 022 085 131 1.00 0.83 045 026 193 067 147 058 108 030 087
MM-Det*  3.60 500 150 1.71 1.62 146 155 074 063 505 069 213 113 089 065 792

Ours 028 053 0.07 019 018 004 005 0.06 0.5 053 016 009 009 022 005 0.17

Training data. In this paragraph, we evaluate the Table 12: Performance by varying the type of gen-
influence of training data. In Table 12, the proposed erator and the size of the dataset during training.

augmentation yields clear gains even with limited
data (20% of the training set) and when training on

AUC 1/bAcc T

. . . . training data aug.  Allegro Mochi-1 ~ OpenSora- AVG
a different generator (CogVideoX instead of Pyramid Plan
Flow). With only 20% of the data, augmentation 100% Pyr. Flow 94.7/68.2 94.9/75.5 98.0/80.0 95.9/74.6

. . . . 100% Pyr. Flow v’ 98.6/91.5 99.1/93.5 99.8/97.0 99.1/94.0
still improves balanced accuracy (+3.2%). Likewise, 20% Pyr. Flow 0437708 9397778 9841873 933/787

when replacing Pyramid Flow with CogVideoX, we — 20%Py.Flow v 97.6/88.3 988/927 99.8/965 98.7/925

] 1 100% CogV. X1.5 90.7/69.3 90.7/72.0 94.9/78.0 92.1/73.1
agaln Obse.rve a SubStantlal bOOSt from the proposed 100% CogV. X1.5 v 98.5/88.8 97.6/852 99.2/92.8 98.4/88.9
augmentation strategy (+6.3%).
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Table 10: Comparison in terms of ECE with SoTA methods both trained on their original datasets and re-trained
using Pyramid Flow (*). Bold underlines the best performance for each column with a margin of 1%.

Recent Generators (2024-25 years) GenVideo (2022-23 years)
ECE | Allegro CogV. OSora Mochil Nova Sora Flux Crafter Gen2 Hot LaVie Model Morph Showl Moon AVG

X1.5 Plane Shot Scope  Stu. valley
DMID 406 406 312 471 399 334 329 026 274 436 .068 362 289 347 341 320
UnivFD 479 419 481 438 324 501 489 398 464 445 410 348 420 458 440 434
RINE 152 149 167 134 536 623  .624 107 202 229 .107 230 .208 .173 230 .258
FreqNet 238 449 217 381 497 361 470 .180 286 .378 .184 281 .194 .198 .153 298
FIRE 483 492 482 482 482 484 482 503 505 520 509 529 507 522 506 .499
DMID* 227 254 125 237 189 137 140 .078 .086 241 126 .220 .193 248 .080 .172
UnivFD* 195 299 200 229 206 .094 162 .039 .024 252 .096 .142 .091 151 .024 .147
RINE* 098 339 110 225 172 .190 .198 .032 .023 202 .075 .103 .079 .162 .010 .134
FreqNet* 108 296 106 170 244 289 361 404 347 512 312 499 368 309 .289 .308
FIRE* 086 .156 .171 129 .100 .144 091 .069 .051 .158 .141 .168 .090 .142 .044 .116

AIGVDet 287 305 264 283 233 204 206 .157 .192 239 230 .293 150 277 230 237
DeMamba 410 .079 .120 211 274 415 405 .020 .019 .012 .014 .171 .020 .014 .019 .147
MM-Det 129 612 126 140 139 143 129  .019 025 518 .018 .070 .019 .018 .034 .143

AIGVDet* 230 .292 411 233 243 266 258 .181 .162 .420 442 305 248 492 250 .296
DeMamba* .159 364 .074 .193 291 249 224 092 .047 346 .167 278 127 236 .050 .193
MM-Det* 421502 272 284 292 239 268 .111  .089 593 .101 305 170 .134 .091 258

Ours 076 140 .023 .056 .058 .014 .012 .025 .029 .145 016 .013 .012 .043 .026 .046

D Implementations details

The proposed solution uses as backbone the Vision Transformer (ViT) architecture with 4 registers
[22] and a pre-training based on DINOV2 strategy [57]. Specifically for the model, we use the
implementation available in the PyTorch Image Models (TIMM) library followed by a single fully
connected layer for binary classification. The model processes an input of 36 x 36 patches, each
of size 14 x 14 pixels. Training is performed using the cross-entropy loss function and the ADAM
optimizer, with a learning rate of 10~°, a weight decay of 107, and a batch size of 22. During
training, we apply the augmentation strategy described in the main paper with a probability of 10%.
Frames are randomly cropped to match the input size of the network, and each batch contains an equal
number of real and fake crops. We evaluate the balanced accuracy on the validation set every 2, 035
iterations. Training is conducted for 36 evaluation steps, and only the model weights corresponding
to the best validation performance are kept and used for testing. At inference, the prediction pipeline
consists of the following steps (Fig. 9):

1. the first 64 frames of the video are extracted;

2. the frame is center-cropped to match the network input size;

3. the network processes the frame and produces a corresponding logit value;

4. video-level prediction is computed by averaging the 64 logit values.
Finally, we report the computational times. The analysis is carried out on a hardware with two CPUs
Intel(R) Xeon(R) Gold 5220 CPU @ 2.20GHz with 128GB of RAM, and a Nvidia A6000 GPU
with 48GB of VRAM. The proposed method exhibits a relatively low inference time: it takes around

13 seconds to analyze a video of 64 frames, which is comparable with MM-Det and lower than
DeMamba (21 sec) and AIGVDet (180 sec). The total training time for our method is about 77 hours.

Frame by frame network
. L . O]
g Cropping ViT with 4 registers Dense L
& to input size DINOV2 pre-training Layer Real / Fake
logit values

Input Video video score

Figure 9: Prediction pipeline. At inference, we use up to 64 frames per video, center-cropped to match the model
input. Video-level predictions are computed by averaging logits across frames.
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Real video Allegro CogVideo X1.5 Mochi-1

Open-Sora Plan NOVA Sora 5 FLUX

"A band is performing on stage under a tent in an outdoor setting."

CogVideo X1.5

Open-Sora Plan

"A man in glasses is holding a bottle of hot sauce and talking to the camera."

Real video Allegro _CogV Mochi-1

ideo X1.5

"A man is riding a horse in an indoor arena and jumping over obstacles."

Figure 10: Some examples of videos from our dataset that we created with recent state of the art generators.
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Open-Sora Plan

"A black cat with yellow eyes is sitting inside of a cage."

Allegro

CogVideo X1.5 Mochi-1

Real video

"A bottle of izze on a desk next to a computer."

Real video Allegro CogVideo X1.5 Moch
v’ . [

"A table with several trays of plants on it."

Allegro CogVideo X1.5

"A bowl of peas with a garnish on top."

Figure 11: Some examples of videos from our dataset that we created with recent state of the art generators.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and main claims accurately reflect the scope of this paper, i.e.
synthetic video detection, and the technical contribution, i.e. design a new training paradigm
with a forensic-oriented augmentation. In addition, the claim that our detector achieves
SOTA performance in terms of different metrics is largely supported by several experiments
both in the main paper and in the appendix.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of the work are properly described in Section 5 of the main
paper. Computational efficiency is described in the appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors

should reflect on how these assumptions might be violated in practice and what the

implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: We do not have theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the information needed to reproduce our experiments are included in the
main paper (Section 4) and in the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Code and data are publicly available on-line at https://github.com/
grip-unina/WaveRep-SyntheticVideoDetection.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Training and test details are provided in Section 4, while the full details can be
found in the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Given the large size of the dataset, we observed minimal variance across
multiple training runs. As a result, even single-run training yields highly consistent results,
introducing only negligible errors. This consistency allows us to reduce computational
overhead and, consequently, lower carbon emissions.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided detailed descriptions of the computational resources needed
to reproduce the experiments in the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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12.

Justification: In the Introduction we highlight the positive impact of forensic detectors to
address disinformation and the spread of fake news. No negative impact is apparent to us.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our research does not pose such risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly attributed the work of others in our paper and have followed
licensing and usage terms.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The dataset generated for training and evaluation is described in the main
paper (Section 3.2 and Section 4.1.) and in the appendix.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not Applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not Applicable.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Not Applicable.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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