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Abstract

Aspect-based Sentiment Analysis (ABSA) is an001
important sentiment analysis task, which aims002
to determine the sentiment polarity towards an003
aspect in a sentence. Due to the expensive004
and limited labeled data, data augmentation005
(DA) has become the standard for improving006
the performance of ABSA. However, current007
DA methods usually have some shortcomings:008
1) poor fluency and coherence, 2) lack of diver-009
sity of generated data, and 3) reliance on some010
existing labeled data, hindering its applications011
in real-world scenarios. In response to these012
problems, we propose a systematic Iterative013
Data augmentation framework, namely IterD,014
to boost the performance of ABSA. The core of015
IterD is to leverage the powerful ability of large016
language models (LLMs) to iteratively gener-017
ate more fluent and diverse synthetic labeled018
data, starting from an unsupervised sentence019
corpus. Extensive experiments on 4 widely-020
used ABSA benchmarks show that IterD brings021
consistent and significant performance gains022
among 5 baseline ABSA models. More encour-023
agingly, the synthetic data generated by IterD024
can achieve comparable or even better perfor-025
mance against the manually annotated data.026

1 Introduction027

Aspect-based Sentiment Analysis (ABSA), which028

aims to determine the sentiment polarity towards029

an aspect in a sentence, is an important find-grained030

task in sentiment analysis (Liu and Zhang, 2012;031

Schouten and Frasincar, 2015). With the advance-032

ments of pretrained language models (PLMs), e.g.,033

BERT (Devlin et al., 2019) and its variants (Liu034

et al., 2019; He et al., 2020), numerous PLM-based035

ABSA models have been proposed and achieved036

promising results (Wang et al., 2020; Zhong et al.,037

2022). However, these methods usually require038

large-scale labeled data with fine-grained annota-039

tion, which is time-consuming and expensive to ob-040

tain for many emerging scenarios (Yu et al., 2023).041

To alleviate this issue, a common approach is 042

data augmentation (DA), which aims to enrich the 043

training data and can be generally divided into 044

two categories: word-level (Wei and Zou, 2019; 045

Wu et al., 2019) and sentence-level DA (Sennrich 046

et al., 2016; Wang et al., 2022). Specifically, word- 047

level DA methods involve replacing or inserting 048

words into sentences, leveraging techniques such 049

as word synonym dictionaries (Wei and Zou, 2019) 050

or contextual word embeddings (Wu et al., 2019). 051

Conversely, sentence-level DA methods focus on 052

generating new sentences using paraphrasing meth- 053

ods (Guo et al., 2019), generative models (Wang 054

et al., 2022), or machine translation (Sennrich et al., 055

2016) techniques. These methods aim to introduce 056

linguistic variations, while keeping the aspect and 057

its sentiment polarity unchanged. 058

Despite achieving remarkable performance, we 059

find that the aforementioned DA methods still have 060

some limitations: 1) Poor fluency and coherence, 061

as the word-level DA methods might distort the sen- 062

tence meaning or structures, and current sentence- 063

level DA methods usually struggle to generate flu- 064

ent and coherent sentences (Yu et al., 2023). 2) 065

Lack of the diversity of generated data, as most of 066

the prior DA methods do not reconstruct the struc- 067

ture of original sentence, limiting the diversity of 068

generated sentences. 3) Reliance on some existing 069

labeled data, as these DA methods generally start 070

from a set of existing labeled data, which could be 071

unavailable in real-world scenarios, especially in 072

emerging domains. Intuitively, the currently popu- 073

lar large language models (LLMs) (OpenAI, 2023; 074

Touvron et al., 2023) have the great potential to 075

deal with the above issues of DA methods, as they 076

can generate fluent and high-quality text following 077

the human instructions (Wei et al., 2021). Hence, 078

there raises a question: whether we can leverage 079

the powerful ability of LLMs for better augmenting 080

the ABSA data? 081

Motivated by this, we propose a novel Iterative 082
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Data augmentation approach, namely IterD, which083

aims to generate fluent and diverse ABSA training084

data. The core of IterD is to leverage the ability of085

LLMs to automatically generate the high-quality086

labeled ABSA data from the easy-to-obtain unsu-087

pervised sentence corpus. Specifically, given an088

unlabeled sentence corpus, IterD ❶ first extracts089

the aspect terms and expands them into a candidate090

aspect set. Then, IterD ❷ introduces an iterative091

generation module to automatically obtain the flu-092

ent ABSA data based on the aspect set. Lastly, to093

ensure the quality and diversity of the generated094

data, IterD ❸ designs a discriminator to filter the095

low-quality samples. The generation processes of096

IterD are systemic and do not rely on much existing097

ABSA data or human effort That is, our IterD can098

be easily applied in real-world scenarios.099

We evaluate our IterD on a variety of widely-100

used ABSA benchmarks, including Laptop14,101

Restaurant14 (Pontiki et al., 2014), Restau-102

rant15 (Pontiki et al., 2015) and Restaurant16 (Pon-103

tiki et al., 2016), and the results show that: 1) our104

IterD brings consistent and significant performance105

gains among 5 baseline ABSA models; 2) with-106

out relying on any labeled data, IterD can achieve107

comparable performance to that training with full108

labeled data; 3) IterD outperforms the other DA109

counterparts by a clear margin. More in-depth anal-110

yses delve into the mechanism of IterD, and reveal111

when and where to use it. To summarize, our con-112

tributions are three-fold: (1) We propose a novel113

iterative DA approach (IterD) for ABSA by lever-114

aging the powerful ability of LLMs. (2) IterD is115

plug-and-play and can be easily applied in real-116

world scenarios. (3) Extensive results on 4 widely-117

used ABSA benchmarks show the effectiveness118

and superiority of IterD.119

2 Related Work120

Aspect-based Sentiment Analysis ABSA has121

been extensively studied in the last decade (Liu122

and Zhang, 2012; Schouten and Frasincar, 2015).123

With the advancements of PLMs, a large amount124

of PLM-based ABSA models have emerged (He125

et al., 2019; Luo et al., 2019; Xu et al., 2018; He126

et al., 2018; Chen and Qian, 2020; Zhao and Yu,127

2021), which involve designing the network struc-128

ture or injecting external knowledge in different129

ways. These methods have achieved promising130

performance on several widely-used ABSA bench-131

marks (Pontiki et al., 2014, 2015; Jiang et al., 2019).132

However, most of them highly rely on numerous 133

labeled data, which is expensive to obtain in some 134

scenarios (Yu et al., 2023). 135

Data Augmentation for ABSA. To alleviate the 136

above issue, a common approach is Data Augmen- 137

tation (DA), which enlarges the training dataset by 138

changing the original data or generating new data 139

through various methods. In the context of ABSA, 140

numerous DA methods have been proposed (Wei 141

and Zou, 2019; Sennrich et al., 2016; Wang et al., 142

2022) and achieved remarkable performance. How- 143

ever, since most of them attempt to augment the 144

data by simply modifying the sentence structure or 145

using pretrained models for text infilling, they have 146

some shortcomings, e.g., poor fluency and lack of 147

diversity. Moreover, current DA methods usually 148

rely on some existing labeled data, and might not 149

be able to expand to real-world scenarios, in which 150

the labeled data is unavailable. To this end, we 151

propose a new DA method, which is more effec- 152

tive and applicable, for alleviating the issue of data 153

scarcity in ABSA. 154

Large Language Model Recently, we have wit- 155

nessed the great success of large language models 156

(LLMs) (Ouyang et al., 2022; Touvron et al., 2023; 157

Anil et al., 2023) in many downstream NLP tasks. 158

Owing to the instruction-tuning approach (Wei 159

et al., 2021), LLMs can generate fluent and high- 160

quality contexts following the human’s instruction. 161

Unfortunately, in the context of ABSA, directly 162

using LLMs is not an optimal choice. Prior empir- 163

ical studies (Zhong et al., 2023) show that LLMs 164

might under-perform the traditional BERT (Devlin 165

et al., 2019) models in some fine-grained language 166

understanding tasks, e.g., ABSA. Thus, employ- 167

ing BERT-style PLMs is still a viable option for 168

ABSA. Alternatively, in this paper, we attempt to 169

take advantage of LLMs’ instruction-following and 170

in-context learning abilities and enforce them to 171

generate more high-quality data for boosting the 172

performance of existing ABSA models. 173

3 Methodology 174

In this section, we first briefly review the ABSA 175

task and then present the details of our IterD, which 176

contains three-stage processes: ❶ Aspect Extrac- 177

tion and Extension, ❷ Pseudo Data Generation 178

and ❸ Evaluating and Filtering. The framework of 179

IterD is illustrated in Figure 1. 180
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Figure 1: Overview of our IterD framework, covering three-stage processes: ❶ Aspect Extraction and Extension, ❷
Pseudo Data Generation and ❸ Evaluating and Filtering. Notably, “EX Prompt” and “ET Prompt” denote the aspect
extraction and extension prompts, respectively. “ITAT Prompt” refers to the Iteration Teaching Analysis Prompt,
which enforces the LLM to generate more diverse data. More detailed prompts can be found in Appendix A.4.

3.1 Problem Formulation181

Given a sentence-aspect pair {S, T}, the goal of182

ABSA is to predict the sentiment polarity y ∈183

{0, 1, 2} of the sentence S towards the aspect T ,184

where 0, 1, and 2 denote the positive, neutral and185

negative polarities, respectively. Note that T is186

the subsequence of S. As mentioned in §1, there187

are usually limited labeled sentence-aspect pairs.188

Thus, we aim to generate the synthetic dataset189

G = {(Si, Ti)|i > i} from an unsupervised text190

corpus U = {S1, S2, S3, ..., Sn} with n sentences.191

3.2 Iterative Data Augmentation192

Aspect Extraction and Extension. Starting193

from an unsupervised corpus U , we first attempt194

to extract the aspects relevant to a specific domain.195

Specifically, we carefully design an aspect extrac-196

tion (denoted as “EX”) prompt1 to enforce the LLM197

to automatically extract domain-related aspects for198

each sentence Si ∈ U . After doing that, we dedu-199

plicate the aspects and obtain the initial aspect set200

A. Considering that aspects are generally nouns201

and their variants, we perform the part-of-speech202

1Due to the space limitations, we present the detailed
prompts of IterD in Appendix A.4.

processing with a Python library Textblob2 on all 203

candidate aspects of A to remove those that are 204

difficult to accurately generate the samples. Then, 205

to further improve the diversity of extracted as- 206

pects, we introduce an aspect extension module to 207

expand A. In particular, for the Noun aspects in 208

A, we enforce the LLM to expand them with their 209

homonyms and synonyms by an aspect extension 210

(denoted as “ET”) prompt. Lastly, the extend as- 211

pect set is merged into A. Moreover, for better 212

generating the sentiment-aware data, we split the 213

A into three sub-sets with different sentiment po- 214

larities, i.e., positive aspects Apos, negative aspects 215

Aneg, neutral aspects Aneu, by performing a word 216

sentiment analysis on each aspect. 217

Pseudo Data Generation. After obtaining the 218

domain-related aspects, we then generate the 219

pseudo labeled data, i.e., triplet {Si, Ti, yi}. Specif- 220

ically, for each aspect sub-set, we append the as- 221

pects with their corresponding sentiment polari- 222

ties to construct the aspect-sentiment set. For in- 223

stance, for the aspect in Apos, we append it with 224

the positive polarity. Consequently, we can basi- 225

cally design a prompt to guide the data generation 226

2https://pypi.org/project/textblob/
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Figure 2: Illustration of single-aspect/mix-aspect data
generation. For ease of illustration, we only show some
cases in the laptop domain.

of LLMs based on the aspect-sentiment set. How-227

ever, during the preliminary experiments, we found228

that as the generation of LLMs continued, LLMs229

suffer from the problem of repetitive generation,230

i.e., the generated samples tend to be similar and231

low-diversity. Hence, we propose a more power-232

ful Iteration Teaching Analysis Prompt (denoted233

as “ITAT”), which randomly selects samples from234

each round of generating samples as feedback to235

guide the next-round generation. By doing so, ITAT236

can prompt the LLMs to generate more richer and237

diverse pseudo triplet data.238

Inspired by prior studies (Wang et al., 2022), we239

recognize that multi-aspect data, i.e., data with mul-240

tiple aspects in a sentence, is greatly beneficial to241

the training of ABSA models. To this end, in addi-242

tion to the vanilla single-aspect pseudo data gener-243

ation, we further utilize a mix-aspect pseudo data244

generation branch to obtain the more complex yet245

effective multi-aspect data. To have a close look,246

we provide the illustrations of single-aspect/mix-247

aspect pseudo data generation in Figure 2.248

Evaluating And Filtering. Despite the powerful249

capability of LLMs, they might generate unexpect-250

edly low-quality data, hindering the performance251

of DA. Thus, it is critical to evaluate the quality of252

generated data and filter the lower-quality one. To253

achieve this goal, we introduce a new discriminator,254

as illustrated in Figure 3, containing a judgment255

module and an auto-scoring mechanism. Specif-256

ically, in the judgment module, we employ the257

popular LLM-as-a-Judge method to enforce the258

LLM to determine the domain relevance and sen-259

timent relevance of generated data. That is, LLM260

is utilized to verify whether the generated data is261

relevant to the given domain and sentiment. Af-262

ter filtering the data with lower domain relevance263

and sentiment relevance, we further use the auto-264

scoring mechanism to quantitatively measure the265
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Figure 3: Illustration of the discriminator.

data quality, in terms of Syntactic Structure, Lexi- 266

cal Richness, and Real Scenario Conformity. The 267

scoring mechanism takes a sample judgment on 268

a scale of 1-10, where larger scores mean higher 269

data quality. For filtering the low-quality data, we 270

set a filtering threshold3T . The data exceeding the 271

threshold is used as final training data, while the 272

others are discarded. Notably, for promoting the 273

aforementioned ITAT strategies, we use the high- 274

quality generated data as the feedback. 275

4 Experiments 276

4.1 Setup 277

Task and Dataset. We conduct the main ex- 278

periments on 4 widely-used ABSA benchmarks, 279

i.e., Laptop14, Restaurant14 (Pontiki et al., 2014), 280

Restaurant15 (Pontiki et al., 2015) and Restau- 281

rant16 (Pontiki et al., 2016). Following Tang et al. 282

(2019), we remove a few instances with conflicting 283

sentiment polarity. For the evaluation of aspects 284

extracted by our IterD, we use “Precision” (P), “Re- 285

call” (R) and “Macro-F1” (F1) as the metrics, while 286

the “Accuracy” (Acc) and F1 score are used to eval- 287

uate the final ABSA models. The details of all used 288

datasets can be found in Appendix A.1. 289

Implementation. For simulating the real-world 290

scenarios, we use the unlabeled sentences in train- 291

ing sets of the above ABSA benchmarks (i.e., ig- 292

noring the aspect and polarity information) as the 293

initial unsupervised corpus for our IterD. The as- 294

pects of the original training sets are used as gold 295

3The analysis of T can be found in §4.3
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Model Dataset
Laptop14 Restaurant14 Restaurant15 Restaurant16

Acc F1 Acc F1 Acc F1 Acc F1

ATAE-LSTM
Original data 79.50 75.50 83.42 75.03 83.39 68.59 91.41 77.08

Generated data 79.22↓0.29 75.64↑0.14 80.36↓3.06 70.52↓4.51 83.27↓0.12 70.42↑1.83 89.22↓2.19 76.89↓0.19

Mixed data 80.94↑1.44 77.54↑2.04 84.91↑1.49 77.88↑2.85 84.01↑0.74 71.43↑2.84 91.67↑0.26 79.25↑2.17

ASGCN
Original data 80.94 77.80 86.37 80.13 85.04 70.75 92.22 78.42

Generated data 80.62↓0.32 77.71↓0.09 82.95↓3.42 74.61↓5.52 85.48↑0.44 72.47↑1.72 89.74↓2.48 77.27↓1.15

Mixed data 82.03↑1.09 79.17↑1.37 87.23↑0.86 81.45↑1.32 86.21↑1.17 74.55↑3.80 93.11↑0.89 82.43↑4.01

BERT-SPC
Original data 78.68 74.82 84.82 78.08 83.95 69.91 90.42 76.61

Generated data 77.02↓1.66 73.97↓0.85 85.24↑0.42 72.34↓5.74 83.39↓0.57 69.70↓0.21 88.66↓1.76 72.75↓3.86

Mixed data 80.09↑1.41 77.13↑2.31 85.62↑0.80 78.45↑0.37 85.24↑1.29 70.65↑0.74 90.75↑0.33 77.37↑0.76

R-GAT
Original data 78.37 73.92 86.34 80.74 83.58 71.48 91.72 77.77

Generated data 78.58↑0.21 75.67↑1.75 81.79↓4.55 74.60↓6.14 84.32↑0.74 69.14↓2.34 88.96↓2.76 75.64↓2.13

Mixed data 80.56↑2.19 77.08↑3.16 87.50↑1.16 82.04↑1.30 85.06↑1.48 73.36↑2.28 92.05↑0.33 78.80↑1.03

KGAN
Original data 82.34 79.17 86.55 81.47 86.40 73.89 92.81 81.17

Generated data 80.47↓1.87 76.83↓2.34 81.70↓4.85 74.11↓0.19 85.11↓7.36 72.11↓1.29 89.22↓3.59 77.71↓3.46

Mixed data 82.49↑0.15 79.62↑0.45 87.50↑0.95 81.86↑0.39 87.13↑0.73 75.17↑1.28 92.95↑0.14 82.83↑1.66

Table 1: Results of our IterD method on various baseline ABSA models. Notably, “Original data” and “Generated
data” denote that we train the models on the original ground-truth training data and our generated data, respectively.
“Mixed data” means that we train on the mix of original and generated training data.

Method Metric Laptop14 Rest14 Rest15 Rest16

Zero-Shot
P 36.04 44.24 44.38 40.2
R 69.27 65.65 72.82 65.04
F1 47.41 52.86 55.15 49.69

Few-shot
P 46.79 59.85 60.34 57.31
R 73.12 70.04 72.82 73.19
F1 57.07 64.55 65.99 64.28

Few-shot*
P 45.72 48.00 50.25 46.36
R 79.77 79.84 82.15 80.30
F1 58.13 59.95 62.36 58.79

Table 2: Evaluation on aspects extracted by IterD
with different strategies. Notably, “Zero-shot” refers
to the aspects extracted in a zero-shot manner, “Few-
shot” refers to few-shot extraction using domain-related
demonstrations, and “Few-shot*” refers to the few-shot
extraction using random demonstrations.

labels to evaluate our extracted aspects. After ob-296

taining the augmented ABSA data, we train the297

models with these data and evaluate them on the298

test sets of the above benchmarks. Specifically, we299

use the powerful GPT-3.5-turbo 4 as the LLM in300

our IterD. For each benchmark, we enforce IterD301

to generate the ABSA data, the number of which is302

similar to that of the original training set.303

Baseline Models. To investigate the effective-304

ness of our IterD, we mainly apply it to improve 5305

representative baseline ABSA models, i.e., ATAE-306

4https://platform.openai.com/docs/models/
gpt-3-5-turbo

LSTM (Wang et al., 2016), ASGCN (Zhang et al., 307

2019), and BERT-SPC (Song et al., 2019), R- 308

GAT (Wang et al., 2020) and KGAN (Zhong et al., 309

2022). For each model, we utilize the BERT-base- 310

uncased 5 as the backbone and train it following 311

the default settings in the original papers. Due to 312

the space limitations, we present the details of all 313

baseline models in Appendix A.2. 314

Compared Methods. We conduct the main re- 315

sults in 3 different settings, i.e., 1) “Original data”: 316

training the ABSA models with the original labeled 317

ABSA data, 2) “Generated data”: training with 318

only the synthetic data generated by our IterD and 319

3) “Mixed data”: training with the mix of original 320

data and our generated data. We additionally com- 321

pare IterD with several cutting-edge DA methods, 322

including Back-Translation (BT) (Sennrich et al., 323

2016), EDA (Wei and Zou, 2019), CBERT (Wu 324

et al., 2019) and C3DA (Wang et al., 2022). The 325

detailed descriptions of these compared DA meth- 326

ods can be found in Appendix A.3. 327

4.2 Main Results 328

4.2.1 Aspect Extraction Results 329

In our IterD, the performance of final ABSA mod- 330

els highly relies on the relevance between ex- 331

5https://huggingface.co/google-bert/
bert-base-uncased

5

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/google-bert/bert-base-uncased


Method Laptop14 Restaurant14
Acc F1 Acc F1

R-GAT 78.37 73.92 86.34 80.74
+BT 79.70 75.01 86.85 81.02

+EDA 78.59 74.82 86.52 81.47
+CBERT 78.62 74.96 87.01 82.19
+C3DA 79.16 75.40 87.22 82.69

+IterD (Ours) 80.25 76.18 87.50 82.04

Table 3: Comparison of different DA methods.

tracted aspects and gold aspects. Here, to verify332

whether IterD can extract the relevant aspects, we333

evaluate the aspects extracted by different strate-334

gies (“Zero-shot”, “Few-shot” and “Few-shot*”) of335

IterD and report the contrastive results in Table 2.336

As seen, given some examples, IterD can extract337

more relevant aspects, indicating the superiority of338

few-shot learning. Interestingly, compared to the339

domain-related demonstrations, IterD with random340

demonstrations performs better. We conjecture that341

domain-related demonstrations might be too sim-342

ilar and hinder the diversity of extracted aspects,343

thus leading to sub-optimal performance. Notably,344

“Few-shot*” performs best, and we thus use it as345

the default setting in the following content.346

4.2.2 Evaluation on the Generated Data347

In this part, we perform the evaluation of the syn-348

thetic data generated by IterD. The contrastive re-349

sults are presented in Table 1 and 3, from which350

we observe that:351

Models trained on the generated data partially352

outperforms those trained on the ground-truth353

data. As seen, training with only the generated354

data achieves remarkable or even better perfor-355

mance than on the ground-truth data, e.g., +1.75%356

F1 score of R-GAT in the Laptop14. These results357

show that IterD can generate high-quality labeled358

ABSA data, similar to the manually annotated data.359

IterD brings consistent and significant perfor-360

mance gains among all baseline models and361

tasks. By combining the ground-truth data with362

our generated data, we find that there are consis-363

tent and significant performance gains among all364

settings, up to +4.01% F1 score. This indicates the365

effectiveness of our IterD.366

IterD outperforms the other DA counterparts367

by a clear margin. In Table 3, we compare our368

method with the other DA counterparts on the R-369

GAT model. As seen, IterD performs better than370

Model Method Acc F1

ASGCN
IterD (Ours) 82.03 79.17

-w/o Extension 81.56 78.96
∆(↓) ↓ 0.47 ↓ 0.21

R-GAT
IterD (Ours) 80.56 77.08

-w/o Extension 80.25 76.18
∆(↓) ↓ 0.31 ↓ 0.90

Table 4: Ablation study of aspect extension module
in IterD. “-w/o Extension” means that we do not extend
the aspect set in IterD. Laptop14 is used for evaluation.

Method ASGCN R-GAT
Acc F1 Acc F1

Single-aspect 76.09 72.42 72.88 68.71
+Mix-aspect 79.53↑3.44 76.33↑3.91 75.71↑2.83 72.79↑4.08
+Multi_Neu 80.62↑4.53 77.71↑5.29 78.58↑5.70 75.67↑6.96

Table 5: Analysis of different generation strategies.
“Single-aspect” denotes that we only generate the sam-
ples with a single aspect in a sentence, and “Mix-aspect”
means that there are multiple aspects in a generated sen-
tence. “Multi_Neu” refers to the samples that have mul-
tiple aspects with neutral polarity in a sentence. Here,
we report the results on the Laptop14 benchmark.

the others in most settings. It is also noteworthy 371

that the other DA methods commonly rely on the 372

full original data, but IterD only requires the unla- 373

beled sentence corpus, which is more flexible and 374

suitable for real-world scenarios. 375

4.3 Ablation Study 376

We evaluate the impact of each component of our 377

IterD, including 1) aspect extension, 2) sample gen- 378

eration strategies, 3) discriminator for filtering the 379

low-quality data, and 4) filtering threshold T . 380

Impact of aspect extension. As mentioned in §3, 381

we expand the aspect set to improve its diversity. 382

Here, to verify its effectiveness, we compare IterD 383

with a simple alternative, “-w/o Extension”, i.e., 384

removing the aspect extension module. The con- 385

trastive results are shown in Table 4. It can be seen 386

that removing the aspect extension causes clear per- 387

formance degradation, indicating the effectiveness 388

of aspect extension. 389

Impact of different sample generation strategies. 390

In the sample generation phase of IterD, we use 391

two different strategies, i.e., single-aspect and mix- 392

aspect generation. Specifically, the latter strategy is 393

to simulate the multi-aspect problem (Wang et al., 394

2022) in ABSA. Notably, for a fair comparison, 395

we generate the same number of training data for 396

6



Figure 4: Parameter analysis of filtering threshold
T . We report the results of R-GAT training with the
synthetic data generated by IterD with different T .

Model Method Acc F1

ATAE-LSTM
Vanilla IterD 76.06 72.80

+Discriminator 79.22 75.64
∆(↑) ↑ 3.16 ↑ 2.84

ASGCN
Vanilla IterD 74.84 70.99

+Discriminator 80.62 77.71
∆(↑) ↑ 5.78 ↑ 6.72

KGAN
Vanilla IterD 76.24 73.55

+Discriminator 80.47 76.83
∆(↑) ↑ 4.23 ↑ 3.28

Table 6: Ablation study of discriminator in IterD.
“Vanilla IterD” means that we directly use the generated
data without filtering as final training data. Here, we
report the results on the Laptop14 benchmark.

both strategies and present the compared results in397

Table 5. As seen, by generating more multi-aspect398

data, IterD brings consistent and significant perfor-399

mance gains against the vanilla single-aspect data.400

This is similar to the findings of Wang et al. (2022),401

as training on multi-aspect data can encourage the402

models to extract more fine-grained aspect-specific403

information, thus leading to better performance.404

Moreover, in the preliminary experiments, we405

empirically found that IterD falls short in generat-406

ing single-aspect data with neutral sentiment po-407

larity. However, IterD can effectively generate the408

correct data of multiple aspects with the same neu-409

tral polarity during multi-aspect data generation.410

One possible reason is that LLMs struggle to distin-411

guish neutral emotions, which is also found by prior412

empirical studies (Zhong et al., 2023). In Table, we413

further report the results of adding the corrected414

neutral multi-aspect data, denoted as “Multi_Neu”.415

Obviously, these neural training data can further416

boost the ABSA performance effectively.417

Figure 5: Impact of accuracy of extracted aspects.
We replace the extracted aspects with gold ones in IterD
and verify whether gold aspects can lead to better perfor-
mance. “GT” and “EX” denote the gold and extracted
aspects, respectively.

Impact of discriminator. In our IterD, we intro- 418

duce a discriminator to filter the low-quality gen- 419

erated data. Here, we verify its effectiveness and 420

report the contrastive results in Table 6. Compared 421

to vanilla IterD, i.e., directly using the generated 422

data without filtering, IterD with the discriminator 423

achieves much better performance. This highlights 424

the importance of filtering the low-quality data, and 425

indicates that data quality is more important than 426

the data quantity for the field of ABSA. 427

Parameter analysis on T . The T , which is used 428

to control the threshold for filtering data, is an im- 429

portant hyper-parameter in IterD. Here, we analyze 430

its influence by evaluating the performance with 431

different T , spanning {0, 2, 4, 6, 8}. Figure 4 illus- 432

trates the contrastive results of R-GAT on Laptop14. 433

With the increasing of T in a certain range (i.e., 0 434

to 6), IterD continues achieving better performance. 435

This indicates that filtering low-quality data is ben- 436

eficial. Conversely, too large T values (e.g., 8) lead 437

to performance degradation, as filtering too much 438

data might lead to limited available data for train- 439

ing. More specifically, T = 6 performs best, thus 440

leaving as the default setting. 441
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Figure 6: Comparison of few-shot and zero-shot data
generation in IterD. We report the results on Laptop14.

4.4 Discussion and Analysis442

In this part, we perform more in-depth analyses443

to further explore the underlying mechanism of444

IterD, covering 1) the impact of the accuracy of445

extracted aspects, 2) the effect of the few-shot gen-446

eration prompt, and 3) an analysis of the number447

of generated data.448

Impact of the accuracy of extracted aspects. In-449

tuitively, based on more accurate aspects, IterD450

can generate more relevant training data and bring451

more performance gains. To verify it, we use the452

gold aspects in the original training sets as the up-453

per bound to guide the generation of IterD. The454

contrastive results are illustrated in Figure 5, from455

which we find that IterD with gold aspects indeed456

achieves much better results. This indicates that457

the performance of IterD relies on the accuracy of458

extracted aspects and more accurate aspects can459

result in better performance.460

Effect of few-shot generation prompt. In the461

iterative generation module of IterD, we use a462

few-shot prompt to guide the sample generation463

of LLMs. Here, we compare it with a zero-shot464

prompt, i.e., removing the labeled examples in the465

prompt, and show the results in Figure 6. As seen,466

comparing the zero-shot prompt, IterD with the467

few-shot prompt achieves better and more stable468

performance, indicating that adding some examples469

in the generation prompt is beneficial to generate470

more high-quality data.471
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Figure 7: Analysis on the number of generated data.
“R” denotes the ratio of the number of generated data
relative to that of original training data. R-GAT is used
as the baseline model in this experiment.

Analysis of the number of generated data. 472

Here, we investigate the number of training data 473

generated by IterD. Specifically, let R be the num- 474

ber ratio of generated data relative to that of origi- 475

nal training data, and we evaluate the performance 476

of IterD with different R ranging from 50% to 477

250%. Figure 7 illustrates the contrastive results 478

of R-GAT on Laptop14 and Restaurant14 bench- 479

marks. It can be found that the performance on 480

both datasets shows a rising, falling, and then rising 481

trend. With the increase in the amount of generated 482

data, there will inevitably be more noisy samples 483

in the generated data, which leads to performance 484

degradation. However, with the generation of more 485

reliable and stable quality samples, IterD brings 486

performance improvements again. In general, these 487

results show that more generated data does not al- 488

ways lead to better performance, i.e., data quality 489

is more important than quantity. 490

5 Conclusion 491

In this paper, we propose a systemic iterative data 492

augmentation framework (IterD), which leverages 493

the powerful ability of LLMs to generate more 494

high-quality labeled data. Starting from an unsu- 495

pervised corpus, IterD first enforces the LLM to 496

extract and expand the aspects and then designs an 497

iterative LLM-based module to generate fluent and 498

diverse labeled data. Lastly, IterD introduces a dis- 499

criminator to filter the low-quality data. Extensive 500

experiments on 4 popular ABSA benchmarks upon 501

5 baseline models show that the synthetic data gen- 502

erated by IterD can achieve comparable or even bet- 503

ter performance against the original ground-truth 504

data. Moreover, by combining the generated data 505

and original data, IterD brings consistent and sig- 506

nificant performance gains in all settings. 507
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Limitations508

Our work has several potential limitations. First,509

despite its promising performance, our IterD may510

unexpectedly generate a low-quality sample with511

mixed sentiment polarities in a sentence. We will512

explore more effective prompting strategies for513

guiding the high-quality data generation of LLMs514

in future work. On the other hand, besides the data515

augmentation for the ABSA task, we believe that516

our method has the great potential to expand to517

more scenarios, e.g., end-to-end ABSA, which are518

not fully explored in this work.519

Ethics and Reproducibility Statements520

Ethics. We take ethical considerations very se-521

riously and strictly adhere to the ACL Ethics Pol-522

icy. This paper proposes a systematic DA method523

for generating more high-quality labeled data for524

ABSA. All models and evaluation datasets used525

in this study are publicly available and have been526

widely adopted by researchers. We believe that our527

proposed method will help alleviate ethical issues.528

Reproducibility. In this paper, we discuss the529

detailed experimental setup and provide enough530

information to re-product our results, such as statis-531

tics and model descriptions. More importantly, we532

have provided our code in the supplementary ma-533

terials to help reproduce our experimental results.534
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Dataset Type Positive Neutral Negative

Train Test Train Test Train Test

Laptop14
Original 994 341 464 169 870 128

Generated 1,051 - 358 - 919 -

Rest14
Original 2,164 728 637 196 807 196

Generated 2,377 - 548 - 1,291 -

Rest15
Original 912 326 36 34 256 182

Generated 1,572 - 405 - 1,631 -

Rest16
Original 1,240 469 69 30 439 117

Generated 2,215 - 184 - 1,209 -

Table 7: Statistics of all used benchmarks. Notably,
“Original” denotes the original training and test sets of
the benchmark, and “Generated data” denotes the syn-
thetic data generated by our IterD. “Rest14”, “Rest15”
and “Rest16” refer to the Restaurant14, Restaurant15
and Restaurant16 benchmarks.

A Appendx 662

A.1 Details of Tasks and Datasets 663

In this paper, we conduct main experiments on 664

four public standard aspect-level datasets, i.e., Lap- 665

top14, Restaurant14, Restaurant15, and Restau- 666

rant16. The Laptop14 and Restaurant14 datasets 667

are from the SemEval2014 ABSA challenge (Pon- 668

tiki et al., 2014), and Restaurant15 and Restau- 669

rant16 are from the SemEval2015 (Pontiki et al., 670

2015) and SemEval2016 (Pontiki et al., 2016) chal- 671

lenges, respectively. Following prior studies (Tang 672

et al., 2019; Liu et al., 2023), we remove a few in- 673

stances with conflicting sentiment polarity. To eval- 674

uate our IterD, we generate the synthetic data for 675

each benchmark and compare the results training 676

with the original data and generated data. Table 7 677

shows the statistics of all used data in this work. 678

A.2 Details of baseline ABSA models 679

To investigate the effectiveness of our methods, 680

we apply our augmented data to various ABSA 681

baseline models, including: 682

• ATAE-LSTM (Wang et al., 2016): A LSTM- 683

based model for ABSA using aspect embed- 684

ding and attention mechanism. 685

• ASGCN (Zhang et al., 2019): It is the first 686

ABSA model to represent sentences with de- 687

pendency trees and use GCN to explore the 688

syntactical information. 689

• BERT-SPC (Song et al., 2019): BERT-SPC 690

feeds sequence “[CLS] + context + [SEP] + 691

target + [SEP]” into the basic BERT model 692

for sentence pair classification task. 693
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• R-GAT (Wang et al., 2020): It uses a novel694

aspect-oriented dependency tree structure to695

reshape and prune ordinary dependency parse696

trees to better model syntax information.697

• KGAN (Zhong et al., 2022): A novel knowl-698

edge graph augmented network encodes dif-699

ferent types of information as multiview rep-700

resentations to enrich the semantic features.701

A.3 Details of compared DA methods702

In the main experiments, we compare our IterD703

with the following widely-used DA methods:704

• Back Translation (Sennrich et al., 2016): It705

is a sentence-level DA method, which first706

translates a sentence to another language and707

then translates it back to the original language.708

• EDA (Wei and Zou, 2019): It is a simple word-709

level DA technique containing four operations:710

synonym substitution, random insertion, ran-711

dom exchange, and random deletion.712

• CBERT (Wu et al., 2019): It integrates label713

information into the masked language model-714

ing task to realize the prediction of replace-715

ment words, considering not only context but716

also label information717

• C3DA (Wang et al., 2022): It uses a pre-718

trained generator to construct the synthetic719

multi-aspect training dataset.720

A.4 Details of Prompts in IterD721

In this part, we show IterD prompts in detail, cov-722

ering aspect extraction (“EX Prompt” in Table 8),723

aspect extension (“ET Prompt” in Table 9), sample724

generation (“ITAT Prompt” in Table 10), and dis-725

criminator (“Judgement Module” and “Auto Scor-726

ing Mechanism” in Table 11). Please refer to the727

tables for more details.728
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Type Prompts

System Prompt You are extracting words from aspects of the text where sentiment has been expressed.

EX Prompt

We will perform an Aspect-Based Sentiment Analysis task. In this task, you are required to:
- Identify the aspects mentioned in the text
- Determine the sentiment polarity toward each aspect (positive, neutral, negative)
- Output format: [aspect, sentiment]

{example}
Now, complete the aspect extraction task for the text below:
Input: {input}
Output:

Table 8: Detailed prompts for aspect extraction. The slot {example} denotes the example of aspect extraction
results, and the slot {input} denotes the input unlabeled sentence.

Type Prompts

System Prompt You are an AI assistant specializing in linguistics and sentiment analysis.

ET Prompt

We will perform an Aspect-Based Sentiment Analysis task. In this task, you need to expand
the given aspect with its homonyms or synonyms. Generating 2-5 synonyms or cognates for
a given aspect:

- example:
input: {example-input}
output: {example-input}

Now, complete the aspect extend task for the text below:
Input: {input}
Output:

Table 9: Detailed prompts for aspect extension. The slots {example-input} and {example-output} denote the
example of aspect extension input-output pairs, e.g., input: salads, output: {fish, noodles, bread, fruit salads}. The
slot {input} denotes the input aspect.

Type Prompts

System Prompt You are a critic who can generate comments on the specified aspect and sentiment.

ITAT Prompt

We would like you to complete a sentence generation task, and we will tell you how to
generate appropriate sentences. Please follow these requirements:

-Teaching analysis – analyzing the given aspect and sentiment:
- Specify the sentiment of the aspect in the generated sample.
- Domain of sample generation: {domain}
- Generate a sentence containing a given aspect, clarify the meaning of the aspect, and

generate sentences corresponding to the polarity of the sentiment.
- The generated sentence must be in length within {length} words.
- Generated sentences can contain only one period at a time and the sentence should not

consist of an unspecified aspect
- examples:

Input: {example-input}
Output: {example-input}

Now, complete this task in a natural human-like manner and generate only one sentence:
Input: {input}
Output:

Table 10: Detailed prompts for sample generation. The slots {example-input} and {example-output} denote
the example of input-output pairs. The slots {domain} and {length} are the given sample domain and length. The
slot {input} denotes the input aspect-sentiment pair.
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Type Prompts.

Judgement Module

System Prompt You are an AI assistant specializing in linguistics and sentiment analysis.

Prompt

You need to perform a task of sentiment judgment and domain judgment, the task require-
ments are shown below:

- Determine whether the potential sentiment hidden in the sentence by aspect is positive,
negative, or neutral based on the context given in the sentence.

- Avoid confusing the neutral sentiment of the aspect with a positive or negative sentiment.
- Is this sentence related to {domain} ? If so, output “Y”; otherwise, output “N”.
- Here are some examples of how aspect represents the sentiment in a sentence for your

reference:
example-input:{[aspect, sentiment] }
example-output:{[sentence, #aspect, sentiment]}

Now, please complete the task for the following input:
- input format: sentence, #aspect
- output format: sentiment; Y(N)

Input: {input}
Output:

Auto Scoring Mechanism

System Prompt You are an AI assistant specializing in linguistics and sentiment analysis.

Prompt

You are a psycholinguist who analyses sentiment and scores the above sentences in the
following three areas:

1. Possessing complex syntactic structures, such as inverted sentences, imperative sen-
tences, sentences with inflections, and sentences beginning with multiple combinations of
adverbs, nouns, and subjects, the more complex the higher the score.

2. With a rich vocabulary, the richer the score, the higher the score.
3. User comments that match real-life scenarios, the more they match, the higher the

score.
Please give a score of 1-10 from each aspect accurately, and finally output a comprehensive
average score selection of the highest-scoring sentences, the requirements of the output
format are as follows:

[syntactic-structure: score; vocabulary-richness: score; real-scenario-conformity: score;
comprehensive score: score]
Please output in decimal form:

Table 11: Detailed prompts for discriminator. The slots {domain} and {length} are the given sample domain
and length. The slot {input} denotes the input sentence-aspect pair.
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