
Self Evaluation As A Method For Generating A
Chatbots Q Values

Anonymous Author(s)
Affiliation
Address
email

Abstract

As a conventional approach, the generation of natural language responses is seen1

as an exercise in statistical learning: determining the patterns in human-provided2

data and providing appropriate responses with the same statistical properties. As3

a goal-directed process, dialogue may also be described as speakers’ attempts to4

achieve a particular goal. We introduce a way to get a chatbot to improve using5

a unique type of reinforcement learning. We get the chatbot itself to evaluate its6

responses and indicate alternate responses that would be better in quality.Here7

both the actor and the critic are the same system. We then teacher force the better8

response against the utterance that was parsed to the chatbot. Our experiments9

show that this may be a good way to optimize a chatbots "policy".10

1 INTRODUCTION11

It would be possible to use fluent and intelligent dialogue agents to build intuitive interaction interfaces12

and automate human-computer interactions. To achieve this, dialogue agents must respond fluently13

and naturally, while also meeting the given dialogue objectives. Dialogue agents are often trained14

through supervised learning, where they are instructed to imitate human language. Despite the ability15

to provide fluent responses, it can be challenging to ensure that such agents pursue the dialogue16

conversation’s objectives.Imagine if we were to build a chatbot that could improve itself .This could17

be done by leveraging the fact that chatbots have a rudimentary knowledge of concepts.They have18

a model of language that is based off of making responses to utterances.We could use a chatbots19

understanding of concepts to cause it to evaluate itself and suggest alternative responses that are20

qualitatively better. This means that the initial response to an utterance u , rt could be considered the21

chatbots baseline response. After it has evaluated that response and asked to suggest a better quality22

response rt+1, that becomes the chatbots alternative. It would be simple to collect a dataset D of23

training pairs consisting of all u and their corresponding rt+1:24

D = (U,Rt+1) (1)

Then fine tune the chatbot model with this dataset. That would change the baseline response for25

the chatbot into a qualitatively better baseline. And hence a qualitatively better chatbot.It is easy to26

redo the previous steps all over again for many iterations to get increasingly better versions of the27

chatbot.Of course we have to choose what type of quality we would like to optimize.Say We made28

the following utterance to a chatbot:29

Human:Hi , how are you?30

It might respond the following way:31

Chatbot:I am fine, and you?32
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The next utterance that the human could give would be:33

Human:Give a funnier response to the utterance Hi , how are you than I am fine, and you?34

Then when the chatbot responds we replace its first response with its second and re ask it to give a35

funnier response to the utterance than that one. We could iterate through this loop hundreds of times36

until the response is qualitatively funnier.Then take the Utterance that was given by the human and37

pair it up with the last response in the sequence.After collecting many such pairs , we would then38

have a dataset to fine tune our model on . Afterward we would have a funnier version of the chatbot.39

We could make it more intelligent by urging it to give more and more intelligent responses this way40

or increase any other quality.41

2 RELATED WORK42

In the paper ”Sentiment analysis for reinforcement learning”,Deshpande et al. use a trained sentiment43

analysis system to evaluate a chatbots response with the hope of reinforcing positive responses44

. This turned a sparse rewarding reward function into a dense one on the experiments they per-45

formed.While they simply used the sentiment of a chatbots response , we use the meaning of the46

response as interpreted by the chatbot itself to evaluate utterances.This technique is closely related47

to reinforcement learning. The evaluation by the chatbot for its own utterances is a question of its48

Quality.Which can be seen to mimic the Q value a critic gives in normal reinforcement learning.In49

fact the chatbot is being asked to critique itself in a way, and we see parallels with actor critic systems50

here. There is no global reward or rather it is intrinsic in nature. The Q value the chatbot gives itself51

lends itself to better applicability due to its expressiveness. This is one way it contrasts starkly with52

other reinforcement systems.53

2.1 RESULTS54

We performed an experiment where the chatbot was parsed the following utterance.55

Are you a fan of Google or Microsoft?56

We then asked it to evaluate its responses iteratively from the perspective of responding to that57

utterance in a funnier and more funnier way.We performed 8 iterations.The initial 3 replies in the58

sequence are given:59

• I like both. I like that they are both owned by the same people.60

• like them both, but I think I like Microsoft more. I think it’s cool that they’re both headquar-61

tered in San Francisco62

• I like the fact that they are one of the largest online retailers in the world.63

While the last in the sequence is:64

• I like that too, but I also like the freedom of being able to browse the internet without having65

to pay for anything.66

As we can see there is a suggestion of direction of increased humour. We could not go further than67

8 because the responses would oscillate around a fixed point and alternate afterward.This was not68

cherry picked. i am sure with time we could do much more extensive experimentation.69

2.1.1 CONCLUSION70

The results show that this type of reinforcement learning might prove profitable. Of concern that71

did occur was that after about 8 responses , the responses began to alternate around a fixed point. It72

would to have different wordings for the same query and backtrack to start new threads by comparing73

with the same utterance used previously with a different wording in the call to compare.This would74

allow for much more extensive directed exploration.Could we use this type of reinforcement to do75

more? What if the utterance is :76

Prove the following math theorem.77
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Then ask it:78

Give a more intelligent and accurate proof of the theorem X than Y.79

Where X is the theorem and Y is the last proof the chatbot posited. First it will give us its baseline80

version of the proof.Then after getting it to iteratively improve it we could take the last version of81

the sequence of proofs, and the question Prove the following math theorem and form a training pair.82

Then we would collect a dataset of such training pairs and fine tune the model.Then redo the process83

all over again.Would the chatbot leverage the meaning of words to eventually prove the proofs?84

Experiments need to be done. This is indeed an interesting form of actor critic system.85
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